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Abstract

This paper present the result of a safety cultuestionnaire within aircraft maintenance
engineering, initially produced by Diaz-Cabrera at (2007) was developed and
validated leading to a better result of seven factdhis safety culture questionnaire
(SCQ) is further used as a tool to do a pilot assest on the factors retrieved. The
report ends with the implementation of literaturstiled concepts about safety culture
including the validated practical safety assessnmeal leading to a complete SMS
(Safety Management System) which is both reactveraactive.

To increase aviation safety it is compulsory, sitice beginning of 2007, to report
occurrences to the quality control. This directivéegislation on occurrence reporting in
civil aviation from the European Union. The Occuge reporting process was also
regulated before by EASA Part 145.A.60 althouglir thigecific purposes seem to differ.

The purpose of the EASA set of regulation and thgpgse of the EC regulation are
different. The purpose of the EC regulation isgquire Member States to put a system in
place and to exchange data using the ECC-AIRS fbbé purpose of the EASA
regulations on reporting is to ensure continuingvarthiness. It should be noted that the
list of reportable occurrences are consistent betwthe EASA texts and the EC
regulation. Therefore there are no plans to harmeothese requirements in a single one
(EASA, 2006)

Part A.60: “the organization shall report to thenpetent authority, the state of registry
and the organization responsible for the desigthefaircraft or the component. There is
therefore no direct reporting to the Agency”.

Although the purposes seem to differ because thedigCtive is primarily for
benchmarking with other EU member states and th&AAegulation is to ensure
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continuing airworthiness they have one thing in owmn: an occurrences reporting
system (ORS).

KLM E&M has an occurrences reporting system in elance 2003. An occurrence
reporting system gives information on safety issuesnaintenance practices. Errors,
violations and misconduct result occurrences tihatreported and consequently solved
within the maintenance unit. This should ensuré¢ tii@ organization becomes resilient to
similar errors in the future.

The average number of reported occurrences a yewrarly a thousand, on the one hand
one may presume that the safety performance is dmddthe USO has detected
frustrations in the occurrences reporting systeiR$P These frustrations are shown by a
number of reports which were reported in the OREdmn’'t qualify as an occurrence
according to the examples given in the directiveZ®03/42/EC.

This research has been written at the supportairtite Line Maintenance department.
The support unit consists of three project managards one assistant project manager,
respectively in the domain of: communication, goise performance system & safety
management. The research was done within the suppibrdomain safety management.
The project manager safety management also hasuttotion of unit safety officer
(USO). This means that the project manager safetyagement is both a developer of
the process as a key player in the total safetyagement system within Engineering &
Maintenance. Due to these roles the project marsgfety management has an assistant
safety management.

The initial research objective was composed aftput from KLM E&M; improving the
safety performance by implementing the conceptadéty culture and developing and
testing a practical tool for the assessment oftgafelture which unmasks crucial latent
factors and monitors improvement. From the resealgéctive three research questions
were distilled:

= What is the quality of the feedback given in ocenoe reports?

= Is there a relationship between constructive feekllbad motivation in reporting?

= Identify key issues for a good occurrences managesystem?

= What are the key features of a good safety culture?

= What is the relationship between safety culture safbtty management system
(SMS)?

The researcher had done a previous literature sindyman factors and as such he
developed an expertise in the field of human factord their root causes. As part of the
research he held interviews with various mainteaangineers and management. He
realized that an important concept was missingpéncurrent safety management system,
namely:Safety Culture.

Keywords: Safety Culture; Human Factors; Maintenance Erranraft Maintenance.

1. Introduction



Since the beginning of 2007, the European Commisd&®) has enforced the reporting
of safety occurrences in civil aviation organizado the competent authorities, in order
to increase safety. The airline operator at whicis tesearch study was performed
(henceforth referred to as Operator X) has an @enage Reporting System (ORS) in
place since 2003. On average, there are approXyr@te thousand reported occurrences
at Operator X per year. Based on this number aadite of operations at Operator X,
one may presume that reporting performance is alvalestry average. However, safety
staff has voiced frustrations about the ORS. Ormergate of this phenomenon is recurrent
reporting of the same occurrence by a maintenangmeer because he felt that nobody
was taking his report seriously. The prevalenceheke types of frustrations with the
ORS has been acknowledged by senior managemehasthfvas attributed to the poor
quality of feedback given upon occurrence repéitem this premise, the pragmatic goal
of this research was to develop the answer to tiestopn “How can we keep the
submitters of occurrence reports satisfied sottiet keep submitting?”

Based on this question the following research goestwere composed:

* What is safety culture, define this concept?

 What is the relationship between safety culture safgty management system
(SMS)?

* What are the key features of a good safety culture?

» Is there any evidence that a good safety cultunedisative for the state of safety
like a correlation with accident rates?

* How can safety culture be measured?

2. Methodology

To answer the research questions in a systematioenathe research has been structured
according to the research model of Kempen and K¢lkempen and Keizer 2000). It's
outlined structure was used as a guideline for dbeducted research. Kempen &
Keizer’s research model consists of three phases:

* The orientation phase

* The research phase- and the phase in which thesols found

* The implementation phase
Error! Reference source not found.1 shows the outlined structure of this research
model.

Table 1: Research model (based on Kempen and Keizer, 2000)

Phase Research Problem

Orientation phase Internal and External Orientation
Literature study: Safety Culture
The research phase-and the phase in | Developing a practical tool for the
which the solution is found assessment of safety culture
Validating the tool: pilot assessment




The implementation phase Implementing the tool in the ORS-procegs
Improving the feedback

The orientation phase consisted of several meetinigs safety staff, as well as
maintenance staff within the organization. Alsoemfl documents about working
procedures, regulations and work process informati@re studied to obtain a clear
image of the situation.

From this literature study the most suitable methind model for assessing safety culture
was chosen and adapted for this particular orgdoizaThe results of the pilot
assessment will be discussed.

The practical tool for the assessment of safetjucellwill be implemented in the ORS-
process as well as the key issues as conductellebltérature study. This phase also
consists of integrating the results of the pilddemsment in the recommendations for the
ORS and the feedback model.

3. Defining safety culture

3.1 Definitions

The commitment of management to safety and the siamd values of personnel are part
of what is called “Safety Culture”. It is only orespect of the broad concept of
“organizational culture” (Wiegmann, Zhang et al02
To fully comprehend this concept of “safety culturthe term must be defined more
closely. A total of 26 definitions from differenhdustries have been compared by
Wiegmann (Wiegmann, Zhang et al. 2002), Guldenm({@dldenmund 2000) and
Choudry (Choudry, Dongping et al. 2007) to deteertime commonalities between them.
Wiegmann has determined seven commonalities betteedefinitions which hold for
the extended comparison done in this research (Waeg, Zhang et al. 2002). These
commonalities shape the outline of safety cultur@ @re the following:
1. Safety culture is defined at the group level orheig which refers to the shared
values among all the members within a group or raagdion.
2. Safety culture deals with formal safety issuesnnoeganization, and is closely
related to, but not restricted to, the managemedtsapervisory systems.
3. Safety culture emphasizes the contribution fromttdpeto the work floor within
an organization.
4. Members’ behavior at work is impacted by the safeifyure of an organization.
5. Safety culture is usually reflected in the contimgebetween reward systems and
safety performance.
6. Safety culture is a learning culture, willing tovee®p and learn from errors,
incidents, and accidents.
7. Safety culture is relatively enduring, constanitgrand resistant to change.



3.2 Safety culture models

Extending the work of Reason (Reason 1998), Hutissrdeveloped a list of five
components working together to form a safety cal{iifudson 2001). These components
are:

* Informed culture: managers need to know what goes their organization and

can only be accomplished if employees report timestakes.
» Just culture: employees will only report their ralss if they do not feel
threatened. However, there must also be accouitydboit committed actions.

* Flexible culture: the organization can react prdynjmt change.
Learning culture: organization should learn from mistakes by providing feedback
(control) and improve by actions
Wary culture: this characteristic was added by ladand features pro-activeness as
well the idea of remaining “wary”.
Furthermore, Hudson identifies 5 stages of matutiisough which an organization
evolves. These are: pathological, reactive, calimglaproactive and generative (Hudson
2001). Another model, offered by Lafreneire, idBesi the relationship between safety
culture and the safety management system (SMS)ghigfre 2006). It considers safety
culture to be at the heart of an organization, evkile SMS is the muscle (safety rules,
procedures, processes, regulations, documentagimn), within the organization. An
organization with people willing to work safely barhich does not have any formalized
framework will not lead to positive safety outcom€&ke same holds for any organization
which has clear processes and regulations, buinpbogees that believe in safety.

3.3 Features of a “good safety culture”

From the studies performed by the International ilCikviation Organization
(ICAO,1992) and by the Health and Safety Execu{d8E 2002), three main features
can be determined which are considered to proviueaithy safety culture:

* Management commitment to safety: intentions, warts$ deeds

* Employee commitment to safety: this awareness eaiostered through training,
workshops and employer encouragement.

e Multi-layer Communication: Communication efficienclyetween employees,
employees and management and between managemediffeoént levels are
encouraged.

4. Measuring safety culture

There is an ongoing discussion whether or not @tratt concept like safety culture can
be measured objectively. Although such a discussimit hold great academic value, it
is of little practical relevance for the industryheh is need of tangible guidelines.
Glendon and McKenna have suggested that compooéstdety culture are observable.
Thus, by applying qualitative as well as quantiatstudy methods to these observable



components of safety culture, the best possibléurgccan be composed (Glendon,
McKenna et al. 2006).

Understanding the sum of behavior and motivationalbf employees is considered
essential to assess and improve the safety cutibiran organization. Therefore, a
guestionnaire was designed to provide a measutbeoWisible components of safety
culture within the organization.
The themes to be studied in the questionnaire wistermined based on verbal
interviews with senior safety staff. Their main cems can be summarized as follows:

» Problems with the current occurrences reportingesysfeedback, investigation

* Top-management and line-management preferencenaaag operational goals

at the expense of safety procedures

* Rewarding and complimenting the submitters of omnge reports

» Lack of safety-related training

» Inefficiency of communication on and between défarlevels

These themes were largely found present in a da#wé Likert-scale-based
guestionnaire developed by Diaz-Carbera (Diaz-Gabrélernandez-Fernaud et al.
2007). To further complete this questionnaire, aber of qualitative questions were
added. These questions were partly based on literaind partly on the interviews with
senior safety staff.

The guestionnaire was then distributed to 209 feaiitmaintenance engineers.

5. Multi-Taxonomy Classification Systems within Airline Operators

Aircraft maintenance organizations face maintenaagers resulting in occurrences
every day. Technology advances but still the mogthsticated processes in aircraft
maintenance rely on human judgment and skills andrechangeable part of the human
condition is fallibility. Add to this the fact thahaintenance tasks are often performed in
an environment with time pressures, sparse feedlzauk difficult ambient conditions,
result in the fact that maintenance organizatidtrac far more than their fair share of
human performance problems (Reason and Hobbs, 2003)

Maintenance errors affect both flight safety andtdoa line results. Studies show that
maintenance errors are involved in 14 -16% of iafiraft accidents (IVW, 2003) (Eshati,
2006). Despite some tragedies, the main reperaussb maintenance errors are more
likely to be felt at the bottom line than in injesi and fatalities. Maintenance errors cause
large and continuing financial losses. General tileestimates that each in-flight engine
shutdown - for which maintenance error is the cansg0-30 % of all cases (Reason,
2003) — costs the airline somewhere in the regfdb60 000.

The good news is that maintenance errors are nadora. The vast majority of
maintenance errors fall into well-defined clustansl recurrent patterns which are shaped
mostly by task factors and situational charactesstReason and Hobbs, 2003).



Maintenance errors can therefore be managed irsdhee way that any well-defined
business risk can be managed. For this it has frdmicted where errors are most likely
to occur so that preventative measures can bexglace.

A powerful tool in reducing maintenance errorsearhing from the past. The problem is
however that often maintenance organizations lacity data that is of real added value
to steer error reduction strategies. This is digocase for the operator under study (from
this point onward referred to as Operator X). Ocences are classified in a basic and
incomprehensive manner. The basic classificatiomwamiurrences, in combination with
the basic analysis techniques used, results irysemlthat are incapable of being of real
added value in understanding occurrences or steernor reduction strategies. The fact
that effective error management on basis of datbaalysis is not possible formed the
problem for this thesis.

The overall objective for this study is to learnmadérom occurrences based on database
analyses. This abstract objective has been comeceinto the two following concrete
objectives:
1. Phase 1: Develop or select a maintenance error classification system (taxonomy) for
Operator X, which can be integrated in the existing occurrence database software.

2. Phase 2: Analyze aircraft maintenance occurrences using the taxonomy from phase 1.

Phase 1: Selecting an applicable error taxonomy

Literature abounds with error taxonomies differimg levels of complexity and is
dominated by different human error perspectivesoAdrea of application, focus, purpose
and output differs between models (Lehto and Salye®©998). From the practitioners
point of view there often appears to be as manyaruerror models and frameworks as
there are people interested in the topic (WiegnamhShappel, 2001) In order to be able
to see the wood for the trees, first, requiremetésjrables and limitations for the new
taxonomy were identified, based on the situatio@pérator X. Using the requirements
and the literature lessons, candidate error taxa@®end evaluation criteria that can be
used to test the applicability of an error taxonamgginst were selected. The evaluation
criteria were applied by means of a desktop armlgsid a practical test of the error
taxonomies at the investigators. The final step twaselect/develop the most applicable
error taxonomy.

Analysis
An analysis of the occurrence management proces®pmrator X revealed the
requirements and desirables for the taxonomy.
The principal requirements for the error taxonomgtuded:
* The error taxonomy should be able to describe oenaes comprehensively and
accurately; the taxonomy should allow for the dfestion of occurrences on
multiple aspects and distinguish accurately betwegious events.



* The taxonomy has to be able to be integrated irextgting software framework
in use at Operator X, meaning that it is not lookadheavy software packages,
database systems, etc.

e The taxonomy has to be a well-known, validated maxoy as easy
communication with industry partners and authasiteeimportant.

» The taxonomy should support the investigator duhisginvestigation to identify
human factor issues; this means the taxonomy shweilgractical and allow for
detailed coding

* The taxonomy should capture information on occuresrin fixed coding options.
This requirement has to ensure that the taxonommy ezsily be used in the
analysis and can deal with the large amount of iwenges per year.

These requirements were used to select the camdidabnomies that were taken into
account for this study.

In the last decade, the theories of James Reasanbeome the industry standard for
explaining, understanding and classifying mainteeaerrors and occurrences. Reason’s
classification of unsafe acts is consistent wittmhao information processing theories
[McDonald, (2001)] and draws on the skill-rule-kriedge distinction of Rasmussen
(1983) and the slip/mistake dichotomy of Norman8{)9 but also includes violations as
a distinct form of unsafe act.

Violations have not always been included in thesifecation of unsafe acts, though they
form a significant problem in the aircraft maintana industry. According to Reason,
skill-based (unintended) unsafe acts take the fofrslips and lapses, whereas intended
action resulting in either rule-based or a knowketigsed mistake.

Another model of Reason that earned industry-wideognition is his model of
organizational accidents. This model is bettenvkman the industry as the Swiss cheese
model. The model is based on the notion that eroyreather unsafe acts, are not random
events but rather occur in response to causalriaatalled latent failures in the model of
Reason (1990). In most error taxonomies latenufed are referred to as contributing
factors. One can find in literature a great ranfigoaential error promoting factors,
relating to almost all aspects of human performandeexperience shows however that
ultimately a relatively limited number of local facs appear over and over again in
maintenance accidents and incidents [Boeing, (300hese can be grouped as personal
factors, organizational factors and environmentsw&rkspace factors [McDonald,
(2001)]. The theories of Rasmussen and Reason tleenfoundation of most cognitive
error taxonomies found in literature.

Cognitive human error models may help to revead&mental error forms, so called
error genotypes [Hobbs and Williamson, (2003)]. Sehenodels reveal the underlying
cause of human errors and thereby can serve asrfpbweols to assist in the
understanding and prevention of human error. Intmesent studies on maintenance
errors, in which cognitive error models are usddcdn be seen that the analysis
concentrates on the following four aspects of asuoence.



1. Consequences: Consequences describe how the nasiogererror affected
operations or normal work processes. Examples anerk, damage or an
operational effect such as a delay.

2. Maintenance error: A maintenance error describestiservable manifestation
of an occurrence such as installation error, inspecerror, repair error and
documentation error.

3. Internal error: Internal errors describe how thehamic’s performance failed to
achieve the desired result. Examples are slipsp&daknowledge-based error
and violations.

4. Contributing factor: Contributing factors are thosdernal factors that affect
performance. Examples are task factors such ndwotasrganizational factors
such as overtime or lack of support from other depants or personal factors
such a complacency.

Together, these four attributes of an occurrenee capable of sketching a complete
picture of an event and distinguishing accurately event from another.

For the aircraft maintenance industry, several tognmodels have been developed.
Three validated and frequently used models werectsl from literature as candidate
error taxonomies for this study.

The oldest and most widely used taxonomy in theraitr maintenance industry is
Boeing’s Maintenance Error Decision Aid (MEDA). MBD allows coding on
consequences and has an extensive list of mairdenamor coding options, such as
“panel not closed” and a rather extensive list 2fc@ntributing factors options including
“inadequate knowledge”, “fatigue”, etc. MEDA is prarily designed as an investigation
tool, but is also used for analysis purposes. mmoon with MEDA the Aircraft Dispatch
and Maintenance Safety (ADAMS) system includes melalist of consequence,
maintenance error and contributing factor optigkBAMS provides even more options
than MEDA in all sections. In addition, ADAMS haspsrate sections for coding so
called internal errors. Internal errors describe lthe mechanic’s performance failed to
achieve the desired result. Internal errors catebehable the consideration of measures
to reduce or mitigate errors, because the intecaake of the error can be analyzed
[Shorrock, (2002), McDonald, (2001)]. Examples mtiernal error in the ADAMS form
are “habit capture” or “memory failure”.

The Human Factor Analysis Classification Systemri#aiance Extension (HFACS-ME)
does not allow to code occurrences on consequencesintenance errors, but focuses
purely on the internal error and contributing fastof an occurrence.

The Sentinel taxonomy was added as this taxononsyalveady present in the software
framework at Operator X. The Sentinel taxonomy ¢e&ncompared to the MEDA
taxonomy, as it captures the same information aumwences; only its structure differs.
In Sentinel not only maintenance errors, but alen human-factors issues such as e.g.



“bird strikes” can be coded. This makes the totabant of coding options much more
extensive, though not all options are relevanafoeraft maintenance occurrences.

In order to be able to compare the four taxonoreXsuation criteria are needed. In
literature no standardized set of evaluation aatéor testing the effectiveness of error
taxonomies exists, however, the five criteria ofegfmann and Shappell (2001) are
frequently used:

* Reliability: the degree to which the taxonomy ledads consistent analyses
between different users and with the same usertover

» Comprehensiveness: the ability to discriminate afebsify a comprehensive
range of errors, influencing factors, etc., thagetther describe the occurrence
accurately.

» Diagnosticity: the degree to which the taxanomgapable of touching upon the
root of the problem.

» Usability: the ease of use of the technique

» Validity: referring to theoretical validity, contaal validity but moreover the
degree to which the taxonomy satisfies the othiezra.

Design

A desktop comparison and a practical test of th@rtamies at the investigators of
Operator X was performed to determine how the taruas scored on the evaluation
criteria. The desktop comparison revealed that oRJAMS captures the aspects
conseqguences, maintenance error, internal error camtributing factors in separate
sections and into most detail. This makes ADAMS rinest comprehensive taxonomy.
ADAMS, together with HFACS-ME scored also well dretarea of diagnosticity as both
collect information on both internal errors and trinuting factors.

MEDA and Sentinel also collect all aspects but comlithe contributing factor and
internal error section. This apparent small diffee has a significant impact as the test
revealed that due to this internal errors are oftetcoded; internal factors are more
difficult to identify - being internal - whereastexnal contributing factors are often more
easier to identify - being external.

In the taxonomy the internal error options are rofskipped as the investigator is not
forced to code them; he can also select anothdrilboting factor of which he is more
certain. Besides, MEDA and Sentinel offer only aaBntist of internal error coding
options. Nonetheless, the test revealed that MERA the preferred taxonomy in to be
used during the investigation. Its wide-spread tiseughout the aircraft maintenance
industry, its user friendliness in the investigatidts logical structure and good balance
between detail and flexibility were all charactgas that were very much appreciated by
the investigators. The structure of MEDA, its cortpass, make skimming through the
taxonomy easy and coding options can be easilydodinis favors its supportive
function. MEDA could be used most reliably in thwestigations and it can therefore be
concluded that MEDA scored best on usability aridléity.
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Internal error Example

Perceptual error Example: while performing an inspection a mechanic misses
obvious damage.

Memory lapse Example: rags left behind in the fuel tank.

Slip Example: Without thinking, | moved to wipe oil with a rag. The rag
was ingested in the engine intake causing FOD (auto-motive
response)

Rule based error (Failure to apply unspoken rules of good practice.)

Example: A mechanic did not check the position of the flap lever
before he pushed in a cockpit circuit breaker that provided
electrical power to a hydraulic pump. When the pump started, the
flaps began to retract automatically. This could have caused
damage to the aircraft or injured other workers.

Knowledge-based error Example: A mechanic was carrying out a job for the first time,
misinterpreted the documentation and installed a part upside down

Short-cut taken Example: A mechanic skips a step from the manual since he
knows he faster way to get the job done.

System-induced violation Example: A mechanic due to perceived pressure omits an
inspection and signs off a task.

Violation other Example: A mechanic intentionally breaks standing rules
disregarding the consequences.

TABLE 1: DEFINITIONS AND EXAMPLES OF INTERNAL ERROR SECTIORF THE ADAPTED
MEDA TAXONOMY

Eventually it was chosen for an adapted MEDA taxondo be used in the future for
classifying occurrences at Operator X. Adapted,abse in order to improve the
diagnosticity of the MEDA taxonomy an extra sectitime internal error section, was
added. Table 1 shows the coding options of this@eand shows an example of each
error type. The structure and coding options of #action were taken from ADAMS and
HFACSME as these taxonomies scored better on thesia. For the other sections the
structure, format and coding options of the origiMEDA form were taken; small
adjustments were made, such as extra coding optionsnake the taxonomy more
applicable for the operator under study. The adhpI&DA taxonomy now captures
information on occurrences in four sections: conseges, maintenance error,
contributing factors and an internal error secti@eneral information, referring to place,
date, time, a/c type etc, is already captured | Hentinel system outside of the
taxonomy so this section was not included in the xoramy.
Some coding options were added however, such asidacof error, phase of operation
and where the error manifested itself. Again, thés done to make the taxonomy more
applicable and meaningful for this particular opera

The primary reasons why the adapted MEDA taxonomag wreferred over the other
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taxonomies were:

HFACS-ME was considered very unpractical in theestigation as maintenance errors
and consequences cannot be coded in the taxonulfimg in an incomplete story of

the occurrence. Also the terms used on the fornewensidered too academic for the
practical maintenance environment. HFACSME was alsosidered very inflexible as

incomplete investigations, for example an invesigathat happened too long ago to
still be possible to determine causes, cannot dectat all in the taxonomy resulting in
loss of information.

ADAMS was considered very comprehensive due tteusl of detail and many sections.
However, its length, 16 pages, compared to MEDA=® fpages was considered
unpractical and frustrating in situations whereuwopence details were lacking. Also, its
enormous level of detail makes reliable codingroftapossible. This also applied to the
internal error section; the amount of coding opiomas simply too large. Another
disadvantage of ADAMS is that ADAMS is far less ptgy in the industry than MEDA
and HFACS-ME. This makes exchanging investigatesults with authorities and other
companies more difficult.

Sentinel was considered a worse version of the ME®D&nomy. Its coding options are
similar in the end but navigating through the taxoy is a real puzzle as its structure is
considerable worse than the structure of MEDA.

The added value of the adapted MEDA taxonomy ower previous classification
system(s) in use at Operator X stems from theviolg:

The adapted MEDA taxonomy is of better support riyithe investigation to identify
human factor issues as the taxonomy focuses oripheuitspects of an occurrence such
as consequence, maintenance error, internal exootributing factor, location of error
etc. Also the increased level of detail in all g\t forces the investigator to dig deeper
resulting in more detailed information for the gsad.

The adapted MEDA taxonomy is more value duringahelysis as occurrences can be
better distinguished from one another through ftifferdnt sections. The various layers,
adding more or less detail, allow for robust congmar which is beneficial as it is looked
for similarities in analyses and not differences@en occurrences.

The adapted MEDA taxonomy better reflects the camgjsavision on its “Just Culture”;
in the adapted MEDA taxonomy honest errors candigebdistinguished from system-
induced violations and violations.

Phase 2: the analysis of maintenance occurrences

Method

The study population for phase 2 consisted of getoge investigation reports dated
between January 2007 and September 2008, due tondemance error and investigated
by either the investigator from one of the basentemiance hangars or the investigator of
the line maintenance station of the operator.
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These three criteria ensured for a sufficient arhcareports for the analysis on
maintenance errors. Investigation reports furttemkbwvere not taken into account due to
the limited timeframe for this analysis and becareggorts further back in time would
likely deteriorate the reliability of the analys&s they are less comprehensive and
detailed. The occurrences were coded using thentaryg developed in phase 1.

For the analysis not the most detailed level of ¢leessification system developed in
phase 1 was used. The comprehensive list of opiioral sections provides useful
guidance for investigators in the investigationaorase by case basis but is less useful for
database analysis. By placing occurrences intoge laumber of categories differences
are emphasized and similarities are obscured. Aemaboust, less detailed classification
system will be of more benefit in the analysis dead to better interpretable results
(Hobbs and Williamson, 2003). If more informatios meeded on a specific robust
category, the classification system allows zooningn the more detailed levels.

An occurrence can contain multiple events and owentecan be due to several
contributing factors. To capture this in the analymultiple coding options in the same
section could be selected for one occurrence. kample, an installation error that was
also not noticed during inspection was coded astallation error "AND "inspection
error". Each maintenance error (each event) was linked to its appropriate internal
error. If the "installation error" was for examplele to a "knowledge-based mistake”
these two were linked and if the "inspection ernods due to a "perceptual error” these
two were also linked separately. The contributiagtdrs leading up to the specific
internal error were also linked separately to eadnt.

The focus of the analysis was on associations gtwearious attributes of an
occurrence. In most studies on aircraft maintenavemnts, the various attributes of an
occurrence are analyzed separately in unlinkecks$al®d major limitation of this type of
research is that lessons learned in one domaintmmghgeneralize to other domain
[(Hobbs and Williamson, 2003)]. For example, codahg from one table that slips and
lapses are the most frequent error type, and cdmgurom another table that fatigue is
the most predominant contributing factor does remtessarily mean that slips and lapses
are affected by fatigue. Continuing with the exaengt internal errors and contributing
factors, it is assumed in most studies for the sdk@&mplicity, that all factors increase
the prevalence of errors equally. However, it sedikedy, that specific contributing
factors would be associated with particular forrhewman fallibility. At the very least, it
might be expected that conditions or factors tmatyte error of automatic performance
(such as slips) would be different from those fr@mote mistakes involving controlled
processing (such as rule-based and knowledge be&rses) [Hobbs and Williamson,
(2003)]. For error management purposes, that isagement aimed at reducing errors or
containing its negative consequences, it is mdstesting to look at these interactions
between the various aspects of an occurrence BAiion and Hobbs, (2003)]. Such
information has several important uses. For oneymence prevention strategies can be
targeted at, for example, key factors that pronactertain error.

13



Occurrences were analyzed by using three analgsisniques: frequency counts &
percentages, stacked tables and correspondengsianal

“Frequency counts” is the most common method oflyaimay occurrences used in
literature and a good method to get an overviewthef problern areas within the
occurrence data.

“Stacked tables” is a relative straight forward wdydisplaying the association between
variables. In a stacked table it is shown what paxariable 1 is due to variable 2; each
bar (variable 1) is divided into parts (variable 2)

Arguable the most interesting analysis techniqueslus this study was “Correspondence
analysis” (CA). CA is a technique well suited tarsuarily describe relationships among
categorical variables. It is an exploratory progedhat converts complex data tables into
a visual form that is easier to interpret. The teghe is inductive, a search strategy for
underlying structure within a data set. Correspondeanalysis is a method especially
applicable for analyses of large contingency tablé technique is a tool to analyze the
association between two or more categorical vagidiyl representing the categories of
the variables as points in a low-dimensional sp@@gegories with similar distributions
will be represented as points that are close ircespand categories that have very
dissimilar distributions will be positioned far apa

The technique requires no assumptions about theg d#ter than that values are not
assumed negative. (Clausen, 1998).Correspondenaysian can be found in most
commercial statistical software packages. This papewever is not about

correspondence analysis but rather its applicatior. interpretation purposes it is
sufficient to focus on the distances between poihis closer two points are located in
the CA plot, the more similar profiles they have tloser they are associated.

In total 858 different occurrence reports wereassified and analyzed for this study. Of
these, 809 investigation reports contained usaata. dNot all reports contained usable
data. Some did not contain an occurrence at alicdnot concern a maintenance event.

Nature of occurrences

In total 940 maintenance errors were identified.e Tmost commonly identified
maintenance error was an “installation error". diigtion errors were identified in a
quarter of all occurrences. Typical examples oftaltetion errors are "part is not
installed”, "wrong part installed" or "correct pastwrong installed". The second most
frequent encountered maintenance error is a "dootatien error’ for example the
situation where an aircraft is released for serwaéhout completing the required
documentation. "Test/inspection” errors typicalyncerned "a not performed inspection”

or a "failure to notice a visible fault" (e.g. dagea a lost tool).

Table 2 lists the identified maintenance errors.
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Error type Frequency Percentage
Installation error 234 25
Documentation error 136 14
Test/Inspection error 101 11
Servicing error 67 7
FOD 56 6
IA/C Damage error 54 6
Removal error 54 6
No ME 43 5
Other 41 4
Unknown Me 40 4
Secure/Seal 28 3
Repair error 25 3
Not reported 25 3
System not activated 23 2
Test not performed 13 1
Total 940 100

TABLE 2: OVERVIEW OF MAINTENANCE ERRORS

Table 3 list the identified consequences. In t8#&8 consequences were identified. The
most commonly noted occurrence outcome was "nafégn an occurrence is reported
even if nothing really happened. "Rework™ and "Dggiaare the second and third most
identified occurrence outcomes. Arguably the mageresting consequences are the
operational effects as occurrences with an operalti@ffect are likely to have the

greatest impact on safety and economics. Two eifteroperational effects are

distinguished: "severe" and "other/minor". Examptéssevere operational effects are
delays, cancellations, air turn backs and in-fligimgine shutdowns. A other minor

operational effect typically concerned an occureeméhere the crew reported hinder
during operation — for example vibration, noiseysable seat | toilet.

Consequences Frequency Percentage
None 316 36

Rework 173 19,7

IA/C Damage event 133 15,1
Operational effect (other/minor) |112 12,8
Operational effect (severe) 102 11,6

Other 42 4,8

Total 878 100

TABLE 3: OVERVIEW OF CONSEQUENCES

Table 4 presents an overview of the internal errbrstotal 940 internal errors were
identified. "Slips" are the most commonly identifienternal error. This result strokes
with consensus in literature (Hobbs, 2003). Theosdcmost commonly identified
category is "unknown". The reason why in many itigasion reports the internal error
could not be retrieved is because investigatorweak not used to identifying internal
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errors. Although "violations" appear as the leastiient categories, combined they add
up to 14% making them still significant categories.

Internal error Frequency Percentage
Slip 236 25
Unkown 175 19
Knowledge based error 110 12
Lapse 107 11
Mischance & none 99 11
Rule-based error 72

Routine violation 58

Violation other 42

Short-cut taken 41 4
Total 940 100

TABLE 4. OVERVIEW OF INTERNAL ERRORS

Table 5 lists the identified contributing factots. total 1490 contributing factors were
identified. The most frequent identified contrimgi factor is "unknown"; many
investigation reports were too brief to make assesss to its error promoting factors.
"Mental & physical state" is the second most comipadentified contributing factor.
This typically refers to morale issues such as ‘fgagency”, “frustration" or
"uncertainty".

Although personal factors are most frequently idieat it is not legitimate to conclude
that most maintenance errors are due to factorgrucehtrol of the mechanic; all the
other categories in Table 5 such as task factask support factors or organizational
factors are not under direct control of the mechamd add up to over 50% combined.
Nonetheless, this result differs from a study pented by Boeing (2001). Boeing states
that only 10-20% of the error promoting factors aneler direct control of the mechanic
and 80% are under management control.

Associations between the variables

The correspondence analysis biplot shown in Fidudesplays the relationships between
maintenance errors and consequences. It is app@oantthis figure that maintenance
errors are not evenly distributed across conseasenthree clusters of errors and
consequences emerged:

1. "Operational effect (OE)" and "rework" clusteréagether with "installation
errors”, "servicing errors" and "repair errors" dtekt & inspection errors”.

2. The consequence "None" is associated with 'lthecdation errors”.

3. The consequence "AIC Damage event" is associaféd "damage & FOD
errors".
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Contributing factors Frequency Percentage
Unkown 277 19
Mental & physical state 254 17
Skills & knowledge 218 15
Information 145 10
Procedure issues 84 6
Communication & Cooperation 75 5
Job/Task 66 4
Design 60 4
Leadership 53 4
Training 52 3
Environment & Workspace 43 3
\Workgroup normal practice 40 3
Tools & Equipment 36 2
Time management 25 2
Support from other departments 25 2
Company policy 23 2
Staff problems 14 1
Total 1490 100

TABLE 5: OVERVIEW OF CONTRIBUTING FACTORS
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FIGURE 1: MAINTENANCE ERRORS AND CONSEQUENCES

The correspondence analysis biplot of Figure 2 laysp the relationship between

maintenance errors and internal errors. Severataisiemerge:

1. "Documentation errors" are associated with ‘aiohs". "Violations" are to a
lesser extent associated with "test & inspectioarst.
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2. "Installation errors” and "servicing errors" areistered together with "slips &
lapses”, "knowledge-based errors”, "rule-basedr&trand "unknown internal

error".

3. "Damage & FOD" errors are most associated wijpls and lapses.

4, "Servicing errors" are mostly associated witle#tased errors, knowledge-based
errors, slips and lapses and mischance.

5. "Test | inspection errors” are not clusteredetbgr with any internal error but
show strongest association with slips and lapsed #n a lesser extent
"violations".
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FIGURE 2. MAINTENANCE ERRORS AND INTERNAL ERRORS

The CA biplot of Figure 3 displays the relationshyetween internal errors and
contributing factors. In this plot, the categor@s'mischance” and "unknown" for the
internal errors have been made supplemental. Sugpliary points is a useful property
of CA that allows for better interpretation whenirge appear clustered together in the
origin due to outlying points; other points are ga@d together due to the outliers.
"Unknown" and "mischance" were such outliers cayisire other points to appear close
together near the origin. By displaying these tategories as supplementary points it is
possible to better interpret the other points as i€Aow better able to display the
variance in the other profiles. Drawback is thatklmown" and "mischance" can now not

be interpreted.
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FIGURE 3. INTERNAL ERRORS AND CONTRIBUTING FACTORS

In the CA biplot several clusters appear:

1. The most common error type, "slips & lapses",swaost associated with
"personal factors”, "environment & workspace", 'ides tools and equipment”,
and "organizational factors",

2. "Knowledge-based errors" and "rule-based erroas’'be found near the centre of
the plot. "Knowledge-based errors" and to a lesséent "rule-based errors”,
show association with almost all contributing fastexcept environment &
workspace.

3. "Violations" are most associated with organiadil and personal factors and to a
lesser extent with task support and task factors.

Besides associations between the four main vasablehe taxonomy (consequences,
maintenance errors, internal errors and contrilgufactors), also associations between
other aspects of an occurrence can be displayedeXample, associations between
maintenance errors and "the location of error".

Figure 4 displays the CA biplot of maintenance rr@and location of error. Location of
error is not one the 'core’ sections of the adap&DA taxonomy but nevertheless
valuable lessons can be learned by involving locaf error in the analysis, The
associations that emerged are:

1. "Hangar A" and "hangar B" (base maintenance &a)gare clustered with
"installation errors”, "test/inspection errors" didhmage errors".
2. Hangar A is more associated with "damage errargl "hangar B" more with

"Installation errors".
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FIGURE 4. MAINTENANCE ERROR AND STATION OF ERROR

6. Discussion

With the amount of information that can be collécte an investigation and the above
presented analysis techniques many different fgyamed tables can be developed that
provide insight in the occurrence data. The abayeés are of course just a subset of the
total amount of figures and plots that can be matere is not one figure or table that
tells the whole story. It is therefore a neceswitynake various plots and interpret them
simultaneously in order to gain insight in the acences.

The results have emphasized the primary place winubehavior in the development of
maintenance occurrences. This analysis provideslerge from safety related
occurrences at the operator that clear associag¢ixigs between the various aspects of an
occurrence. The design and set up of the curradystoes not allow causal inferences to
be drawn from the patterns of consequences, manten errors, internal errors,
contributing factors and location of error. Nevet#ss, the associations among the
several categorical variables suggest several tkafge intervention. For example, the
close relationship between "installation errorst doperational effect” suggest that a
useful way to address this consequence would barget the installation errors and the
internal errors and contributing factors that proenihem - most notably "slips & lapses™
which were frequently associated with "task factofpersonal factors", "organizational
factors" and "tools and equipment”.

More generally, the specific links between the aasi aspects of an occurrence provide

guidance for safety managers seeking to reducenthdence of human error in the
aircraft maintenance tasks.
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6.1 Added value and conclusion for phase 2

The added value of the analysis is that now disonssabout occurrences can be backed
up with factual data. In the past the factual diston stalled at the assessment that, for
example, installation errors are the most commomt®aance error as occurrences were
nor classified nor analyzed on various aspects. Udeeof different analysis techniques
enhances the understanding of occurrences, thesesaeffect, where they are especially
apparent, etc. The links between the various aspEcan occurrence provide guidance
for the safety managers seeking to reduce the encel of human error in the aircraft
maintenance tasks.

On basis of this analysis it was not recommendedht operator under study to
immediately take actions; all field studies suffera greater or lesser extent from the
possibility that the data reflects biases. In #gtigly, occurrences were classified based on
finished investigation reports (post hoc). Occueemncould not be reinvestigated if some
information was lacking in the reports. It is péésithat certain circumstances or errors
have been misinterpreted or were simply not inédah the reports. The results will
become more reliable and hence improve once thentamy is effectively used. This
analysis should be seen a good starting pointe¢ovghat is possible and what direction
the analysis might steer to.

In this paper the process and result for selecéingapplicable error taxonomy for a
particular air operator was discussed as were tathod and results of an analysis of
maintenance occurrences at this operator.

The selection process for the error taxonomy ingdlvarious stakeholders of the error
taxonomy. Investigators, safety officers and mansage were all involved so that in the
end the most applicable error taxonomy for allipartvas chosen. Eventually an adapted
version of the MEDA taxonomy was chosen. The adbp&DA taxonomy is better
capable of describing occurrences comprehensiveaecurately and is of better support
in the investigation to identify (for the analysiglevant human factor issues. It is
recommended that investigators start using thetadadEDA taxonomy and that this
taxonomy is implemented in existing software fraroekg. It was shown that the error
taxonomy can be used effectively in the analysisaourrences. Also, it was shown that
various statistical analysis techniques such aguérecy counts, stacked tables and CA
plots are a powerful in gaining insight in occurendata. The analysis showed also
several interesting links in the occurrence datawéen consequences, maintenance
errors, internal errors, contributing factors aadation of error. For example, the close
relationship between "installation errors” and 'l@penal effect” suggest that a useful
way to address this consequence would be to tdrgenstallation errors and the internal
errors and contributing factors that promote themast notably "slips & lapses” which
were frequently associated with "task factors"”, rSpeal factors”, "organizational
factors” and "tools and equipment’. However, ihdaged that these results might reflect
biases as occurrences were classified post hooutittedoing the investigation. It is
possible that information in the reports was lagkin has been misinterpreted.

It is recommended that air operators start usingoua analysis technigques such as
stacked tables and CA plots, as these techniquiksimprove the understanding of
maintenance errors.
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