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Abstract

Over the past few decades, there has been a significant increase in global energy consumption. To address
the risks associated with climate change, there is an increasing urgency to transition towards renewable
energy sources. With this growing demand, the interest in offshore wind energy has increased significantly,
leading to the construction of larger bottom-founded offshore wind farms. In order to fulfill this rising
demand, The International Renewable Energy Agency has estimated that a total of 2000 GW of installed off-
shore wind power is required to achieve net-zero emissions by 2050. However, the current installed capacity
stands at approximately 35 GW, indicating a substantial gap that needs to be addressed. The offshore indus-
try faces a major challenge in meeting this demand and making a substantial contribution to the supply of
renewable energy sources.

As the size of wind turbines continues to increase, their monopile foundations also grow in weight and
dimensions. Conventionally, monopiles are installed by upending them on the vessel, lifting them into the
air and lowering them onto the seabed. However, this installation procedure is not feasible for extra-large
(XXL) monopiles. This is because these XXL monopiles exceed the crane capacity of the, relatively new,
installation vessels. To prevent the vessels from becoming outdated, an alternative approach to upending
has been devised. This method involves utilizing the buoyancy of the monopile itself to compensate for
the insufficient crane capacity on board of the vessel. This innovative upending technique is referred to as
the trapped air method. This research explores this method as the influence of imposed buoyancy on the
system’s behavior in such operations has not been addressed in earlier research.

The main objective of this thesis is to examine the dynamic behavior and determine the natural frequen-
cies of a monopile experiencing an upward facing buoyancy force. Moreover, it is desired to quantify the
workable limits of the concept. First, a literature study is conducted, followed by a study that investigates
the mechanics of the system. The monopile suspended from a crane, can be simplified using double pen-
dulum models. Through the analytical approach, the influence of each force, mass and inertia component
in the complex system can be examined individually. This assessment results in the equations of motion
that serve as the foundation for the numerical model.

To gain initial insights into the behavior of the monopile, exploratory tests are conducted in a purpose-
built experimental setup. It is observed that as the buoyant force increased, the monopile searches for an
equilibrium to stabilize the system. Hydrodynamic effects induce a noticeable shift of the center of gravity
of the monopile towards the waterline. Additionally, when a current is applied to the partially submerged
monopile, motions in the sway direction are observed and suggests the presence of vortex induced motions.

Building upon the exploratory tests, decay tests are conducted at TU Delft to investigate the behavior and
loads experienced at the cranetip. The results revealed that the presence of buoyancy significantly reduces
the side-lead load to approximately X%-Y% of the maximum allowable load in the horizontal direction,
which nearly half of the load observed without induced buoyancy. Additionally, the vertical loads reached
approximately X%-Y% of the maximum allowed vertical loads. The buoyancy in the system effectively re-
duces both the vertical and horizontal loads in the cranetip. Furthermore, the presence of buoyancy leads
to a significant decrease in the natural frequency of the system.

The numerical model is based on the equations of motion derived through the analytical approach. Initially,
validation of the model is performed by using the scaled model dimensions. The frequency alignment in-
dicates that the numerical model accurately models the natural frequencies on model scale. The model is
then used to simulate a full-scale scenario. It can be concluded that numerical approximations of the fre-
quencies closely align with those derived through the analytical approach and those observed during the
model experiments. The close agreement among three different approaches provides strong validation of
the accuracy and reliability of the numerical model in predicting the natural frequencies in full-scale sce-
narios.
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Introduction

Over the last century, the global energy demand has grown rapidly due to an immense growth in the world
population, economical and technological developments. It took humanity 200.000 years to reach one bil-
lion and only 200 years to reach seven billion. Today, the earth’s population is reaching eight billion and
this growth is expected to continue over the coming decades. These rapidly increasing numbers in popula-
tion correlate to a significant increase in the global energy consumption, in which fossil fuels had and still
have a remarkable contribution. The consumption of these fossil fuels has lead to a dramatic change in the
atmospheric composition. Since the beginning of the Industrial Revolution around the year 1750, human
activities have increased the amount of carbon dioxide in the atmosphere by about 50% [21]. Carbon emis-
sions and several other greenhouse gases can be seen as the primary driver of the global climate change
humanity is facing today.

To avoid dangerous climate change in a greater extent, 196 countries throughout the world have signed the
Paris Agreement in 2015, agreeing on terms to limit the global warming to well below 2 °C and preferably
below 1.5 °C [3]. All countries involved need to reach their peak of greenhouse gases as soon as possible in
order to achieve this ultimatum.

With the global energy demand increasing over the 2,000 GW

. of offshore wind by 2050 to
coming decades and the larger need for renewable achieve net zero emissions by 2050
energy, the interest in offshore wind energy has jand malirkois o126 pothgway
increased significantly. With bottom founded off- i 2000

shore wind turbines growing larger and more ef-

1750
ficient, the Levelized Cost of Energy (LCOE)' of

newly commissioned projects has declined by al- 1500
most 48% and the global offshore market grew 70GW | g5 e
on average by 22% each year, both over the past of offshore wind e

decade [15]. This brings the total installed power g‘obol'l';s{:’;'g%g’g 1000

to 35.3 GW, of which Europe remains the largest
offshore market with 70% of the total global off- :
shore installations [6]. As of 2020, China takes a : 500
strong lead in the developments of the Asian off-

750

shore market and deployment of installations in the of offsh?:i! S’:é e osi "
U.S. are expected to accelerate from 2023. The Inter- installed in 2020 - 0
national Renewable Energy Agency IRENA believes 2020 2030 2050

that a total of 2000 GW installed power is needed to
reach net zero emissions by 2050, of which 270 GW
will be expected by the year 2030. This future out-
look can be found in figure 1.1 [16]. The global offshore wind industry awaits a major challenge to make a
significant contribution to achieve carbon neutrality and help sustain the Paris Agreement in 2050.

Figure 1.1: Future outlook on installed power [GW] by
IRENA [16]

“The LCOE of a given technology is the ratio of lifetime costs to lifetime electricity generation, both of which are discounted back
to a common year using a discount rate that reflects the average cost of capital.” [15]



1.1. Conventional installation procedure 2

1.1. Conventional installation procedure

Van Oord is one of the global leaders in the construction of offshore wind farms and installs offshore wind
turbines (OWT) throughout the world. Since 2014, Van Oord has been equipped with the Aeolus, responsi-
ble for a large contribution of the OWT installed by Van Oord. The Aeolus is a jack-up vessel that is able to
elevate itself out of the water in order to install foundations and wind turbines without experiencing exces-
sive motions due to current or incoming waves. Figure 1.2 illustrates the Aeolus in two primary modes: sail-
ing mode (1.2a) and jack-up mode (1.2b). In sailing mode, the vessel sails to the designated offshore wind
farm site. Once on location, the Aeolus transitions into jack-up mode using its jacking system to raise itself
above the water surface. This transformation provides a stable platform for the installation of foundations
and monopiles for the wind turbines. In this section, a brief description of the installation of foundations
and monopiles is presented.

Van Oord

.
| = g B

(a) In sailing mode (b) In jack-up mode
Figure 1.2: Van Oord’s installation vessel: the Aeolus, retrieved from Van Oord

A lifting capacity of 1600 tonnes makes the Aeolus suitable for transport and lifting operations of founda-
tions and wind turbines. With four jack-up legs, each measuring 85m, the Aeolus is capable of working
in water depths up to 45 metres and able to safely install wind turbines. An OWT can be divided into two
parts; the substructure, the monopile (MP) in this case, which is the foundation of the wind turbine and the
superstructure, which includes the tower and the Rotor Nacelle Assembly (RNA). Monopiles are the most
commonly used support structures for offshore wind turbines in water depths up to 40 metres.

If the vessel is jacked-up, the crane lifts the MP and brings it in a vertical position together with an upending
frame that provides support at the point of rotation. Once the MP is upright, the crane hoists it high into
the air, positioning it within the gripper mechanism. The gripper prevents excessive lateral motions and
guides the MP during the lowering phase. Additionally, it provides support to the MP during the initial
stage of driving the pile into the seabed, using a hydraulic hammering tool. Once the MP is in positioned
and secured in the seabed, the superstructure can be installed.

(a) Upending the MP using the vessel’s crane (b) The upending frame supporting the MP
Figure 1.3: The existing method for upending an MP on deck of the Aeolus, retrieved from Van Oord

1.2. Research motivation
With the increasing demand for renewable energy, the offshore wind industry is still growing rapidly. To
meet the challenges of the future and make a substantial contribution to the renewable energy sector, con-
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tinuous innovation is essential. The industry is engaged in a constant race to develop larger and more effi-
cient wind turbines capable of providing the increasing global demand for renewable energy sources.

Due to the ever-increasing size of the turbines, the monopiles also increase in weight and size, which is a
trend expected to continue. These XXL monopiles cannot be installed by the existing, yet relatively new, in-
stallation vessels. During the conventional upending process, as described in section 1.1, the weight of XXL
monopiles exceed the existing crane capacity of the vessel. To overcome this limitation, a novel approach
called the trapped air concept or trapped air method has been devised. This alternative method utilizes
the principle of buoyancy to facilitate the upending of monopiles, effectively compensating for the insuffi-
cient crane capacity on board of the vessel. By using significant buoyancy, the trapped air method offers
a solution to overcome the challenge posed by the excessive size and weight of XXL monopiles during the
installation procedure.

Trapped air method

The trapped air method makes use of closed end caps at the bottom and top of the MP to create an air
bubble inside, thereby generating an imposed buoyancy force. These water-tight end caps enable the MP
to float by its own buoyancy. Once the floating MP is transported and connected to the crane hook of the
Aeolus, the lifting operation can start. The main tug boat ensures that the semi floating MP stays in its most
favourable heading w.r.t. to the vessel and the environmental conditions acting on the MP (see fig. 1.4a). It
is important to note that this method is still undergoing development, the exact execution of the process
has not been finalized yet.

Once the bottom of the MP is sufficiently submerged, water inlet valves on the plug are opened to allow
water to flow into the structure. The introduction of ballast water increases the stability of the semi-floating
MP. By allowing water to enter the closed MP without releasing the air inside, it becomes compressed and
pressurized. This internal overpressure enables a water level difference to exist between the inside and
outside of the MP (refer to fig. 1.4b), creating buoyancy that compensates for the limited crane capacity
on the vessel. The water level difference can be regulated by controlling the water inlet through the bottom
plug, while the amount of trapped air can be adjusted by changing the internal air pressure via the top plug.

The water intake is gradually increased until the pressure difference across the bottom plug is equalized. At
this point, the bottom cap can be removed, and the MP will retain its floating capacity due to the trapped
air. In the existing plan, the recovery of the bottom plug is carried out by the main tug (refer to fig. 1.4c).By
carefully lowering the crane hook while controlling the internal water level and, consequently, creating the
buoyancy, the MP can be gradually lowered to the seabed. By consistently maintaining a sufficient water
level difference, enough buoyancy will be generated to compensate for insufficient crane capacity. This
method was selected during an extensive study by A. Vellekoop [26], which identified this concept as the
most feasible approach for upending monopiles that exceed the crane capacity.

Bottom plug — I

(a) Upending of an MP while a tugboat  (b) Water inflow through the bottom plug  (c) Decrease waterlevel difference until
keeps control of the bottom of the MP  allows for a controlled amount of floatation bottom plug can be released

Figure 1.4: The trapped air method for upending an MP
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1.2.1. Literature review
To summarize section 1.1, the installation of a monopile after transport generally includes the following
three steps:

1. Upending the MP from a horizontal position to a vertical position
2. Lowering the MP through the splash zone down to the seabed, guided by a gripper
3. Driving the MP into the seabed using a hydraulic hammer or other pile driving force

Previous research is done regarding the second step of the installation procedure, the lowering of the MP
through the wave or splash zone down to the seabed. Dam [7] investigated the cause of unexpected exces-
sive motions during the lowering of the MP guided by a gripper during his thesis research. He found that
these motions were governed by wave components with frequencies close to the natural frequency of the
system. He also found that the lifting operation (with a gripper) can be simplified to a system with a sin-
gle degree of freedom (DoF). Even though his research does not include the modelling of extra buoyancy;,
lessons can be learned from his model tests, conclusions and even further recommendations can be taken
into account during this research.

However, the present research focuses on the first step of the installation phase, the upending of an MP.
Previous research has been performed, analyzing the installation of floating spar type foundations. For
now, two different spar types can be distinguished; the spar-buoy concept for floating wind turbines and a
truss spar commonly used for floating oil and gas facilities. Both concepts can be found in figure 1.5 and
1.6 respectively. They both make use of buoyancy and need upending during installation. Research can be
of interest because of similarities in geometry between a spar and an MP, although the upending of a jacket
structure is also considered.

Figure 1.5: Spar-buoy concept supporting a Figure 1.6: A truss spar supporting an oil and gas
floating wind turbine facility

Different studies have been performed examining motions of spar platforms over the last years, but only a
few of them consider the upending phase of the installation.

Prislin et al. [12] presents a numerical method to predict motions and structural loads on a spar platform
during upending. The upending of a spar-type foundation is usually achieved by flooding its ballast tanks,
which makes the mass properties of the spar time-dependent and increases the complexity of the equations
of motion. They eventually simulate this process by coupling the equations of motion of the spar with the
hydraulic equations of the ballast tanks. Interesting to see is that in this simulation, the rate of mass change
shows an oscillatory behavior of the spar during the first stages of flooding. This is due to partially opened
air valves whereby the air does not escape quickly enough to make room for the incoming water. This results
in oscillatory spar motions in heave and pitch direction, a phenomenon which can also be expected during
the flooding stage of a floating MP.
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Liu et al. [20] has conducted an experimental study on the process of towing a spar structure in irregular
waves and upending it in calm water conditions. They investigated the pitch angle and bending moment
of the spar by slowly flooding the compartments with water during experiments in a wave tank. Both the
bending moment and the pitch angle of the truss spar were increasing significantly during the first stage
of the process. This is because the ballast water of the first stage of the flooding imposes a large bending
moment that initiates the upending. The bending moment of the monopile is not expected to be significant
because of the small moment arm and because it is supported by the vessel’s crane.

Aliyar et al. [1] investigated the response of a jacket substructure during the upending process, in the
presence of waves. Two cases have been analyzed in this experimental study, one free-floating jacket and
another suspended from a crane. They concluded that the initial horizontal position for the jacket is the
most critical for installation, as the natural periods for heave, roll and pitch motions are in the range of
possible wave periods. Furthermore, it is observed that the connection of crane cables reduces the response
amplitude in all aforementioned directions by a factor 2-3, due to the restricted motion in heave direction.
This observation could result in high load variations once the crane is hooked up and the cables are under
tension.

Liu et al., Aliyar et al. and Prislin et al. all performed model tests to verify their numerical model. From
the first two studies, it can be understood that heave, roll and pitch motions will peak at their respective
natural period, for any floating structure under different wave heading angles. Aliyar et al. found that the
natural period in heave direction increases from 9.8 tot 13.4 seconds, which is still in the range of possible
wave periods at sea.

Another study that did investigate the use of buoyancy is a feasibility study by Voges et al. [29] concern-
ing a Floater for Upending Piles (FIUP). The key component of this concept is that the unmanned structure
uses ballast water pumps and water tanks in order for the MP to upend by itself. In this study, the heave
motion of a vertically upended MP was investigated. They state that the vertical floating position is the most
critical, which is in contrast to what Aliyar et al. found in their study. This contrast could be explained by
different limiting criteria and the difference in buoyancy requirements.

The water intake at the bottom of the MP may be seen as a controlled way of flooding compartments of
damaged ships. A few studies have been performed that relate to the flooding process.

Zhang et al. [32] studied the effect of air compression on the flooding process and the stability of a
damaged ship. The interesting part is in the transient stage of the flooding with closed compartments. Here,
the free surface of the flooded compartment is fluctuating significantly because of sloshing. After this phase,
the water level seem to rise smoothly until it reaches equilibrium. Sloshing could have an impact on the
motions of the MP and should be considered in this research.

Ruponen et al. [23] presented time-domain flooding simulations of a tank with controlled ventilation
levels and conducted full-scale experiments. Both studies considered air as an ideal gas and applied Boyle’s
law, assuming the air temperature is constant. Ruponen et. al, however, concluded that the assumption of
an ideal gas and the application of Boyle’s law in their simulation may be not fully valid when considering
totally trapped air. In reality, it was found that the compartment was not fully airtight and the internal
overpressure slowly decreases over time. This leakage of air influences the internal air pressure and therefore
the buoyancy of a semi-floating MP. Maintaining the air pressure by means of air compressors should be
considered.

Little research has been performed by Van Oord itself regarding the workability of this concept. It mostly
covers the entire process, from launching the MP in port all the way through to the final driving of the pile.
The scope of this research will be just the upending phase of this operation.

Nevertheless, D. Scheltens of Van Oord performed a short assessment on the dynamic behavior of an MP
exceeding crane capacity to make a rough estimate on the workable limits of this concept, the side- and off-
lead angles in this case. These side- and off-lead angles are the rotation angles in the lateral and longitudinal
direction respectively and are clarified using a schematic overview in figure 1.7. Scheltens used a quasi-
static python model to assess the natural modes of the model to determine a realistic inflow of water during
this process. The water content calculated with this quasi-static model is imposed on a transient model.
Here, the crane lifts the MP while it fills up with water from the bottom.

This model resulted in the Response Amplitude Operators of the system. A Response Amplitude Opera-
tor (RAO) describes the response of an object to wave-frequency excitation. He then found that high side-
and off-lead angles do not specifically result in high forces in the crane tip but these angles however, exceed
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the geometrical allowable limits, stated in crane manual of the vessel. Based on these geometrical limits he
estimated a maximum workable significant wave height for different wave periods. Interesting to see is that
a constant tow force has been applied at the bottom of the MP, in line with the waves. Without this force,
the MP slowly starts to drift rotationally around the crane wire.

His simulations only cover the upending and filling of the MP. No data has been assessed about the
actual displacement of the MP and to what extent the MP would interfere with the vessel or crane boom.
Furthermore, water dynamics inside the MP have not been considered and the water inside the MP is as-
sumed to be fixed. The bobbing and stabilization of the floating MP have also not been considered. At last,
he mentioned that proper attention is required for the simulation of the vertical stage of upending and he
expects that the use of properly designed tuggers can reduce the motions of the MP substantially.

1.2.2. Knowledge gap

The literature mentioned earlier provide some insights into several aspects associated with the proposed
concept. However, it does not specifically address the natural frequencies of a double pendulum system that
takes into account several important parameters, such as inertia and hydrodynamic effects. Additionally,
the studies did not have explored the use of buoyancy or its influence on this system. Therefore, this research
aims to bridge this gap by investigating the dynamics of a partially submerged cylinder with two degrees of
freedom, taking into account the effects of buoyancy.

1.2.3. Relevance

The findings of this research have the potential to contribute to the understanding of the principles, chal-
lenges, and key considerations associated with this concept. By gaining a deeper understanding of these
aspects, Van Oord will be able to optimize the use of existing installation vessels and maximize their opera-
tional capacity and efficiency.

Secondly, by making use of the trapped air method, Van Oord can potentially reduce the need for additional
investments in new equipment or vessels with higher crane capacity. Instead of acquiring new assets, the
company can use the trapped air method to handle the installation of larger monopiles that exceed the
current crane capacity. This can result in significant cost savings for Van Oord, as it reduces the need for
expensive equipment upgrades or replacements.

Moreover, the trapped air method has the potential to contribute to the company’s efforts in minimizing its
environmental footprint. By utilizing the existing installation vessels more efficiently and avoiding unnec-
essary equipment upgrades, Van Oord supports the transition to a more sustainable offshore wind industry.
By proving the merits of the concept, Van Oord can optimize the use of its existing installation vessels, re-
duce investment costs, and minimize its environmental footprint.

1.2.4. Problem description

Van Oord is confident in the potential of using the trapped air method to upend monopiles that exceed the
crane capacity. However, in order to validate and demonstrate the feasibility of this concept, it is crucial to
have the necessary data and model requirements to examine and quantify its behavior. This research aims
to address the lack of substantiation that currently exists regarding the feasibility of the trapped air method
and its applicability in full-scale scenarios.

At present, the trapped air method is still in the conceptual stage, with the hypothesis that it should be
working at full-scale. However, there is limited existing literature that provides a comprehensive model
describing the motions and behavior associated with this method, accurately. As a result, many aspects
of the trapped air method remain unknown and require further investigation. Exploring this alternative
upending technique presents various potential challenges that can be addressed.

* How will the system react to different buoyancy conditions and is it possible to define the limiting
conditions?

* Isit possible to define the correlation between the buoyancy requirements and the side-lead angles?
» Will sloshing of the water column have an impact on the motions or can it be assumed to be fixed?

* Does vortex shedding have a significant influence on the motions of the vertical MP or during the
upending process?
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Because there is little to no data to answer these and other questions, model experiments and numerical
computations could provide the required data and observations to try to understand the actual behavior of
the MP. It is therefore a challenge to examine the system through analytical analysis, validate its outcome
through model experiments and extend the understanding of its behavior through the development of a
numerical model, capable of accurately predicting its behavior at full scale.

Workable limits

Two angles are defined when lifting an MP; the off-lead angle and the side-lead angle. The definition of
these angles is shown in figure 1.7 and are important angles that define the workable limits of offshore lifting
operations. The crane manual of the Aeolus allows for a maximum side-lead angle of X° and a maximum

off-lead angle of X°. It is however expected that the side-lead angle and will be governing w.r.t. the workable
limits this process.

Off-lead
angle

Off-lead
Side-lead

Figure 1.7: Top, side and front view of a sketch of the Aeolus, presenting the side- and off-lead angles

The forces experienced at the cranetip have predefined limits that must not be exceeded. Therefore, when
considering the maximum allowable forces, it is crucial to also take into account the safe operating radius
of the crane. Table 1.1 provides the maximum allowable Safe Working Load (SWL) for a radius of X m and
X m, retrieved from the crane manual. The maximum allowable load in the cranetip reduces significantly
with a decreasing radius. It is therefore important to find the forces experienced in the cranetip.

A detailed sketch of the crane wire is pre- Table 1.1: Maximum allowable loads in the cranetip
sented in figure 1.8. The sheaves that
support the crane wires allow for a max-
imum geometrical side-lead angle and a Max. Vertical load
maximum side lead force. If the maxi-
mum allowable angle of X° or side lead
force of X t is exceeded, the sheaves will fail. An example of a damaged sheave can be found in figure 1.9
and is a result of exceeding those limits. This phenomenon should be avoided at all times.

Max. Side lead load - X t X kN
Xm X t X kN
Xm X t X kN

11117 L) N

~ -
-----------

Figure 1.8: Closer look to the side-lead angle of a more detailed sketch Figure 1.9: A damaged sheave,

of the crane wires retrieved from site visit
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1.2.5. Objective

The main objective of this research is to create an understanding of the natural frequency response of the
MP during its most critical stage in the upending process. By gaining insights into this behavior, it will be
possible to identify the specific frequencies of exciting waves that can cause resonance in the MP, resulting in
significant motions and resulting forces in the crane tip. These aspects include the angles in three degrees of
freedom, as well as the displacements and forces experienced by the MP in both the x-, y- and z-directions.

As D. Scheltens mentioned, proper attention is required for the vertical stage of upending. Therefore, the
situation in which an MP is suspended from a crane, will be converted to a couple of systems representing
the vertical stage and a simplification of reality. These systems enable to specify the motions of the MP in
the frequency domain. By analysing the system gradually, the influence of each component on the response
of the system can be examined. The most important influence to be investigated is the buoyancy acting on
the system.

The result of these governing equations of motion can then be used to set-up a computational model con-
sidering different initial conditions. The primary focus of the model will be to assess the impact of buoyancy
on the side-lead angles of the crane wire and the forces experienced at the cranetip during the vertical stage.
Model experiments are essential for validating both the analytical and numerical model. To validate the
computational models with experiments, it is necessary to translate the numerical model to a model scale.
This process involves applying the principle of a ‘model the model’ translation.

In order to fulfill the main objective, it shall be divided in to the following sub-objectives:

* Create an understanding of physical phenomena that can have significant influence on the motions
of the monopile.

* Develop an analytical model to investigate the influence of the buoyancy and different other compo-
nents of the system by gradually identifying the governing equations that describe this system. This
can be done by indicating allowable/tolerable initial and boundary conditions and assumptions that
satisfy a simplification of reality.

¢ Construct an experimental set-up and perform model tests to examine the natural frequencies of a
scaled MP for different conditions.

¢ Develop a numerical model able to predict the movements of a semi-floating MP.

¢ Validate the numerical model and the analytical approach using the results of the model tests.

The problem assessed in this research can be outlined in to the following research question and additional
sub questions:
Research question

What is the behavior of a semi-floating monopile during the most critical stage of upending, using the

concept of trapped air?

Sub questions

1. Physical phenomena - A study into the potential impact of various physical phenomena on the be-
havior of the MP.

(a) Which physical phenomena can be of influence during the most critical stage of upending?
(b) Which of these phenomena are expected to be the main contributor(s) to excessive motions dur-
ing the process?
2. System - A study into the kinematics of the system.

(a) How can the system be converted to a simplification of reality?

i. Which characteristics need to be taken into account?
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ii. Which initial/boundary conditions can be applied without deviating too much from the real
situation?

(b) Which equations of motion represent the simplified system?

(c) Whatare the natural frequencies of the system and how do the various components of the system,
such as buoyancy and added mass, influence this behavior?

3. Model tests - A study into the behavior of a monopile with scaled model tests to create an understand-
ing of its behavior. In the end the results can be usede to validate the computational model.

(a) Which scaling is preferred and what are the consequences?
(b) How will the scaled monopile behave during the following decay tests?
i. Single pendulum
ii. Double pendulum with initial out of line-mode
iii. Double pendulum with initial in-line-mode
(c) Can the natural frequency of the system be determined (during decay tests)?
(d) Can the limiting factors for the workability be determined and quantified?

(e) Canthedragand mass coefficients be determined as well as the damping to refine the numerical
model?

4. Numerical model - A computational model is required to describe the motions of the monopile.
(a) Which equations of motion represent the complex system?

(b) Can the system be converted to a numerical model?

i. Starting with the double pendulum without viscous damping. Extend by implementing
damping and refine with knowledge gained during model tests.

(c) Cannumerical simulations accurately reproduce the behavior of the semi-floating model scaled
monopile observed in the experiments?

(d) Cannumerical simulations provide accurate predictions for its behavior in a full-scale scenario?

1.2.6. Hypothesis
Before any research is done, it is important to formulate the expectations. This is done for every phase of
this research.

1. Physical phenomena

When considering a floating MP suspended from a crane, it is expected that the MP will move in dif-
ferent directions such as the surge, heave and pitch direction. Forces that will probably cause these
motions are: wind, waves and current. All of these forces will generate motions of the MP, although
it is expected that waves will be the main contributor to these motions.

In certain current conditions, vortex-induced motions can cause different lift forces on each side of
the MP, leading to motions transverse to the current. This can result in a swinging motion causing
the MP to move in sway or surge direction. Vortex-induced shedding can become dangerous when it
takes place at the natural frequency of the system. Furthermore it is expected that the static current
force acting on the MP results in a static offset in surge direction.

Sloshing is a common phenomenon observed in hydrodynamic environments, characterized by its
sloshing frequency. In the case of an MP it is expected that sloshing will occur. However, it is unlikely
that it will be governing the motion of the MP.
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The wind forces are expected to be negligible compared to the loads that waves and current will exert
on the MP. It is, however, important to investigate the contribution of all environmental forces before
one of these can be neglected.

2. System

Thereal situation should be converted to a simplification, which can be created by using existing meth-
ods for defining kinematics. An important step is to define initial and boundary conditions which
create a relatively simple system that can be examined in the frequency domain. It is expected that
the system can be converted to a simplified 2D pendulum model with presumably two degrees of free-
dom. That means that the system could be described using two independent variables, indicated by
two angles of rotation. The equations of motion can then be derived and the natural frequencies of
the system can be determined. Furthermore, it is expected that the natural frequency of the system
decreases with the increasing internal water volume or decreasing buoyant forces.

If wave components close to the natural frequency cause large heave motions of the MP, the buoyant
force acts like a restoring force and could cause a bobbing or stabbing effect of the MP. This phe-
nomenon could lead to highly alternating cable loads and uncontrolled motions of the MP. Rough
sea-states could hypothetically lead to the aforementioned bobbing effect. Because of this, it is ex-
pected that an alternating lifting capacity of the crane could be observed during model tests.

Because a jack-up vessel is hardly subjected to waves or currents compared to a floating heavy lift
vessel, it is expected that the crane tip motion will not have a large impact on the response of the
system. It should be noted that specific environmental conditions could trigger the vessel’s motion
when matching its natural frequency.

3. Model tests

Model tests allow for the most realistic simulations of real physical phenomena and provide useful
data for understanding the principles behind these phenomena. The use of scaling methods allows
for experiments to be carried out on a series of relatively inexpensive physical models. The proto-
type requires a form of similarity in geometry, kinematics and dynamics. Therefore, scaling is of great
importance when performing model experiments. Since waves are expected to be the main contrib-
utor to the motions of the MP, Froude scaling will potentially be the most appropriate. This scaling
method makes use of the ratio between inertia to gravitational forces. Gravity plays a dominant role
in the behavior of the free surface and is also important when considering problems involving buoy-
ancy. Because the Reynolds number is not scaled properly, the viscous forces will be distorted. This
phenomenon should be further investigated and other corresponding consequences should be ac-
counted for.

Furthermore, it is anticipated that the model experiments can be used to find the appropriate coef-
ficients which can be implemented into the numerical model. The model tests should validate the
numerical model and modifications can be applied to refine the numerical model, such as the drag
and damping coefficients.

4. Numerical model

Based on the kinematics of the system and the equations of motion of the system, a numerical model
should be created. By implementing different boundary conditions and starting with a more simple
system, a first version of this model can be made. Simplifications and assumptions should be imple-
mented to minimize the complexity of the model. The numerical model should first be validated with
data of the model-scale experiments. It is expected that by conducting numerical simulations, a bet-
ter understanding of the behavior should be achieved and predictions can be made on the behavior
of a full-scale MP,

Since it is expected that little to no information is available in the literature on the drag and mass
coefficients, they first have to be assumed according to the offshore classification standards.

To create an insight in this method of upending and test some of the statements of the hypothesis, ex-
ploratory tests have been performed and are discussed in Chapter 4. First, the influence of various physical
phenomena are discussed in Chapter 2.



Physical phenomena

This chapter presents various physical phenomena and their potential influence on the behavior of the MP.
In addition to these phenomena, it is important to consider at least three key environmental conditions:

— Waves
— Current
— Wind

The physical meaning of these three environmental conditions and their relevance to this research are dis-
cussed in the following sections. First it is important to define the direction of motion of a ship or any other
body in a 3D-system. The motion of a ship can be described in terms of six degrees of freedom: surge, sway,
heave, roll, pitch and yaw. The first three DoF’s are defined as translations in the x-, y- and z-directions and
the latter three are defined as rotations about the x-, y- and z-axes. The definitions are summarized below
and visualized in figure 2.1.

1. Surge is the for- and backward movement of the ship along its longitudinal x-axis.
2. Sway is the lateral movement of the ship along its transverse y-axis.
3. Heave is the vertical movement of the ship along its vertical z-axis.

4. Rollis the rotation of the ship around its longitudinal x-axis.
5. Pitchis the rotation of the ship around its transverse y-axis.
6. Yaw is the rotation of the ship around its vertical z-axis.

d Xp

Figure 2.1: Definition of ship motions in six degrees of freedom, retrieved from [18]
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2.1. Floating body

Buoyancy is the upward force exerted by a fluid on an object immersed in it. It is determined by the volume
ofthe displaced fluid and the density of the displaced fluid. Understanding the principles of buoyancy s cru-
cial in analyzing the behavior of floating bodies, such as the monopile, as it directly influences their stability
and floating characteristics. First, the hydrostatics of a floating body and its buoyancy will be discussed.

2.1.1. Hydrostatic stability

According to the law of Archimedes, a floating body remains buoyant by displacing water equal to its weight.
The center of buoyancy, denoted as B in figure 2.2, corresponds to the center of gravity of the displaced wa-
ter. When a small heel angle 0 is applied to the structure, the center of buoyancy (B) shifts, resulting in a
restoring moment around the center of gravity (G). These restoring forces are only determined by the struc-
tural displacements and are not influenced by time. The metacenter (M) represents the point of intersection
between the vertical line passing through the center of buoyancy and the initial vertical line. The following
statements are true considering the hydrostatic stability of a floating object:

1. If M lies above the center of gravity, a restoring moment is generated and the body will tend to return
to its equilibrium position. GM is regarded as positive and the system is considered stable.

2. If M lies below the center of gravity, an overturning moment is generated and the body will tend to tilt.
GM is regarded as negative and the system is considered unstable.

3. If M coincides with the center of gravity, the body is neutral equilibrium.

The first scenario depicted in figure 2.2 presents a stable system due to the presence of a restoring moment.

s M e M

N\

Restoring couple

- /

Figure 2.2: Schematic view of a floating body with center of gravity (G), center of buoyancy (B), keel (K) and
metacenter (M) in neutral and slightly heeled position. Originally after [30]

In the second scenario illustrated in figure 2.3, a vertical cylinder is depicted. In this configuration, the
metacenter is located below the center of gravity, resulting in the generation of an overturning moment
and causing instability. This situation occurs when the metacenter lies below the center of gravity of the
cylinder. When the cylinder experiences a disturbance or tilting, the buoyancy force acting through the
center of buoyancy creates an overturning moment around the center of gravity. Since the metacenter is
below the center of gravity, this moment tends to further tilt the cylinder in the same direction as the initial
disturbance, leading to instability.

Important to note that a MP suspended from a crane, its movements are constrained by the crane cable.
The rotation point is then in the cranetip and thus above the center of gravity. By having the rotation point
above the center of gravity, the MP’s stability is improved. The crane cable acts as a stabilizing force, limiting
excessive tilting of the MP and prevents the system from becoming unstable. Only if the buoyant force is
greater than the weight of the object, there is a net upward force exerted on the object, leading to instability.
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Figure 2.3: Schematic view of a floating cylinder with center of gravity (G), center of buoyancy (B), keel (K) and
metacenter (M) in neutral and slightly heeled position.

2.2. Waves

Waves can be generated in many different ways but most of the waves originate from the interaction be-
tween the wind and the sea surface. Two basic types of wind generated waves can be distinguished: sea
and swell waves. Wind sea waves are generated by local wind while swells are waves that have travelled
a long distance from where they were generated. Swells are no longer dependent upon the wind and can
propagate for hundreds of kilometers. Some basic definitions for a harmonic wave are introduced.

A general harmonic wave can be described by its main parameters. These general characteristics of waves
can be found below and are clarified in figure 2.4.

Wave amplitude {,ora The distance between MSL and the wave crest or trough [m]
(if the wave is described as a sine wave)

Wave height H The vertical distance from trough to crest H = 2, [m]

Wave length Awave The horizontal distance between two successive wave crests [m]

Wave period T The time interval between successive wave crests passing a [s]
particular fixed point along the time axis

Wave frequency f The inverse of the wave period f = % [Hz]

Water depth h The (positive) vertical distance between the seabed and the MSL [m]

The wave crest and trough are respectively the highest and lowest point of the wave w.r.t. the mean sea level
(MSL). The MSL is represented as the x-y plane and as the time-axis in figure 2.4 a and b respectively.

z z
A
. T -
g ! =
Ca -
i -t
h 'stna[;_shgt' 'time history'
= 11Xe =
v ( ) sea bed (X B ﬁxed)
a b

Figure 2.4: Harmonic wave definitions, retrieved from [18]

The offshore workability is mainly determined by the sea-state at the place of operation. This sea-state
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consists of two important parameters, the significant wave height ( H; or H,,, ) and the peak period ( T,, ).
The significant wave height is defined as the mean of the highest one-third of the waves in the record.

1 N/3

H=—YH 2.1
§ N/3];f 1

where j resembles the ranking of the waves based on their wave height. Waves are generally described by
their characteristic wave height or significant wave height H, and their characteristic wave period or signif-
icant wave period. According to Holthuijssen [11], the significant wave period for swell waves is practically
equal the peak period ( 7, ) of the wave spectrum (see eq. 2.2). This peak period can be seen as the period
of the most energetic ocean waves in the spectrum. This parameter is important because the higher the
energy in the waves, the larger the wave loads acting on the structure. The peak period can be described as
the reciprocal of the frequency corresponding to the largest (peak) value in the wave energy spectrum:

1
Jp
Dam (7] found that the MP experienced its largest inclinations with a period ranging from 6 to 8 seconds.

This corresponds to wave frequencies ranging from 0.125 to 0.167 Hz and are considered typical frequencies
observed offshore.

T, (2.2)

2.3. Current

Currents can have a significant impact on the partly submerged MP but also on the installation vessel itself.
Because the Aeolusis in a jacked position when installing these MPs, it is assumed the current has no impact
on the vessel. The vessel is considered fixed and the impact of the current on the MP will be governing. The
MP is typically modelled as a circular cylinder and is subjected to the flow of the current around the cylin-
der. The most important fluid-structure interaction is defined by the flow regime. A flow regime refers to
the pattern of fluid flow within a system, characterized by specific flow characteristics, such as flow velocity.
These characteristics can be influenced by factors such as the geometry of the system, the fluid properties
and the boundary conditions. Flow regimes are often classified based on the dimensionless Reynolds num-
ber, which is a dimensionless number used in fluid mechanics to characterize the relative importance of
fluid inertia w.r.t. the viscous forces. Mathematically, the Reynolds number (Re) is defined as follows:

Re = [-1 (2.3)
vy

where u,, is the maximum horizontal particle velocity of the current, D the diameter of the cylinder and v,
the kinematic viscosity of the fluid. For Reynolds numbers close to zero, the flow around a circular cylinder
is laminar and steady, there is no separation of the flow. The drag coefficient decreases somewhat linearly
as a function of the increasing Reynolds number. The laminar flow is maintained up to Re,;, = 4 - 10° and
is called the critical Reynolds number. For subcritical Reynolds numbers below this critical value, the flow
can be considered laminar. As the Reynolds number increases, the supercritical range is reached and the
flow is then strictly turbulent. This behavior holds for Reynolds numbers greater than 3.5 - 10%, where the
drag coefficient approaches a constant value. An overview of the different flow regimes is shown in figure
2.5.
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Figure 2.5: Flow regimes at a circular cylinder for incompressible flow, retrieved from [10]

Drag and inertia coefficients are terms used in fluid dynamics to describe the resistance encountered by an
object moving through a fluid. The drag coefficient (Cj) measures the efficiency of drag forces generated
by the object, while the inertia coefficient (C,,) quantifies the resistance caused by the fluid’s inertia.

The empirical values for the drag and inertia coefficient are depending on the flow regime around the cylin-
der. This flow regime is different for an oscillatory flow than for a steady flow. Extensive research has already
been done to obtain the values of these coefficients Cp, and C,,,. One of the pioneering works was done by
Keulegan and Carpenter [19]. They determined values for C;, and C,, for various cylinders in an oscillating
flow. On top of that, they discovered that their data could be plotted as a function of the dimensionless
Keulegan Carpenter number KC:

u,, T
D

KC= [-] (24)
where u,, is the maximum horizontal particle velocity of the current, T is the period of the oscillatory flow
and D is the diameter of the cylinder. The Keuligan Carpenter number basically determines the relative
contribution of the drag and inertia forces and can be a very important parameter to investigate the impor-
tance of C, and C,,. For this to be the case, the KC-value can be used and according to Journee et. al [18],
the following statements do hold:

KC<3 For low KC-values, the inertia force is dominant. Potential flow is still applicable and
the drag can simply be neglected.

3<KC«<15 In this range, the drag on the system is often linearized.

15<KC <45 Here, both the inertia and drag terms need to be considered.

KC >45 For KC-values higher than 45, the drag force becomes dominant. Because the vortex

shedding frequency becomes high compared to the wave frequency, the flow tends to
behave more like a constant current. The inertia term can be neglected.

Later in 1976, Sarpkaya et al. [24] found, trough extensive experimental research, that the drag and inertia
coefficients are not only functions of the KC-number but are also dependent on the Reynolds number. Fig-
ure 2.6 shows the results of his experiments and depicts the values for the drag and inertia coefficient for a
certain KC-value, accounting for the Reynolds number using the frequency parameter .



2.3. Current 16

Re D?

P=%c =T -] @)

It should be noted that these coeflicients are also dependent on the relative roughness k/D of the cylinder.
They differ significantly from those corresponding to the smooth cylinder. However, a smooth cylinder is
considered in this research.

(a) The inertia coefficient vs KC (b) The drag coefficient vs KC

Figure 2.6: Inertia and drag coefficient vs Keuligan Carpenter number for constant values of the frequency parameter
and the Reynolds number. Originally after Sarpkaya (1976) [24].

As said, the drag coefficient Cp, is influenced by the Reynolds number and to determine the Reynolds num-
ber, the kinematic viscosity (v;) of the fluid is required. The kinematic viscosity represents the fluid’s resis-
tance to flow and is defined as the ratio of dynamic viscosity (¢t) to fluid density (p). The kinematic viscosity
values provided by DNV [27] for various fluids are presented in table 2.1. These values indicate the fluid’s
resistance to flow and can be used in calculations to determine the Reynolds number for a specific fluid and
object geometry.

Table 2.1: Kinematic viscosity for different fluids and temperatures, retrieved from DNV-RP-C205 [27]

Density, p, [kgm] Kinematic viscosity, v, [m*s™]
Temperature [°C] | Fresh water | Seawater | Dryair | Fresh water | Sea water Dry air
0 999.8 1028.0 1293 | 1.79x107° [ 1.83x107° | 1.32x10™°
5 1000.0 1027.6 1.270 1.52 1.56 1.36
10 999.7 1026.9 1.247 1.31 1.35 1.41
15 999.1 1025.9 1.226 1.14 1.19 1.45
20 998.2 1024.7 1.205 1.00 1.05 1.50
25 997.0 1023.2 1.184 0.89 0.94 1.55
30 995.6 1021.7 1.165 0.80 0.85 1.60

2.3.1. Current loading

The forces exerted on the structure by a current can be divided into two parts; A viscous part and a potential
part. Viscous forces arise due to the fluid’s viscosity and the relative motion between the fluid and the struc-
ture’s surface. These forces are proportional to the velocity of the fluid and can result in drag forces on the
structure. The viscous forces are primarily responsible for dissipating energy from the fluid flow. Potential
forces arise from the pressure distribution induced by the fluid flow around the structure. These forces are
related to the potential energy of the fluid and are typically associated with the hydrodynamic lift and added
mass effects. Potential forces can cause the structure to experience lift, or rotational moments depending
on the flow conditions and the geometry of the structure.

The force experienced by the structure depends on the fluid density, the flow velocity and the frontal area
of the structure.

1
Fp=5pCpA, u? (2.6)

where p is the fluid density, A, is the projected area of the cylinder normal to the flow with flow velocity
u and Cp, is known as the dimensionless drag coefficient. This coefficient is dependent on the Reynolds
number and can be obtained through literature or by experimental model tests.
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2.3.2. Vortex-induced motions

Vortex-induced motions, also known as VIM, refer to the phenomenon where the interaction between a
fluid flow and a structure, such as an MP, leads to the generation of vortices that induce unwanted motion
or vibrations. These vortices create alternating forces on the structure, resulting in oscillatory motions or
vibrations perpendicular to the flow velocity. The frequency and magnitude of VIM depend on factors such
as the flow velocity, the shape and geometry of the structure and the properties of the fluid.

In order to identify vortex shedding and its potential interference with the natural frequency of the system,
the vortex shedding frequency can be determined. In steady flow conditions, for KC-values larger than 40,
the shedding frequency can be determined with equation 2.7 [28].

u
=St— Hz| (2.7
fi=Sis 7] (27)
where St is the Strouhal number, u the velocity of fluid normal to the structure’s axis and D is the diame-
ter of the structure. For a smooth cylinder, the Strouhal number is a function of the Reynolds number, as
presented in figure 2.7.

CRITI-

LAMINAR SUBCRITICAL AL | SUPERCRITICAL

| STATIONARY SMOOTH

CYLINDERS (‘{

04 0
: | Y
o3 . { i -

| /Z"T'
a2 .

- |
f VIBRATING —

CYLIMDERS AND
STATIONARY
ROUGH CYLINDERY

a1 1.0 10 192 a3 104 103 108 107
Re

Figure 2.7: Strouhal number for a smooth circular cylinder as a function of the Reynolds number, retrieved from [28]

2.4. Sloshing

Sloshing in cylinders refers to the dynamic fluid motion that occurs when a partially filled cylindrical con-
tainer is subjected to external forces or motions. It is a phenomenon commonly encountered in systems
with an oscillating cylinder. As the cylinder moves or experiences external forces, the fluid inside undergoes
complex oscillatory motion, resulting in the sloshing phenomenon.

Sloshing in cylinders can have significant implications for stability and can greatly influence the dynamic
behavior of the system. To study the dynamics of sloshing, various analytical, numerical and experimental
methods are established. These methods include principles of fluid mechanics, Computational Fluid Dy-
namics (CFD) simulations and physical model testing. Faltinsen and Timokha [8] conducted experimental
tests to explore this phenomenon and found that the natural frequencies and corresponding modes of lig-
uid motion are significantly influenced by both the geometrical characteristics of the tank and the ratio of
liquid depth to tank length. Equation 2.8 [8] presents the formula for the highest natural period as a function
of radius R, of an upright cylindrical tank.

21
T=T,= (2.8)

\/givitanh (i h/Ro) /Ry

Figure 2.8 presents the change of the first natural period as a function of the radius and internal water level
h of the cylinder. According to Faltinsen and Timokha [8], there is a minimum value of T; ; for a given Ry,
which corresponds to the scenario where the internal water level of the cylinder is infinite. This can be seen
in figure 2.8, where values of /R, > 1.5 makes the difference with the infinite internal water column less
than 1%. Ibrahim [13] states that a constant period is reached when the ratio h/R, > 2
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Figure 2.8: The highest natural period T; , as a function of radius RO for an upright circular cylindrical tank. The
framed values of T; , are relevant for the ballast tanks of a column-stabilized offshore platform (from [8], p. 135)

Gerritsen [9] conducted his thesis research with the objective of predicting realistic motions and loads in-
duced by waves for a large diameter, thin-walled, open-ended cylinder in water. This was achieved through
a linear radiation-diffraction analysis. Experimental tests were conducted to validate these models, with
the focus on capturing the internal water motions. With equation 2.8 and with the use of the dispersion
relation he found the following relation between the wave frequency w and wave number k:

Wy = \/g k., tanh (k,,, h) [rads™] (2.9)
The wave number k,,, for a circular tank of radius R is defined as:

./
_Jmn

kmp="28  n=12,.., m=012.. (2.10)

where j!,, is the n'" zero of the derivative of Bessel function of order J,, as stated in table 2.2. Here, the
first view roots are of most interest where the symmetric sloshing modes are denoted by m = 0 and the
asymmetric sloshing modes by m = 1. The asymmetric sloshing mode, denoted as w; ,, refers to the back-
and-forth movement of water along the longitudinal direction of the free surface. It is highly probable to
observe the occurrence of asymmetric sloshing during model experiments.

Table 2.2: The first few roots j;, ,, of the derivative of the Bessel function J, (x) (from [9], orignally after Bauer [2]))

Jo (x) Jx) L

n

1 3.8317 1.8412 3.0542
2 7.0156 5.3314 6.7061
3 10.1735 8.5363 9.9695

By considering the MP with a diameter of D = 9.5m as reference, the natural frequencies for the first asym-
metric sloshing mode (w;;) can be approximated and are presented in table 2.3. The obtained values for the
natural frequencies confirm the lower limit associated with an infinite internal water level & or h;,,.
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Table 2.3: The natural frequencies for the 1°* asymmetric sloshing mode w,; [rad s7!] for a cylinder with D = 9.5m

Dy [m] Ry [m] wy; [rad s Tulsl  fuls™]
9.5 1 1.185 5.302 0.188
2 1.572 3.997 0.250
5 1.910 3.290 0.304
10 1.949 3.224 0.310
20 1.950 3.222 0.310

The second asymmetric sloshing can also be predicted by using the value of J}, (x).

Table 2.4: The natural frequencies for the 2"¢ asymmetric sloshing mode w,, [rad s™] for a cylinder with D = 9.5m

Dyyp [m] Ry [m] oy, [rad s7'] Tols]  fels™
9.5 1 2.983 2.106 0.475
2 3.281 1.915 0.522
5 3.318 1.894 0.528
10 3.318 1.894 0.528
20 3.318 1.894 0.528

2.5. Wind

Another important environmental factor influencing the workability offshore is the wind. Wind is not only
generating the incoming waves, but can also have a direct influence on the structure or on the offshore
operation. High winds can make it difficult for ships to maintain stability and can also make it dangerous
for workers to move around on deck. Additionally, high winds can cause problems with the use of cranes
and other heavy equipment, making it difficult to move materials and equipment around the site. Overall,
wind conditions can greatly impact the safety and efficiency of offshore operations and must be carefully
considered and monitored before and during operation.

Considering that the upending procedure is taking place partly submerged in the water, it is expected that
the wave and current loads are significantly larger than the wind loads. Wind is therefore not expected to
be the main contributor to high loads or excessive motions of the MP.



Analytical model

This chapter presents a detailed evaluation of several simplified systems that aim to capture the dynamic
behavior of the MP. These simplified systems allow for the determination of the natural frequencies and
provide insights into the dynamic behavior of the system. Figure 3.1 illustrates a schematic view of the
vessel, serving as a visual representation of the system discussed in this chapter.

Van Oord Ijl

Figure 3.1: Sketch of the MP suspended from a crane of the Aeolus

3.1. Natural frequency

Understanding the natural frequency characteristics of a system is crucial as it offers valuable insights into
the system’s response to different inputs and disturbances. The natural frequency represents the frequency
at which the system will naturally vibrate or oscillate when subjected to a disturbance. It is primarily in-
fluenced by the system’s physical properties, such as its mass, stiffness and damping. The equation for the
natural frequency is stated in equation 3.1.

K 1 K
w,=1— or fu= 2\ [rads™/s'] (3.1)

20
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The natural frequencies of a system are closely associated with its eigenmodes, which describe the pattern
of vibration that occurs when the system is excited at a particular frequency. Eigenmodes play a crucial role
in understanding the system’s response, particularly when it approaches resonance near its natural frequen-
cies. To determine the natural frequencies analytically, the system is analyzed without considering damping
and external excitation forces. By examining the system’s behavior under these simplified conditions, the
natural frequencies and corresponding eigenmodes can be identified, creating a better understanding of its
dynamic characteristics.

To prevent resonance and ensure the safety of offshore operations, it is essential to analyze the natural fre-
quencies of the system. Resonance can occur when the natural frequency of the monopile matches the
frequency of external excitation forces, resulting in excessive vibrations and potential damage. This chap-
ter focuses on the analytical solution for determining the natural frequencies.

3.2. System simplification

For this analysis, focus will be given to the following four systems. The initial findings and results of these
systems will be presented in the next sections.

1. Single Pendulum - Vertical (see App. A) 3. Double Pendulum (see App. A)
2. Single Pendulum - Inline (see App. A) 4. Double Pendulum including Inertia

The monopile (MP) and crane wire shown in figure 3.1 can be simplified into a simple pendulum model as
depicted in figure 3.2. The system can be further simplified in the second stage by representing it with point
masses. Each component of the system, including their respective lengths, is considered in the third stage.
However, adding more components increases the complexity of the system. It is therefore convenient to an-
alyze the influence of every component individually, especially for the buoyancy. In this way, the influence
and importance of each component and their contribution to the dynamics of the system can be examined.
To accomplish this, the fourth system only consists of two masses and the buoyancy force. The buoyancy
force is always considered as this is the component that should prove the concept of trapped air. The mass
of the MP itself is the most important mass to take into account and is from now on referred to as m,. The
other mass is the mass of the water column inside the MP ( m;,, ). The mass of the internal water column is
considered important because it directly influences resulting upward buoyancy force.
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@ @ mbot—cap @ m3 ....................................... L @

Figure 3.2: 1: The system converted to a simplification  2: The system represented as point masses
3: The system including all components 4: Only two masses and buoyancy force are considered
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As said, these four systems are investigated gradually to examine the influence of different components to
the behavior of the system. This is done by adding components to the system and creates three different
cases:

1. m, and my,;
2. my, my, mg and my,;
3. my, my, mg, m;,,and m,

The submerged length of the MP is defined as hgy, e
and the internal level of the water column is defined

as hy,,, both depicted in figure 3.3. The buoyant force

is determined by multiplying the submerged volume

of the MP and the mass of the displaced water. The
length [, represents the point of application (p.o.a.)

of the added mass as well as the buoyancy force, |
which is clarified in the third stage of figure 3.2.

int

These systems are investigated using four different in-
ternal water levels to assess the impact of buoyancy
on the system. The following internal water levels are
defined as input values for the coming sections.

¢
>
o

- hint =0m int . hsub
- by =10m

- by =20m .

- hyy; =30m

Figure 3.3: The input parameters hg,, hyy, I, and [;

inty nt
When the internal waterlevel is set to 0, maximum buoyancy is generated. When h;,, is equal to kg, there
is no water level difference and thus no imposed buoyant force, except for buoyancy created by the submer-

gence of the MP.

Parameters
In order to perform the first calculations for the simplified systems, the parameters stated in table 3.1 have to

be determined. To calculate the mass of the internal water column, the inner diameter of the MP is needed
and is defined as D;:

D;=Dpp =2ty [m] (3.2)
Where Dy, and 7., are the outer diameter and thickness of the MP respectively. To calculate the buoyant

force F,, acting on the system, the displaced volume of the submerged part of the MP ( V,,, ) needs to be
determined. To calculate the mass of the internal water column, the internal volume ( V,, ) is needed:

T

Vint = ZDizhint [ms] (3-3)
T

Vext = ZDrznp hsub [ms] (3-4)

One component to account for in the systems is the added mass component. Added mass, also known as
virtual mass, is a concept in fluid mechanics that refers to the effective mass that a body appears to have
when it is accelerated by a fluid flow. In other words, when a body is moving through a fluid, the fluid
surrounding the body will also be set in motion and this motion of the fluid will contribute to the inertia of
the body. This contribution is known as the added mass of the body.

The added mass of a body is dependent on the shape and size of the body, as well as the properties of the
fluid in which it is moving. It is important to take into account the added mass of a body when analyzing
the motion of the body in a fluid, as it can have a significant effect on the force required to accelerate the
body. The added mass force is defined in the opposite direction of the motion of the accelerating body and
can be included in the system equation as follows:
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mx +bx +kx =f(t)—m,x - (m+my)xk+bx+kx=f(t) (3.5)

where m, is the added mass term. For a circular two-dimensional cylinder, the added mass is precisely
equal to the displaced mass of the fluid. The buoyancy force F;, the mass of the internal water column mz;,,,
and the added mass component m, can be calculated using the parameters mentioned earlier:

T
Fh = pwgVext = pngDl%qphsub (N] (3-6)
T2
Mine = Pw Vint = Pw ZDi hint [kg] (3-7)
/4
mg = Pw Vext = Pw ZDr%qp hsub [kg] (3-8)

The aforementioned lengths depicted in figure 3.2 are calculated using the equations below. The height of
the cranetip is calculated by taking the sum of the lifting height ( Ay ), the deck height ( i 4.y ) and the
air gap ( Myirgqp )- It is worth mentioning that in specific projects with high earthquake risks, there may be
situations where the airgap can become negative in a semi-jacked configuration. This means that the hull
of the vessel is partially submerged. The deck height can be less in the semi-jacked situation than during
the fully jacked situation. These parameters can therefore be varied according to the desired situation.

hcranetip = hlift + hdeck + hairgap l3 = lmp
Rine
L= hcranetip - lmp + gy line = lmp - % [m] (3.9)
l h
L=~ Lo =lp = Iy = —5"

The assigned values of the parameters of equations 3.9 are depicted in table 3.1. The abbreviation t.b.c.
stands for ‘to be calculated’ which means that these specific values are dependent on input variables h,
or h;, and are calculated in the model. The point of application is denoted as p.o.a.

Table 3.1: Assigned values for input parameters

Parameter Symbol Value Unit
Length MP Inp 827 | m
Diameter MP Dy 9.5 m
Thickness MP Lmp 0.076 | m
Mass MP ms, 1480 | t
Mass top-cap (incl. lifting tool) my 90 t

Mass bottom-cap mg 40 t
Height of crane tip Rerane tip 153 | m
Length crane wire L tb.c | m
Length from top-cap till p.o.a. of m, I, 4135 | m
Length from top-cap to bottom cap I3 82.7 | m
Length from top-cap till p.o.a. of F, Iy tb.c | m
Length from top-cap till p.o.a. of my,; | iy tb.c | m
Length from top-cap till p.o.a. of m,, l, thb.c | m
Gravitational acceleration g 9.81 | ms™®
Density of water Owater 1025 | kgm™
Density of air Pair 1.225 | kgm™
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3.3. Methods

There are different methods available to solve these kind of systems and the most commonly used methods
are listed below and briefly discussed in the next sections.

1. Principle of virtual work
2. Newton’s method
3. Lagrange’s method

3.3.1. Principle of virtual work

The first method used to solve these types of systems is by applying the principle of virtual work [4]. This
method allows for the determination of the natural frequency of the systems described in section 3.2. How-
ever, it should be noted that the equations of motion cannot be directly derived using the principle of virtual
work. This principle is based on evaluating the virtual work done by either:

— Avirtual force acting trough a real displacement or
— Areal force acting trough a virtual displacement

where a virtual displacement is any displacement consistent with the constraints of the system and satisfy
the boundary criteria of the system. This virtual displacement is not necessarily experienced in reality but
is assumed to exist for the purpose of analyzing the system. Similarly, a virtual force refers to a system of
forces in equilibrium.

Work is defined as a force multiplied with the corresponding displacement. It is a form of energy and the
energy that goes into the system is stored in the system in the form of strain energy. The law of conservation
of energy states that the energy of interacting bodies or particles in a closed system remains constant. So
the external work done on the structure is equal to internal strain energy stored in the system or structure.
Aresult of this conservation is the energy balance with an internal energy part (6T ) and an external energy
part (8 V). Because this conservation means that there is no loss of energy in the system, the energy balance
is always equal to zero and is stated in equation 3.10.

E =6T+6V =0 (3.10)

This principle becomes straightforward when considering the system simplification shown in figure 3.2. In
this system, the internal energy component is associated with the inertia of the bodies, while the external
energy component is derived from the gravitational forces (Fg) and buoyancy forces (F;). The inertia of the
bodies in the system consists of two components: mass accelerated in the x- and z-direction. The gravita-
tional and buoyancy forces only act in the vertical z-direction, as indicated in equation 3.11.

Internal energy External energy
E =Fébéx + Fbz + Fbz + Fybz =0 (3.11)
=midx + mzZéz + mgdz + Vp,bz =0 '

Inertia Vertical forces

where m is the mass of a certain body in the system, V is the displaced volume of the body that creates
buoyancy in the system and py,, is the density of the seawater. This method is very useful to describe any
system with small displacement or small angles. To apply this method to the considered system, the small
angle approximation theorem can be used. This theorem is explained in the next section.

Small angle approximation theorem
The small-angle approximation theorem is often used in physics and can be used to simplify some of the
mathematics involved. This method is based on the assumption that the angles defining the system are
small. The following set of basic trigonometric functions are then valid when ¢ = 0:
(I)Z

() - sinp~¢,  cospxl-"-=1 and tangx¢ (3.12)
It is important to note that these equations are approximations and as the angle gets larger, their accuracy
decreases. To better understand the small angle approximation and to be able to justify them, a comparison



3.3. Methods 25

can be made. The sine and cosine as stated in the set of equations 3.12 are visualized in figure 3.4. It can
be seen that the small angle approximations (orange) of the sine and cosine are valid for relatively small
angles. The error (green) is relatively small for angles less than or equal to 15 degrees or 0.26 radians. From
this point on, the term ‘small’ angles refers to angles below these values.
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Figure 3.4: Small angle approximation near ¢ =0 for left: sin¢p and right: cos¢

The small-angle approximation is used to simplify the kinematics of the systems discussed in this chapter.
This method is applicable because it is expected that the governing angles will remain below the given limit
for small angles. Small rotations are assumed and the following statements do hold:
2 - i ~

91?2 O “”‘? 0 (3.13)

¢ ~ 0 b6 = 0
3.3.2. Newton’s method
This method makes use of the balance of forces acting on the system as stated in equation 3.14. The forces
acting on a simple pendulum system are depicted in figure 3.5b and includes only two forces. These forces
are the inline tension force F; in the cable and the gravitational force of the mass m. Equation 3.14 is stated
in a vector notation, but the onlyrelevant force is the tangential component of the gravity. This is the compo-
nent of the force and the acceleration that point along the circle where the particle is constrained to move.
The tension F; is not contributing and is pointing towards the center of that circle, perpendicular to the
tangential component of the gravitational force. Using geometry as shown in figure 3.5b, the tangential
component is defined as mg sin ¢ and is pointing back to the pendulum’s equilibrium position.

Y E=ma (3.14)

Figure 3.5: a) Single pendulum system  b) Forces and its
force components acting on the mass m

F = ma for the circular path s and simply reads m3 = —mg sin ¢. Because § = L, the equation can be rewrit-
ten as stated in equation 3.15. This is called the equation of motion for the angle ¢ and it is the differential
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equation that describes the motion of this particular single pendulum. If the system contains more degrees
of freedom such as in a double pendulum system, this method becomes more complex rather quickly.

(ﬁ:—%sin(/) . (;[i:—%g[) when ¢ issmall (3.15)

From this equation, the oscillation frequency w can be derived by assuming a solution in the form ¢ (t) =
Acoswt + Bsinwt:

¢ = —Awsinwt + Bwcoswt

¢ = —Aw?coswt — Bw?sinwt

= —a)2¢
Comparing this with equation 3.15 leads to the following relation for w and for the oscillation period T = %:
l
=% - 4=,/8 and T =2m/— (3.16)
l l g

3.3.3. Lagrange’s method

Lagrange’s method can be used to find the equations of motion of a system. By assuming small angles, a set
of equations can be defined to find the natural frequency of the system. This small approximation method
is defined in section 3.3.1.

The Lagrangian for a double pendulum system is given by L = T — V, where T and V are the kinetic and po-
tential energy respectively. The Lagrangian is a mathematically useful quantity, because the kinetic energy
minus the potential energy does not mean anything physically. In the presence of a plus sign, the equation
becomes just the addition of both energies and results in the total energy of the system. The kinetic and
potential energy of a simple mass-spring system, as shown in figure 3.6, are stated in equation 3.17 and 3.18
respectively.

X

o —

! y

R Com L

AN ///././//I//.f’//

Figure 3.6: Mass spring system

T = lmu2 (3.17) V= lkx2 (3.18)
2 2
where v is the velocity of the mass m, i.e. the time derivative of the position x of the mass m and k is defined
as the spring constant. For the purpose of this research, it is more convenient to switch to a pendulum
model as shown in figure 3.5. The principle is the same as for the mass-spring system but the displacement
parameter x is now defined by a rotational displacement ¢ and the potential energy is defined in the vertical
direction with displacement parameter y. The kinetic and potential energy no become:

T= %mxz (3.19) V=mgy (3.20)

together with the definition of x and y as depicted in figure 3.5:
x=1-sin¢ X =d¢l-cos¢ y=-1-cos¢ y =¢l-sing

For Lagrange’s method, the Euler-Lagrange equation 3.21 is used. It should be noted that this equation
is valid for a double pendulum system with angles ¢, and ¢,, whereas the single pendulum system only
depends on the angle ¢.
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d (oL oL
( ) =Q; for q; = b1, b, (3.21)

dr\0g;| oq;
The equation of motion can be found by applying equation 3.21 with the definitions of the Lagrangian L and
the displacement parameters x and y. This method results in the same equation as equation 3.15, found
with Newton’s method. However, Newton’s method needs a lot more steps than Lagrange’s method when
the system is getting more complex. So this method becomes more convenient if more complicated systems
with multiple forces are considered, such as a double pendulum system that includes multiple variables. Be-

sides that, the latter is the preferred method because it results in the equation of motion without considering
forces at all, only energy is considered.

3.4. Single pendulum

To simplify the analysis of the complex system, the vertical single pendulum is initially studied. This first
analysis focuses on three components: the buoyancy force Fj,, and the masses m, and m;,;. Details of the
derivations can be found in Appendix A.1. The derived equation of the natural frequency without consider-
ing the related damping, is formulated as follows:

[s7'] (3.22)

_1 /K _ 1 | L(Ony+mi)g — Fy) _ 1 [my+my)g — F)
2n \ M 27

=5\ 12(my + myy) T om I (my + my,,)

If the equation is simplified regarding its units, the result is in accordance with the unit of the natural fre-
quency [Hz]. This is shown in the formula below, where the red units represent the expected stiffness K and
the blue one represents the expected mass M.

1 5 =i m-(kg-ms2) _ 1 kg-m-s=2 =\/ST2 _

f":g M 21 m2-kg 2 m-kg

The single pendulum inline accounts for the rotation of the MP and shows similar results as the vertical
pendulum. The derivations and results can be found in Appendix A.2. The most important observation of
examining the single pendulum system is the ease of incorporating additional mass or inertia components
into the equations of motion. This is convenient for analyzing more complex systems, such as a double
pendulum system. This single pendulum analysis serves as the basis for the analytical model discussed in
the next sections.

3.5. Double pendulum

The system becomes more complex with the introduction of a second degree of freedom, represented by
the angles ¢, and ¢,. These angles are independent and considered as separate degrees of freedom. Conse-
quently, the natural frequency analysis yields to two distinct mode shapes: one where the masses m; and
m, 3 & my,, are in phase and another where these components are out of phase. The natural frequency of
this system is found by assuming the general solution will be a sine function. This assumption reduces the
set of equations to an eigenvalue problem that can be solved:

b
¢»

b
bai

i
bai

b= = sint) — @ d=-w? sin (1) (3.23)

The natural frequencies of the system can be found with equation 3.25. The full derivation is stated in Ap-
pendix A.3.

N > 1 . .
K®=w?’M® (3.24) fi= E‘M" with: i=1,2 (3.25)
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By considering all components, the following set of equations is obtained, where the added mass terms are
highlighted in red:

M= B(my+my+ mg+my +m,)  Li(myly + mgly + myy L + myl,)
L(myly + mgls + my i+ myl,)  mpl + mgll + my 02+ m, 1
3 > I, (myg + myg + my, g — F 0
Md+kd=0 k= 1 (mog 38 int8 = Fp) (3.26)
0 (myly + mgly + mi i) 8 — Fylyy
b= Pui sin (wt)

2i

The results of including the added mass
terms are shown in figure A.11. It can
be concluded that the added mass com-
ponent influences the natural frequency
but a significant shift of this frequency is
not observed.

As said, this system has two degrees of
freedom which means the system con-
tains two modes. One mode in the low-
frequency range where the masses are
in phase with each other and the high-
frequency mode where the masses are
out of phase to each other. A sketch can
be found in figure 3.7 to visualize both
modes. In the low frequency mode, the
rotation point is at the cranetip, while in
the high frequency mode, the inertia is defined with the rotation point assumed to be located at the top of
the MP. The influence of inertia on the system is considered in the next section.

Figure 3.7: Visualization of the in-phase mode (left) and the out of
phase mode (right)

3.6. Double pendulum - Inertia

In the previous systems, each mass component was
represented as a point mass for simplicity in the
derivations. However, in reality, the masses are dis-
tributed over their own length. To account for this dis-
tributed mass, two possibilities exist. The first option
is to divide the masses into smaller segments equally
distributed along their length. However, due to sys-
tem’s two degrees of freedom, this approach is consid-
ered complex. Instead, the assumption of using point
masses can be compensated by incorporating inertia
terms in the equations. In this section, the third case
is considered, where the system includes all compo-
nents, as shown in Figure 3.8, with the added mass
term depicted in green.

The inertia term for the masses of the MP, the internal
water column and the added mass are calculated us-
ing equations 3.27 - 3.29. An equally divided mass is
assumed for all inertia terms. Parameters required to
calculate the moments of inertia for the out-of-phase
mode are clarified in figure 3.9. It is important to note

Figure 3.8: Double pendulum (for all components)
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that the internal water column is assumed to be a rigid water column. This means that the system does not
account for any hydrodynamic effects of the column, f.e. the sloshing phenomenon. This should be consid-
ered during the post-processing of the model experiments.

----------------- = T

1 2

b= Em2lmp (3.27)
|mp Iint 1 )

Jine = Emimhim (3.28)

1 2
]“ = Em“ hsub (3-29)

] h hsub
int

Figure 3.9: Parameters: l,,,, By, By and 1,
The inertia of each component is defined around its own center of gravity, so that inertia is defined as J =
ﬁ mI?. This is done as Lagrange’s method results in the equations of motion that eventually consider the
point of rotation to where the inertia is defined. In this case, the rotation point is at the top of the MP. In
other words, the term md? according to the parallel axis theorem, is accounted for in the derivations of the
kinematics. This principle of considering inertia is discussed in detail in Appendix A.5.

Lagrange’s method

As mentioned, this system is identical to the double pendulum examined in the previous section, except
that the inertia terms are now accounted for. This means that the kinematics of the system remain nearly
identical, as explained in detail in Appendix A. To be able to account for the moment of inertia, Lagrange’s
method is used. Both the kinematics and the application of this method can be found in Appendix A.4.

By using a second method, the set of equations found by the small angle approximation method can be
validated. It was concluded that both methods resulted in the same outcome, except for the additional in-
ertia terms. It was found that the inertia terms for the MP ( }, ), the internal water column ( J;,; ) and the
added mass ( J, ) can be added relatively easy to equation 3.26. This is convenient as it simplifies the pro-
cess of incorporating additional inertia components into the equation if it becomes necessary. The inertia
components are added in red and the set of equations becomes:

I2(my + my + mg + my, + my) Li(myly + mgly + my Ly + myl,)

: + mali +]2 +]int +]a

2 2
L(myly + mgly +my Ly +myly)  mylsy + mgls + my 5

L (myg + myg + my g — Fp) 0
0 (myly + mgls + min lin) g — Fply,

$ri sin (wt)
2i

(=1
I

(3.30)
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3.6.1. Results

The frequencies of the different configurations for increasing submergence of the MP are shown in figure
3.10a and b. This comprehensive system considers all components and inertia terms and offers a more
realistic representation for this analysis. It is noteworthy that incorporating inertia terms in the system
leads to a considerable reduction in the natural frequency of the second mode. This decrease in frequency
is significant when compared to the double pendulum without inertia, as shown in figure A.11. The resulting
natural frequency aligns more closely with the typical values observed in offshore operations, where periods
of 6-8s have been commonly observed [7].

Note that through the relation stated in equation 3.9, the length of the cable /; accounts for the change in
submergence. This means that the cable length increases if the submerged length increases.

Submerged length MP vs Natural frequency (Double Pendulum)
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Figure 3.10: Natural frequency vs submerged length for different h;,,, considering all components and inertia of m,,

my, and m,,

The frequencies associated with various configurations of internal water level (4;,,,) and submergence level
(hgyp) are summarized in table 3.2. The first mode corresponds to the low-frequency mode and exhibits
significantly longer natural periods, making it highly unlikely to be excited by waves. On the other hand,
the second mode represents the high-frequency mode with relatively shorter natural periods. This mode is
expected to be within the range of frequently observed wave periods offshore.

Table 3.2: Natural frequencies and periods of the analytical approach for double pendulum incl. inertia

Mode 1 Mode2
hine [m] hgu [m] fi [Hz] T [s] f> [Hz] T [s]
0 0 0.046 21.7 0.153 6.5
0 10 0.015 66.7 0.077 13.0
10 10 0.027 37.0 0.124 8.1
10 20 0.013 76.9 0.075 13.3
20 20 0.021 47.6 0.118 8.5
20 30 0.012 83.3 0.074 13.5

30 30 0.018 55.6 0.112 8.9
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3.7. Conclusions

The natural frequency assessment for the four different systems has been conducted and their respective
natural frequencies have been determined. The single pendulum models provide a good initial understand-
ing of the natural frequencies for the simplest systems. Introducing a second degree of freedom brings the
system closer to the real situation, although the corresponding natural periods are relatively high. However,
by incorporating inertia terms for the distributed mass components into the double pendulum system, the
overall range of natural frequencies shifts to a lower bound that aligns closely with the expected values off-
shore (T = 6 - 8s) [7], denoted as the critical zone. The double pendulum model, incorporating all inertia
components, provides the most accurate representation of reality. Hence, the set of equations from equa-
tion 3.30 will be used in the numerical model and throughout the rest of this research.

Ifthe out of phase mode in figure 3.10b is observed, it can be seen that the blue line, representing an internal
water column of 0 meters, only crosses the critical zone within the range of 0 to 3.0 meters. As the monopile
is further lowered to the seabed, beyond a submerged length of 3.0 meters, the blue line reaches natural
periods of 10-20 seconds. The decrease in natural frequency can be primarily attributed to two factors: the
increase in cable length /; and the increasing buoyancy force. This relationship can be derived from the
definition of the natural frequency, as indicated by equation 3.22.

It is therefore beneficial to fill the monopile and increase the internal water column to 10 meters within
the range of submerged lengths of 10-15 meters. This results in a frequency shift towards the yellow line
(hine = 10m) and allows for further lowering of the monopile without reaching the submerged range where
the buoyancy force becomes too large. This process can be repeated until the submerged length of the
monopile is sufficient to reach the seabed. This approach offilling the monopile during the lowering process
is illustrated in figure 3.11 using the dashed lines and presents a favourable and practical solution.

Submerged length MP vs Natural frequency (Double Pendulum)
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Figure 3.11: Filling up the MP during lowering as a potential solution

Important to consider that the MP will not be lifted completely out of the water because the upward lifting
force, i.e. the buoyancy force, should be present at all times. This observation is very convenient when
looking at figure 3.11. Since the submerged length of the MP will never be zero with this method, A,
potentially starts between 5-10 meters, depending on the buoyancy requirements. If this is the case, the
natural frequency will never reach the critical zone, which makes the aforementioned solution only more
interesting.



Exploratory tests

To create an initial understanding of the upending principle of using trapped air, a series of exploratory tests
were conducted. This chapter elaborates on the set-up, design steps and the observations made during the
tests. These exploratory tests aim to provide an initial understanding of the behavior of a scaled version
of the real scenario. They serve as a foundation for conducting more detailed model experiments in the
following stage of this research. Appendix C provides a more detailed overview of the experiments.

4.1. Experimental set-up

Initial sketches of the experimental set-up can Table 4.1: Rough scaling parameters (scaling 200:1)
be found in Figure 4.1. In order to create a

practical and simplified testing environment, Fullscale Modelscale Unit
rough scaling factors are used. These scal- Lyp 92 0.46 [m]
ing factors are based on the scaling of a large Dy 10 0.05 [m]
monopile and setataratio of200 : 1. Other rel- Rerane tip 120 0.60 [m]

evant parameters were adjusted accordingly
whenever possible, as outlined in table 4.1.
The exploratory tests are conducted in a bathtub, that serves as a still water environment. Generating con-
trolled waves proved challenging due to wave reflections against the walls, resulting in interference and the
inability to simulate regular waves. As a result, only random sea states with standing waves could be gen-
erated. Consequently, drawing conclusions about the influence of regular waves was difficult under these
conditions.

(a) Front view of vertical MP (b) Front view of horizontal MP (c) Side view of horizontal MP
Figure 4.1: Sketch of first experimental set-up

4.2. Prototype I

In the first version of the experimental set-up (see figure 4.2), the crane structure was constructed using
wooden materials in an L-shaped configuration. A rigid rope served as the crane cable, which was manu-
ally hoisted. To ensure a vertical motion unaffected by external factors, screw-eyes were used to guide the
crane cable. The crane hook was simulated by the connection between the rope and a PVC pipe with corre-

32
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sponding PVC end-caps, representing the MP. PVC was chosen for its ease of handling and sealing proper-
ties, crucial for achieving the required buoyancy. However, it should be noted that the material properties
of PVC do not accurately match the scaling requirements. This could result in a difference in buoyancy and
easier initiation of MP movements due to its lower weight and inertia compared to a similarly sized steel
pipe. Additionally, no water inlet was incorporated in this initial stage of the experiments. At this scale, the
pressure was insufficient to compress the air inside the MP and allow water to enter. The tests were recorded
using two cameras: one capturing the front view and the other recording movements from above the crane
tip as depicted in figure C.1.

4.2.1. Results

The initial tests were conducted in a still water environ-
ment using the first version of the set-up. The upending
process was simulated by manually hoisting the crane ca-
ble while imposing an internal water level that created
a water level difference between the inside and outside
of the MP. Since measuring the water level inside the
MP was challenging, three different internal water levels
were used: no internal water column, a small and a large
column. These varying water level differences allowed
for the execution of the upending procedure. Addition-
ally, the influence of an applied current on a partly sub-
merged vertical MP was investigated and at last, decay
tests were performed to gain an insight into the behavior
of the MP. The following tests were conducted:

1. Upending with three different internal water levels
2. Apply current on a vertical, partly submerged MP
3. Decay test with different initial angles

Internal water column

In the case of no internal water level, maximum buoy-
ancy is created. One observation is a static offset angle in
the sway direction, which may be attributed to an asym-
metrical connection between the cable and the MP. Dur-
ing the upending process, the MP appears to be stable  Figure 4.2: First experimental set-up (vertical MP)
but it becomes highly unstable in the vertical stage. In

this stage, where there is little to no submerged part of the MP, even a small push results in a significant
swinging motion of the MP. When the MP is slightly lowered in the vertical direction, the bottom of the MP
shows deviates from its vertical position. Currently, the direction of this deviation seems random, but it
could also be influenced by the aforementioned asymmetrical connection between the cable and the MP.

When a small internal water level is applied, the same offset angle of the MP in the sway direction is observed,
in its horizontal position. When waves are manually generated, the offset angle becomes larger. This can
be explained by the wave force acting on the side of the MP, causing it to move further in the sway direc-
tion. This phenomenon is depicted in figure C.2. During the upending process in still water, no unexpected
movements are observed.

In the third case, where the internal water level is increased, the same offset angle as before is observed in the
MP’s sway direction. The upending process in still water does not show significant differences compared to
the case with the small internal water column. Additionally, when the MP is lowered, it continues to search
for the direction with the least resistance. Due to the larger internal column, the submerged part of the MP
naturally increases, causing this phenomenon to occur slightly later in time.
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Current

The presence of an applied current induces oscillatory motion in
the y-direction, which is perpendicular to the current. The observed Current
phenomenon of the vertical MP remaining stationary while exhibit-

ing motion in the sway direction suggests the potential influence
of vortices around the partly submerged MP. This behavior is com-
monly encountered in offshore operations and indicates the pres-
ence of vortex-induced motions.

Decay tests

Decay tests were conducted to examine the behavior of the MP in
a double pendulum system. These tests were initially conducted
without considering hydrodynamic effects, in order to identify the
natural modes of such a system. The MP was set with initial angles
in the in-line mode, where the angles are in-line with each other.
The tests were performed without a bottom cap to examine the ef-
fects of the internal water column. This means that there is no water current
level difference and thus no buoyancy in the system.

Snapshots of the recordings from the exploratory tests are presented in figure 4.4. The left side shows the
scenario with no submergence, while the right side presents the MP partially submerged. The first low-
frequency mode in air is clearly visible and the damping is minimal, allowing the MP to swing for a long
period of time. The rotation point can be easily identified at the cranetip. When the MP is partially sub-
merged, the damping is increased significantly and the MP reaches is equilibrium position much faster.

Figure 4.4: Initiated in-line double pendulum system of exploratory tests.
(left) No submergence (right) Partially submerged

The second mode of the double pendulum system is the high-frequency mode, referred to as the out-line
mode. During the decay tests, the MP is allowed to swing freely with opposite initial angles. Figure 4.5
illustrates the out-line double pendulum mode, with the decay test in air shown on the left and the partially
submerged MP, on the right. When the MP is allowed to swing freely without any hydrodynamic interactions,
it experiences low damping. The center of gravity (CoG) of the MP is clearly located in the middle of the MP,
as shown in figure 4.5. However, when the MP is partially submerged, the center of gravity shifts towards
the waterline or even slightly below it.
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Figure 4.5: Initiated out-line double pendulum system of exploratory tests.
(left) No submergence (right) Partially submerged

4.2.2. Conclusions

The presence of a static offset in the lateral direction observed in all three upending scenarios is likely at-
tributed to the asymmetry in the connection between the crane cable and the MP. It is worth noting that if
a static offset exists in the horizontal plane, the forces exerted by waves on the MP can potentially amplify
the offset angle over time. However, this study primarily focuses on the vertical stage and does not include
the effects of wave-induced forces on the MP.

If vortex-induced motions occur during the upending process, they could potentially pose a significant
problem as the MP may collide with the hull of the ship or cause excessive forces on the cranetip. It is
important to keep in mind that these vortices could have an impact during the scaled model tests. The
influence of vortex-induced motions should be considered in the post processing of the experimental data.

position and ‘searching’ for the path of least resistance

when slightly lowered, is a result of establishing a static

equilibrium between the increasing buoyancy force and

the weight of the MP minus the lifting force. As the

submerged internal air volume increases, the buoyancy

force (indicated by the red arrow in figure 4.6) also in-

creases, while the weight of the MP minus the lifting

force remains constant. Eventually, the system reaches

a static equilibrium where the buoyancy force equals the

weight of the MP minus the lifting force. To achieve this j

equilibrium, the internal air volume needs to decrease U j

back to its original volume from step 1, resulting in the @
Figure 4.6: ‘Searching’ phenomenon of the MP while

observed searching phenomenon depicted in figure 4.6. @ @
lowered (forces are not a representation of reality)

The phenomenon of the MP deviating from its vertical . l

It is important to take this observation into considera-
tion during the model tests.

The rotation point in the first low-frequency mode is clearly observed at the cranetip. The high damping in
the in-line mode indicates that for the model tests, the signal includes significant damping, potentially mak-
ing the high-frequency mode more prominent. In this second mode, when the MP is partially submerged,
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the CoG undergoes a significant shift towards the waterline. This shift is due to the substantial mass of
water in the bottom of the MP, which becomes a significant portion of the total mass within the system.

Consequently, the CoG is located closer to the waterline.

4.3. Prototype I1

To ensure a smooth vertical lowering process, the internal water col-
umn can be increased by letting water in at the bottom of the MP.
However, due to the limitations in scaling, it is not possible to facil-
itate water injection. As an alternative, air is released from the top of
the MP to achieve the desired effect. This is accomplished through the
use of a flexible tube, which can be manually closed to stop the water
inlet at the bottom. The tube facilitating air release at the top and wa-
ter inflow at the bottom of the MP is shown in figure 4.7. The second
prototype allows for water inlet and thus facilitates both the upend-
ing and lowering procedure. Though this process is not particularly
investigated, it may result in some insights of the procedure.

4.3.1. Results

If the MP is fully emerged from the water, a little push at the bottom
of the MP results in a large swinging motion in the natural frequency
of the system. When the MP is lowered, the water dampens the mo-
tion and it is observed that the oscillations decrease over time when
the submerged part of the MP increases. This is in correspondence to
the decrease in natural frequency as a result of a larger submergence,
found in Chapter 3.

4.3.2. Conclusions

Figure 4.7: Flexible tube to facilitate
water inlet at the bottom

By accurately controlling the water inlet, the MP can be lowered to the bottom in a smooth manner. It is
important to manage the hoisting speed, as a high velocity can cause the MP to exhibit the searching be-
havior, mentioned earlier. This indicates the importance of effectively managing the water level difference
between the inside and outside of the MP to ensure a controlled lowering process. Additionally, it is crucial

to maintain a hoisting speed that allows for a vertical and stable MP.



Model test set-up

Model experiments will be conducted to obtain the natural frequencies of an MP, to validate and improve the
numerical model presented, later in Chapter 7. Furthermore, it is convenient to find the forces experienced
in the cranetip as well as the damping coefficients, to create a valuable data set that can be used for refining
the numerical model. This data will help to gain insight into the relation of the response of the MP, resulting
side-lead angles of the crane wire and the influence of buoyancy on the system. The wave tank used for
these experiment is located at the faculty of Mechanical Engineering of the TU Delft.

5.1. Purpose of physical modelling

This method of trapped air is a concept of which is thought that it will work offshore but it has never been
executed. Relying solely on assumptions and presumptions about the behavior of the MP is not a sufficient
basis for executing real offshore operations. By conducting model experiments, valuable data and obser-
vations can be obtained that create better insight than every other numerical model could. Model experi-
ments help in understanding the fundamental principles and dynamics of the system, validating theoretical
models and gaining insights into its dynamic behavior under different conditions.

Model tests will be done to obtain data of the lead-angles of the crane cable, forces in the cranetip as a result
of a swinging MP and buoyancy force. This data will help to gain insight into the relation of the buoyant
force, submergence of the MP, frequencies, lead-angles and forces in the cranetip. The overall behavior in
roll, pitch an yaw of the MP during this operation will create an understanding of the response of the MP in
all degrees of freedom.

5.2. Tank set-up

The towing tank that will be used is towing tank no. 1 and is lo-
cated at the faculty of 3ME of the TU Delft. The dimensions of Parameter Value Unit
the tank is depicted in 5.1. The most important parameters are
the waterdepth of the wave tank and the distance between the
MSL and the ceiling because they govern the size of the scaled
MP. The tank’s depth is sufficient for the MP to be unaffected
by the influence of the bottom.

Table 5.1: Towing tank No.1 dimensions

Length 142 m
Width 4.22 m
Max. waterdepth 250 m

Towing carriage

Aluminium frame W+ 4.22m
MP

L=142m
Figure 5.1: Schematic top-view of the towing tank
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The wave tank has a width of 4.22m and a length of 142m. It is possible to observe wave reflections resulting
from the motions of the MP in the direction of the width of the tank. Nevertheless, due to the significant
length of the tank, wave reflections will potentially not affect the behavior of the MP in the first tens of
seconds of the runs. This should be taken into consideration when designing the model test set-up.

5.3. Scaling

Before any model scaling can be done, it is important to have a clear understanding of the scaling laws.
The real situation should be scaled properly, where three factors are considered most important: geometric,
kinematic and dynamic similarity. The typical current/wave-structure interaction situations involve the
Reynolds number, Froude number and the Keuligan-Carpenter number, as mentioned in section 2.3. The
next section elaborates on the advantages and disadvantages of different scaling methods.

5.3.1. Scaling methods

When conducting model experiments in fluid dynamics, it is important to properly scale the various pa-
rameters involved to accurately replicate the behavior and calculate the natural frequencies in full-scale
scenario’s. Two commonly used scaling methods are Reynolds and Froude scaling, each with its own limita-
tions. Careful consideration of the limitations of each method and appropriate adjustments can help ensure
reliable and useful data from model experiments. Scaling factors of important parameters are depicted in
table 5.2 and can be used to choose the most convenient method.

Table 5.2: Scaling conversion factors for different scaling methods

Parameter ‘ Froude scaling ‘ Reynolds scaling ‘
Scaling Preferred Scale | Scaling Preferred Scale

Symbol  Unit factor scale effect | factor scale effect
Angles ¢ [] 1 1 1 1 1 1
Length Linp [m] Al Al 1 Al Al 1
Wave height H [m] Al Al 1 Al Al 1
Wave period T [ms™] | A%S 205 1 A2 A2 1
Wave length A [m] Al Al 1 Al Al 1
Fluid velocity u, [ms™] | A%° 205 1 A1 A7t 1
(Added) Mass m; [kg] A3 A3 1 A3 A3 1
Gravitational forces | F [N] A3 A3 1 1 A3 A3
Viscous forces F [N] ALS A3 ALS 1 1 1
Pressure forces F [N] A3 A3 1 A3 1 A8
Pressure p [Pa] Al Al 1 Al Al 1
Reynolds nr. Re [] ALS 1 A7 1 1
Nat. frequency w, ! f, [ AT08 A705 1 AT08 A2 ALS
Nat. Period T, [s] 205 205 1 205 A2 ALS

From table 5.2, it can be concluded that Reynolds scaling results in undesired scale effects on the gravita-
tional and pressure forces, which is far from ideal. When dealing with a free water surface or waves, gravita-
tional forces become significant and changing the acceleration of gravity is very difficult, if not impossible.
Besides that, this method does not scale the natural frequency properly and can negatively affect the accu-
rate modeling of the behavior of the system. Froude scaling, on the other hand, provides a correct scaling of
gravitational forces, inertia and frequencies. However, this scaling method has its limitations when it comes
to scaling the Reynolds number and viscous forces. This may not cause major issues since the motion will
be primarily driven by inertia and the drag coefficient can be adjusted later on.

In conclusion, the Froude scaling method is chosen as the preferred method. It provides accurate scaling
for several important parameters, considered in this research. Despite these limitations, Froude scaling
remains a valuable tool in fluid dynamics. Therefore, it is the preferred method for conducting the research
and analyzing the system’s behavior.
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5.3.2. Model scale

The model scale should preferably be as large as possible to minimize the scaling effects. The geometric
scaling factor ( A ) should be determined. Proper scaling of the MP depends on careful consideration of
several important parameters, with the weight being the most critical. In addition to weight, the length and
diameter of the MP are also crucial as they impact inertia and viscous forces, respectively. Unfortunately,
suitable thin-walled steel pipes of the required size were unavailable. Although PVC could be considered
as an alternative, its use would significant justification concerning its inertia and may not guarantee an
uniform mass distribution, potentially resulting in inaccurate scaling. Aluminium however, is available in
the right diameter and a wall thickness that resulted in (almost) the correct scaled weight and thus a correct
scaled inertia of the MP within the limits of + 5%. A geometric scaling of A = 56.5 is chosen to achieve the
right diameter of 0.168m for an aluminium pipe with a length of approximately 1.46m. Other parameters
are scaled according to this scale factor, as depicted in table 5.3.

It is also important to note the difference in density between seawater and fresh water. Seawater, with a
density of approximately 1026 kg m~3 at 15°C [5], provides greater buoyancy for floating structures. Fresh
water in towing tanks, roughly has a density of around 997 kg m™2 at 25°C [5]. Accurately accounting for
these density differences is crucial as it directly affects buoyancy, fluid dynamics and the behavior of objects
submerged in water.

Table 5.3: Required parameters of full- and model scale

A =56.5 Symbol Scale factor Fullscale Modelscale Unit
Length MP Linp Al 82.7 1.464 m
Diameter MP Dy AL 9.5 0.168 m
Thickness MP Fmp A 76 1.345 mm
Height of crane tip Pcrane tip Al 153 2.708 m
Mass MP my A3 1480 8.206 t/kg
Mass top-cap (incl. lifting tool)  m; A3 90 0.499 t/'kg
Mass bottom-cap ms A3 40 0.222 t/kg
Water depth h Al 35 0.619 m
Internal water level i Al 0-30 0-0531 m
Submerged length MP Ry Al 0-30 0-0531 m
Gravitational acceleration g 1 9.81 9.81 ms™
Density of sea water Pseal Puw 1 1025 1025 kgm™
Density of fresh water Orresh 1 1000 1000 kgm™
Scaling of Inertia

Accurately scaling inertia is essential in model experiments as it directly affects the dynamic behavior of
the system being modeled. Inertia is a fundamental property of a body and its accurate scaling is crucial for
predicting the system’s natural frequencies. Section D.1 presents the derivation of the inertia of the scaled
model MP. The inertia of the model differs from the desired value by 3.42%. Based on this small difference,
it can be concluded that the inertia of the model is accurately scaled.

5.3.3. Monopile

The most important aspect to scale correctly is the MP, for various reasons explained in section 5.3.2. The
desired values for important parameters of the scaled model are depicted in table 5.4. The actual values are
also presented in the table, indicating the difference with the desired scaled parameters. It should be noted
that these values are based on an aluminum pipe with a wall thickness ¢ = 4mm. This results in a difference
of almost 67% w.r.t the desired parameter. However, the thickness of the aluminum tube results in a weight
of the MP that is significantly close to the desired scaled weight of the MP. Because the weight of the MP has
much more influence to the natural frequency than the thickness, it is an accepted difference.
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Table 5.4: Desired vs. real parameters MP model scale

Parameter Symbol Desired Scale Model Unit Difference
Length MP Lnp 1.4643 1.464 m -0.02 %
Outer diameter MP D,/Dy,, 0.1681 0.168 m -0.08 %
Wall thickness MP Lnp 1.345 4.0 mm 197.37 %
Inner diameter MP D; 0.165 0.160 m -3.29 %
Mass aluminum MP m, 8.206 8.44 kg 2.85%
Mass top cap m; 0.499 0.166 kg -201.01 %
Mass bottom cap mg 0.222 0.214 kg -3.63 %
Weight other components* - 0.22 kg
Total weight of the MP 8.927 9.04 kg 1.25%

* Weight of hinges, target plates (holder) and one magnet

It should be noted that that both the analytical and numerical models do not consider an additional length
associated with the rotation point between the MP and the H-frame. In practice, the hinges that represent
the lifting tool have a length from the bottom to the center of the axis of 15 mm. To accommodate for this
discrepancy, the length of the MP is reduced by 15 mm compared to the desired value. Additionally, this
reduction in length results in a weight reduction of 0.1 kg, bringing the total weight of the MP closer to the

desired value. The mass of the MP is then 8.44 kg, as indicated in table 5.4.

In order to fill of the MP efficiently and ensure control over the internal water
level, the top cap was designed as a ring. Additionally, the bottom cap is closed
and sealed using adhesive material to ensure a watertight connection. To enable
drainage when necessary, a valve is incorporated in the bottom cap. It is important
to note that the bottom cap has a thickness of 18 mm and is not accounted for in
the computational models. In reality, it scaled to roughly 1 m and is considered a
reasonable thickness of the bottom cap. To take thickness into account, the height
of the first internal water level is set to 9 meters. This ensures that the water level
difference is 0 m with a submergence level of 10 m.

Because of the significant thickness of the bottom cap, the internal diameter of the
MP is not accurately scaled, resulting in a smaller volume inside compared to the
desired specifications. However, instead of adjusting the mass directly to compen-
sate for this difference, a decision was made to maintain a zero water level differ-
ence. Scaling the mass in accordance with the desired parameters would result in
an excessively large internal water levels, which could lead to undesired side effects.
Instead of scaling the mass directly, the focus is on maintaining a zero water level
difference. This approach allows for a simpler adjustment in the numerical model,
where the mass can be scaled accordingly. A detailed overview is presented in ta-
ble D.1. Finally, a yellow protective coating was applied to the model to prevent
corrosion caused by its interaction with water, as shown in figure 5.2.

5.3.4. H-frame

The analysis conducted thus far has been limited to a two-dimensional approach.
In order to achieve accurate validation of the 2D models, it is crucial to restrict the
movement of the MP to the y-direction and impose constraints on its yaw motion.
A framework has been constructed to mimic the behavior of the crane cable. This
framework is referred to as the H-frame and can be seen in figure 5.3. The main
disadvantage is that the frame is relatively heavy (2.84 kg), which introduces an
extra mass and inertia term to the system. This needs to be taken into account
during the numerical simulation, to accurately model the dynamics of the system.

Figure 5.2: Model scale
MP
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The connection between the H-frame and the MP is established through the use of two, in-
line hinges with a rotating axis. This configuration introduces two degrees of freedom to the
system, resulting in a double pendulum effect. In order to simplify the system to a single
pendulum, two C-shapes have been designed. These C-shapes are positioned at the bottom
of the H-frame to create a rigid connection and eliminate one degree of freedom.

Lastly, the design of the H-frame enables the adjustment of submergence. Thisis achieved by
moving the rotation point between the frame and the MP up and down. The rotation point is
depicted as the lowest horizontal brace, along with its hinges, in figure 5.3. By lowering this
brace, the submergence increases and the cable length increases, allowing for individual
adjustment during each test.

5.3.5. Support structure

The structure supporting the cranetip is constructed using aluminum profiles. To ensure
a rigid construction that minimizes its influence on the test runs, the U-shaped frame is
supported with braces positioned at a 45-degree angle. This configuration enhances a high
stiffness and structural integrity of the frame during the experiments. Figure D.1 provides a
clear illustration of the support structure, cranetip and the MP suspended from its H-frame.

5.3.6. Measurement instruments

The faculty of 3ME had access to a camera tracking system that could directly measure six
degrees of freedom, including displacement in the x, y, and z directions, as well as roll, pitch,
and yaw angles. The camera tracked black target plates positioned on both the MP and the
H-frame to monitor their movements. This system allowed for easy and precise adjustment
of the initial angles. The target plates were quite randomly positioned on both the MP and
the H-frame, which resulted in a certain offset. Displacements of random points provide
limited information about the displacement of the MP itself. Therefore, it is convenient to
account for this offset during the post-processing stage.

To facilitate the adjustment of the initial angles for the decay tests, electromagnets were used.
These electromagnets were positioned on the U-shaped frame, while their opposing mag-
nets were attached to both the MP and the H-frame. This configuration allowed for precise
control and adjustments of the angles between each test run. Additionally, it was controlled
via the PC on the towing tank by adjusting the voltage, ensuring that both magnets were
released simultaneously.

| =
—

Figure 5.3:
H-frame

To capture and quantify the vertical and horizontal forces exerted at the cranetip,
- J two force transducers were positioned just above this cranetip. These transducers

direction and the lower only measures the forces in z direction.

I analysis of the wave patterns.

are strategically positioned in a rotated configuration, oriented 90 degrees from
each other, as shown in figure 5.4. This configuration allows for compensation
of moments and ensures that the transducers exclusively capture forces in the x-
| | ‘ ‘ } ‘ ‘ and z-direction. The upper force transducer captures the horizontal forces in x-

—] As discussed in section 5.2, the presence of physical boundaries in the towing
T T tank can result in wave reflections, leading to unwanted disturbances in the mo-
tion of the MP. In order to capture the fluctuations in the free water surface and
accurately measure the wave heights caused by these reflections, a wave height
1 measurement tool has been installed. This tool allows for precise monitoring and

L LEEJ —‘ﬂa Finally, each experiment is recorded using a video camera, capturing the entire

test run. These video recordings provide a visual representation of the data ob-
tained during the experiments, allowing for a clearer understanding of the ob-
Figure 5.4: The force served phenomena and the behavior of the system. An overview of the measure-

transducers in the ment tools is depicted in figure D.4 in Appendix D.
cranetip
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5.4. Runs

During the scaled model tests, a series of decay tests were performed to gain insights into the behavior of the
MP. These decay tests aimed to examine the dynamic response in six degrees of freedom of the model under
different circumstances. In this section, a detailed explanation of these decay tests will be provided.The
following parameters will be measured during the model tests:

1. Side-lead angle - ¢,
This parameter will be measured to determine the angle at which the cable deviates from the vertical
axis in the x-z-plane.

2. Inclination angle - ¢,
This parameter will be measured to determine the angle at which the MP deviates from the vertical
axis in the x-z-plane.

3. Displacements of the MP in x-, y- and z-direction
The MP’s displacements in the horizontal plane (x- and y-direction) as well as in the vertical z-direction
will be measured to assess its movements and responses.

4. Forces F, and F, in the cranetip
The forces acting at the cranetip in the x- and z-directions will be measured to assess the dynamic
loads experienced by the crane cable. Measuring the force in the z-direction will provide valuable
insights into the impact of buoyancy on the system. The side-lead force, in the x-direction, will create
a better understanding of the lateral forces exerted on the cable as the angle ¢, increases and can be
used to quantify the side-lead load in the cranetip. It also provides a quantification to the load limits
experienced in the cranetip.

The natural frequencies obtained during the natural frequency assessment in Chapter 3 can be validated
by decay tests. These tests can be divided into three categories: a single pendulum in-line, a double pendu-
lum in-line and a double pendulum out-line system. It should be noted that all tests will be performed for
different internal water levels ( k;,, ) and submerged lengths of the MP ( hg, ). The following tests will be
performed and are visualized in figure 5.5, where ¢, and ¢, are given an initial value.

In order to obtain the desired output data, the following decay tests are executed:

1. Single pendulum - In-line mode
(a) Extreme initial angle ¢,
s ¢ =15°
2. Double Pendulum - In-line mode ( ¢, and ¢, both positively defined )
(a) Extreme initial angles ¢, and ¢,
e ¢,=10° and ¢,=15°
(b) Small initial angles ¢, and ¢,
* ¢, =5° and ¢,=5°
3. Double Pendulum - Out of line mode ( positive ¢; and negative ¢, )
(a) Extreme initial angles ¢b; and ¢,
e ¢$;=10° and ¢,=-15°
(b) Small initial angles ¢, and ¢,
* $ =5 and ¢,=-5°
To ensure the reliability of the results, three iterations are performed for almost every test. Given that the
viscous damping is rather high, the initial tests are conducted with larger angles to capture any significant

effects. Subsequently, the tests are repeated with the smaller initial angles to validate the consistency and
reliability of the obtained data. This approach ensures a thorough analysis of the system’s behavior across
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different test scenarios. Before each test run, two zero measurements were performed to establish a baseline
for the specific run.

Figure 5.5: Sketch of the decay tests 1. S.P. In-line mode 2. D.P. Out of phase mode 3. D.P. In-phase mode

The single pendulum decay tests are performed to identify the damping coefficient of a system with one
single degree of freedom. The double pendulum decay tests will also result in a damping term which is
needed to define the linear damping term in the numerical model. For all decay tests, certain initial angles,
¢, and , ¢, are given to the MP w.r.t. to the vertical while being submerged at a certain water depth. The
starting inclination angle is kept the same in every step of these decay tests. Because of this starting angle,
the MP is left to swing freely in still water.



Model test results

To ensure the reliability of the data, three iterations per test are performed. This approach provides a more
robust dataset, increasing confidence in the observed trends and patterns and ensuring that the conclusions
drawn from the experiments are more reliable and accurate. Moreover, it allows for the detection of any
inconsistencies or discrepancies that may arise during the experiments.

The natural frequencies of the analytical model developed in Chapter 3 will be verified using scaled decay
tests. During the test, the MP is submerged at specific water depths and starting angles. The starting angle
remains consistent across all tests before the MP is released to swing freely. The natural frequency of the
system is affected by the still water both inside and around the MP, as it adds mass and inertia to the system.

6.1. Single pendulum

The single pendulum system was subjected to a series of tests to evaluate its behavior under various scenar-
ios. A test matrix, as shown in figure 6.1, outlines the nine different test scenarios that were conducted. Each
test run was performed three times, resulting in a total of 27 tests. As mentioned earlier, all the tests within
this series focused on a specific set of initial angles, ¢, , = 15°. By keeping the initial angles consistent across
the tests, it becomes possible to compare and analyze the system’s response and behavior under different
conditions. The single pendulum tests are performed to create a first insight in the natural frequency and
damping behavior of a simple pendulum system.

| S.P. test matrix Internal water level hint [m]
Full scale 0 10 20 30
Model scale 0 0.177 0.354 0.531 Iterations Totals

Submerged 13 001'33 A i Z
length MP . e e

20 0.354 X X X 3 9

hsub [m]
30 0.531 X X X 3 9
| Totals:] 27 |

Figure 6.1: Test matrix of single pendulum system

The single pendulum decay response of the pitch angle can be found in the figures E.1 - E.8. The presence
of water in the system leads to a significantly more damped signal. Although the initial angle remains the
same for each run, it is evident that the decay rate of the amplitude is considerably higher when the MP is
influenced by hydrodynamic effects. Furthermore, it can be observed that an increase in buoyancy force,
in combination with the added mass, significantly affects the natural period of the system. The pitch angle
response in figure E.2 exhibits a longer natural period compared to the signal in figure E.1, indicating a
slower oscillation. This behavior is a direct result of the increased buoyancy force, added mass and their
influence on the system dynamics.

44
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Damping

The initial decay test was conducted in the absence of water, both inside and outside the MP. This allowed
for the observation of the system’s behavior under purely dry conditions. By examining the decay response
in air, valuable insights can be gained into the inherent damping characteristics of the system. Figure 6.2 il-
lustrates the decay response of the single pendulum system in air. The response is represented by a decaying
sinusoidal function, where the peaks of the oscillations can be identified.
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Figure 6.2: SP Decay with damping curve fit for h(0, 0) Run 17

One method to obtain the damping ratio involves curve-fitting the measured peaks of the decaying signal,
depicted by the dashed line in the figure. This decay envelope of an underdamped system can be described
by ¢p,e "*. A detailed derivation can be found in Appendix F. The Ordinary differential equation (ODE) for
a decaying angular motion for a cylinder in still water is defined as:

) rad rad

(m+a)p+bd+cp=0 — kgm?- b—+c rad=0 (6.1)

The damping coefficient b is characterized by the unit kgm?s™', while the restoring coefficient ¢ is denoted
in terms of kgm?s~2. It is assumed that the oscillatory motion is an angular harmonic motion with a general
solution in a complex notation, e’®’. Substituting this formulation in equation 6.1 leads to the following
expression:

» iho ¢

(~m+a)w*+ibo+c)pe' =0 — w?- =0
m+a m+a

where m represents the mass, a denotes the hydrodynamic added mass component, b represents the damp-
ing coefficient and c is the restoring spring coefficient of the system. Solving it for w results in the values
for the decay rate, which subsequently leads to the determination of the damping coefficients. The full
derivation can be found in Appendix F. The following formulations for the damping ratio v and the natural
frequency w, are found:

b c

(1) V= 2(m—+a) and (2) Wy = m+a

(6.2)

The damping ratio for each test run is shown in figure 6.3. It is important to note that in each figure illustrat-
ing the damping parameters or frequencies, the test run is plotted against the internal water level ( i;,,) and
submergence level (hg,,) on the horizontal axis. For convenience of writing, the values of these water levels
are represented using the full-scale values, where (f.e.) a full scale value of (10, 20) corresponds to an inter-
nal water level of 0.177 meters and 0.354 meters of submergence on model scale. From this point onward,
these configurations will be referred to as ‘h-configurations’. The blue areas in the figures correspond to
the configurations where a water level difference is present, indicating the configurations with an imposed
buoyancy force. The values shown in this chapter represent the results of the model scale experiments.
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Figure 6.3: Damping ratio v for each test run for a single pendulum system

It is worth noting that the damping ratios for configurations with equal submergence are nearly identical.
This observation becomes evident when examining the figures in Appendix F, as these signals exhibit a sim-
ilar decaying nature. From equation 6.3 for the damping ratio v, the damping coefficient b can be derived
and will be used in Chapter 7 when defining the damping parameters for the numerical model.

b=2v(im+a) (6.3)

In the remaining tests, the MP was subjected to an initial inclination angle of 15° while being submerged
at various water levels. Additionally, different internal water levels were introduced to the MP. The detailed
results of signals with damping can be found in Appendix E1.

6.2. Buoyancy

After completing the single pendulum tests, the experimental set-up was reconfigured to prepare it for the
double pendulum test series. The configuration of the double pendulum system contains two degrees of
freedom associated with the angles ¢, and ¢,.

As the test matrix for the single pendulum system already states, a total of 27 tests were performed. The
initial plan was to test the same configurations of h;,; and h, for the double pendulum system. However,
during the testing of an h-configuration of (0, 20), it was observed that the MP started to deviate from its
equilibrium position much earlier than anticipated. This deviation from equilibrium, which was observed
during the exploratory tests, discussed in Chapter 4, was referred to as the ‘searching phenomenon.’

In order to investigate this phenomenon, additional tests are conducted by manually lowering the MP. The
objective is to determine the point at which the submergence becomes significant enough for the buoyancy
force to exceed the downward weight of the MP, causing it to drift away from its original position. This is
exactly what can be observed from the figures 6.4 and 6.5. These figures depict the x-displacement and cor-
responding z-displacement of the bottom of MP over time. In both runs, the same experiment is conducted
with the same parameters.

Asthe MP is gradually lowered, the submergence level h,, increases over time, resulting in a corresponding
negative increase in the z-coordinate, shown between the green lines in the figures. The sudden increase in
the z-coordinate observed in the graph together with the increase of the x-coordinate, indicates that the MP
is deviating from its equilibrium position. This phenomenon is shown between the red lines in both figures.
This z-coordinate represents the maximum submergence achievable when there is no water inside the MP.
It indicates the depth to which the MP can be lowered into the water while maintaining its equilibrium
position and not drifting away. Note that the MP was already at a submergence level of h,, = 0.177m at
the start of these tests. The rebound that is observed between the red lines of the signal, is caused by the
MP drifting in a positive x-direction and subsequently bouncing back and forth. This motion leads to an
increase in the z-coordinate and a decrease in the x-coordinate of the MP.
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Figure 6.5: x- and z-displacement vs. time when lowering the MP for h;,, = 0 (Run 138)

It is important to consider that the slope of the z-displacement should ideally be around 45° to ensure the
accuracy of determining the maximum submergence. This criterion ensures that the MP is lowered at an
appropriate rate, preventing the negative z-coordinate from becoming too large, too quickly. It is therefore
wise to exclude the negative peak between the black lines in figure 6.4 when determining the maximum
submergence. From the other four peaks in both graphs, the mean z-coordinate for maximum submergence
can be determined by taken the average:

57+61+56+44
+f =73

This average is an absolute value because it represents the displacement of the target plate on the MP. How-
ever, it is representative to determine the maximum submergence based on the average displacement of
73 mm. With a scale factor of A = 56.5, this value translates to approximately X m. Considering the (scaled)
10 meters of submergence the test started with, the maximum submergence before reaching instability is
roughly X meters.

18 [mm] (6.4)
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The analytical model presented in Chapter 3 assumed a perfectly
vertical alignment, where the MP never deviates from its equilib-
rium position. However, in reality, even a slight inclination can
cause the MP to start drifting away when the forces are in equilib-
rium and create a moment around the the rotation point. Figure
6.5 illustrates the relationship between the forces and the resulting
moment. The following set of equations should give more clarity to
which amount.

Xcog = Lcog -sin b,
Xb = Lh . Sin (pz
The moment equilibrium visualized in figure 6.6 then becomes:
Fg ’Xcog =F,-Xp
Fg+Leog - sing, = Fy, - Ly, - sing,
Fg'Lcog:Fb'Lh

The distance from the pivot point to the center of gravity of the MP
(Lcog) is approximated and denoted as 5/8 - 1,,,,,. Additionally, for a
submergence level of 10 meters, the distance from the pivot point
to the point where the buoyancy force is applied (L,) is taken as 15/16 - [,,,,,. This approximation is made
based on the assumption that /,,, is approximately 80 meters, and the point of application is at hg, /2.

Figure 6.6: Visualization of generated
moment around the pivot point

5 _ 15
Fg‘glmp~Fh'Elmp

F,. g ~F, 6.5)
When the buoyancy force is larger than the gravitational forces in the system, a moment is generated and
causes the MP to rotate or deviate from its equilibrium position. From equation 6.5, it can be concluded
that the buoyancy force Fj, needs to be roughly 66.7 % of the gravitational forces to induce instability in the
double pendulum system. To check this conclusion, table 6.1 provides the real and scaled values for the
buoyancy, where the submergence of 10m is provided as reference. Please note that the aforementioned

observations are based on a simplified approximation, intended to clarify the underlying principle.

Table 6.1: Buoyancy requirements for the maximum submergence

Pw , Mass Dy, heup F, F, EIE

[kgm™]  [t/kg] [m] [m] [kN] [kN] b'g
Real 1026 1610 9.5 10* 7134 15794 45.2%
Scaled 997 9.04 0.168 0.177* 38.4 88.7 43.3%
Real 1026 1610 9.5 X X 15794 X%
Scaled 997 9.04 0.168 X X 88.7 X%

* Stable situation  ** Submergence level when deviation from equilibrium is initiated

Based on these calculations, it has been determined that with a maximum submergence of X meters, the
buoyancy force corresponds to approximately X % of the gravitational force, instead of the initially estimated
66.7%. This difference is the results of the previous length approximations. However, it can concluded that
the buoyancy force F;, needs to be roughly between X - Y% of the gravitational forces to initiate instability
in the system. Specifically for this MP, it means that the water level difference between the in- and outside
of the MP, should not exceed X meters when the MP is in a vertical position. This limitation is based on the
consideration of the tension in the crane cable and its impact on the stability of the system. By ensuring
that the water level difference remains below this threshold, the MP can maintain its equilibrium and avoid
drifting or instability.
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6.3. Double pendulum - In-line mode

The initial runs of the double pendulum system focused on testing configurations that
induce the inline mode. Similar to the double pendulum in-line mode, a series of tests
is conducted following the same procedure. The test matrix in figure 6.8 presents an
overview of which tests are conducted. It is important to mention that the test ma-
trix excludes configurations with a water level difference of 20 meters. This decision
was based on the findings discussed in section 6.2, which indicated that the buoyancy
forces becomes to large under this condition. Therefore, the h-configurations (0, 20)
and (10, 30) are considered infeasible for testing and thus excluded from the test plan.

Each test configuration was executed three times, resulting in a total of 21 tests. All
experiments in this series maintained a constant initial angle configuration of ¢p; = 10°
and ¢, = 15°. This consistent choice of initial angles enables effective comparison and
analysis of the system’s response and dynamics across different test scenarios.

Figure 6.7: In-line

mode
| D.P. In-line test matrix Internal water level hint [m]
Full scale 0 10 20 30
Model scale 0 0.177 0.354 0.531 Iterations Totals

0 0.00 3 3
Submerged = ST s 3 =

length MP . X X
20 0.354 X X 3 6

hsub [m]

30 0.531 X X 3 6
| Totals: 21

Figure 6.8: Test matrix of double pendulum system initial In-line mode

Pitch angle

When the system is examined in dry conditions, figure 6.9 demonstrates that it behaves almost like a sin-
gle pendulum. The dominant mode is the low-frequency mode and the signal does not exhibit significant
damping.
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Figure 6.9: Test run - Pitch angle for /(0, 0) (Run 329)

Figure 6.10 presents the behavior of the system with an internal water column of 10m and a submerged
length of 20m. It is evident that the damping is significant and the hydrodynamic effects cause the system to
exhibit more dominant oscillations in both modes. This observation is further supported by the Fast Fourier
Transform (FFT) of figure 6.11, which reveals the increased prominence of both frequency components.
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Figure 6.10: Test run - Pitch angle for /(10,20) (Run 155)
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Figure 6.11: Test run - FFT for pitch motion for /(0,0) (Run 329)

The results of the pitch response and frequencies for the other configurations can be found in Section E.2.
However, due to the dominant presence of the high-frequency mode in these experiments and the high
probability of this mode being excited offshore, further analysis will be conducted on the double pendulum

out-line, high-frequency mode.

6.4. Double pendulum - Out of line mode
The out of line mode is illustrated in figure 6.12. Similar to the double pendulum in-line
mode, a series of tests is conducted following the same procedure.

Pitch angle

The most important parameter that has been measured is the pitch angle of the H-frame,
together with the pitch angle of the MP. The angle ¢, corresponds to the side-lead an-
gle at the cranetip. To find the influence of the buoyancy on the system, the configu-
ration £(0,10) and h(10,10) are shown in figures 6.13 and 6.14 respectively. The signal
demonstrates a well-damped sinusoidal function, in accordance with the expected be-
havior. The presence of the high frequency mode is clear due to the initial angles being
in opposite directions. Subsequently, the system gradually transitions to the first low-
frequency mode and then the oscillations quickly dissipate due to the damping in the
system.

Figure 6.12: Out

of line mode
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Figure 6.13: Pitch angle of DP decay test for /(0, 10)
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Figure 6.14: Pitch angle of DP decay test for k(10, 10)
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As observed, the configuration h(10, 10) shows a significantly more damped response. The next section will

provide further details on the damping characteristics.
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Damping
The initial double pendulum decay test was conducted in the absence of water, both inside and outside the
MP. Figure 6.15 illustrates the decaying response.
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Figure 6.15: Pitch angle of DP decay test in air for 2(0,0) (Run 317)

The plot in figure 6.15 displays two degrees of freedom and thus two signals. Before identifying the peaks
of those signals, it is necessary to separate the response of the H-frame from that of the MP. Figure 6.16
depicts pitch response of the H-frame, including the decaying fitted line. It is important to mention that
the fit being used is intended for linear signals. However, as clearly seen in the figures, the signals exhibit
strong non-linear behavior. Consequently, it should be kept in mind that the application of this particular
method may not yield accurate results due to the non-linear interaction of the signals. The rest of the linear
figures that depict the damping behavior are presented in Appendix E2
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Figure 6.16: Pitch angle of H-frame in air, peak detection and damping

Similar to the determination of damping in the single pendulum system, the damping ratio v is estimated
by fitting a decay envelope to the peaks of the signal. In the case of the double pendulum, separate damping
coefficients Vygame and vy, can be identified, corresponding to the decaying signals of the H-frame and MP,
respectively. Figure 6.17 displays the damping coefficients for each run. The trend appears to be regular,
except for the configurations h(10,10) and k(20,30), where the damping coefficient is significantly higher
compared to the other configurations, which is remarkable. The decaying signal for these configurations
are presented in figures E6 - E11. These test results confirm the the higher damping coefficients because of
the high decay rate of the amplitude of the signals. Note that a high decay rate does not necessarily results in
a high damping coefficient as that also depends on inertia. Furthermore, the results and thus the variations
in the damping coefficients, make it challenging to establish a clear relationship between the decay rate of
the signal and the buoyancy force. The presented figures do not provide direct insight into this relationship.

As said earlier, the logarithmic decrement method is typically applied to signals with linear damping, as
it assumes an exponential decay of the signal. This assumption may not hold for signals with nonlinear
interactions, as they can exhibit complex and irregular behavior. It is therefore important to note that the
accuracy and validity of the results obtained from applying the logarithmic decrement method to these
signals may be limited but it still can serve as a first approximation for the damping coefficients.
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Figure 6.17: Damping ratio vygam and vy, for each test run for a double pendulum system out-line

The damped period of the signal can be determined by averaging a series of periods corresponding to the
number of peaks (7) of the signal, which is set to n = 10 for this double pendulum inline signal.

T, -1,
Ta= =5

1) 2)

Wg =

— and (3) wy;=w,V1-v? (6.6)
Ty

Additionally, both the H-frame and the MP exhibit slightly longer oscillation periods when subjected to
buoyancy. The variations in oscillation periods and frequencies across the runs are depicted in figures 6.18
and 6.19, respectively. The presence of damping in the system lowers the natural frequency by a factor of
V' 1-+v2, asindicated by equation 6.6 (3). The highest damping ratio observed in the system is approximately
v = 0.138, which was measured at a submergence depth of 10 meters. The maximum factor that lowers the

natural frequency is therefore (/1 — (0.138)% = 0.99), close to one. This decrease in natural period due to
the damping, can potentially make a difference when comparing the frequency content of the test runs and

numerical approximations.
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Figure 6.18: Natural period Tyyp,me and Ty, for each test run for a double pendulum system out-line
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An increasing oscillation period T with an increased buoyancy in the system, can be explained by consider-
ing the underlying mathematics of the system. Revisiting the definition of w in equation 3.16 and redefining
it for a compound pendulum results in equation 6.7, in which the natural period depends on its moment of

inertia Ipp.
2
T=om |t _omy [T _ o, | (6.7)
g mgd mgd

where m is the mass of the object, g is the gravitational acceleration and 4 is the distance from the pivot
point to the center of mass of the object. When the buoyancyisincreased, the added mass increases because
of the larger submergence. The inertia of added mass increases as well and from the relation in equation
6.7, the oscillation period increases. The relationship between submergence and oscillation frequency is
inverse: an increase in submergence and thus inertia, results in a decrease in the natural frequency.

g mgd mgd
w=\2 =25 == (6.8)
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Figure 6.19: Natural frequency Wygame and wp,, for each test run for a double pendulum system out-line

Not only does inertia play a role in the variation of oscillation periods, but the buoyancy force also has a
significantimpact. As previously stated in the analytical analysis, the buoyancy force and the natural period
are positively related. The model test results presented in this section further confirm these early findings
outlined in Chapter 3.

6.4.1. Frequency analysis

By performing a Fast Fourier Transform (FFT) on the signals, the distribution and characteristics of different
frequencies present in the signal can be analyzed. The Fourier analysis on the pitch signal without hydrody-
namics effects is considered. Figure 6.20 presents two prominent peaks in both the signal for the H-frame
and the signal of the MP. The first peak observed in the frequency spectrum corresponds to a low-frequency
mode with a frequency of approximately 0.34 Hz. This mode represents the oscillatory behavior of the sys-
tem with a longer period. The second peak corresponds to a higher frequency mode at around 0.96 Hz,
indicating a faster oscillation within the system. The presence of multiple peaks suggests the existence of
multiple modes in the system, each with its own characteristic frequency.
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Figure 6.20: FFT for pitch motion for £(0,0), extreme angles (Run 317)

To validate the frequencies obtained through the analytical approach in Chapter 3, they can be compared
with the frequencies derived from the model experiments. Prior to comparison, the model frequencies need
to be scaled to full scale using the scale factor A = 56.5. As indicated in table 5.2, the frequency scaling is
carried out according to the following relation:

freal = fmodel A0S (6.9)

The natural frequencies for each configuration obtained with both approaches are presented in tables 6.2
and 6.3, for mode 1 and 2 respectively. The model frequencies are highlighted in grey in order to clearly
indicate the difference between the model-scale and full-scale frequencies.

Table 6.2: Analytical model results vs. Model test results - Frequencies Mode 1

Analytical model Model test results Difference
Conﬁguration freal [HZ] fmodel [HZ] freal)x< [HZ] [%]
h(0,0) 0.046 0.335 0.045 3%
h(0,10) 0.015 0.150 0.020 -25%
h(10,10) 0.027 0.219 0.029 -7%
h(10,20) 0.013 0.103 0.014 -5%
h(20,20) 0.021 0.165 0.022 -4%
h(20,30) 0.012 0.090 0.012 0%
h(30,30) 0.018 0.135 0.018 0%

* Model test frequency scaled using eq. 6.9

Table 6.3: Analytical model results vs. Model test results - Frequencies Mode 2

Analytical model Model test results Difference
Conﬁguration freal [HZ] fmodel [HZ] frealﬂ< [HZ] [%]
h(0,0) 0.153 0.961 0.128 20%
h(0,10) 0.077 0.594 0.079 -3%
h(10,10) 0.124 0.781 0.104 19%
h(10,20) 0.075 0.516 0.069 9%
h(20,20) 0.118 0.742 0.099 20%
h(20,30) 0.074 0.477 0.063 17%
h(30,30) 0.112 0.716 0.095 18%

* Model test frequency scaled using eq. 6.9

From both tables, it is evident that the presence of buoyancy in the system results in lower natural frequen-
cies. When comparing the analytical model with the model experiments, it can be observed that the calcu-
lated frequencies are quite accurate. Based on the results of the model experiments, it can be concluded
that the analytical approach for determining the equations of motion was correct.
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Forces in the cranetip

The forces acting at the cranetip can be characterized as F, and F,, representing
the side-lead force and the vertical downward force, respectively. During each
test, the forces F, and F, at the cranetip are measured and can be plotted over
time. Figure 6.22 displays the direction of the forces, F, and F,, for the configu-
ration 1(0,10). The measured forces in each iteration align perfectly, providing
a high level of confidence in the accuracy of the force measurements.

For ease of reference, table 6.4 presents the weights of different parameters that
are suspended from the cranetip. The table includes the mass and corresponding
weight in newtons for each parameter.

Table 6.4: Weights of different parameters suspended from the

cranetip
Parameter Mass [kg] Weight [N] Figure 6.21: Definition of
Monopile 9.04 88.68 Frand F,
H-frame 2.84 27.86
Total suspended 11.88 116.54

Section E.3.2 provides a verification of the additional mass of the water column. The amount of mass added
to the system determines the magnitude of the resulting upward buoyancy force. The conclusion drawn
from this verification is that the water column was accurately included in the system.
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Figure 6.22: Forces in x- and z-direction for £(0, 10)

The forces in the cranetip can be divided into two components: a static component and a dynamic com-
ponent. The static component represents the weight of the system when it is at rest. From the information
provided in Figure 6.22, it can be observed that the horizontal force F, is nearly zero, while the vertical force
F, is measured to be 82.4 N. If the dynamic part is examined, the oscillations in the measured forces, the
minimal F, and the maximum F, are not representative because these are the forces measured just after the
system is set in motion. This means that unwanted side effects during release can influence this magnitude
of the force. The maximum F, and minimal F, in the figure is therefore used as reference.

Figures 6.23 and 6.24 provide a visual representation of the relationship between the oscillations in the pitch
angle and variations in the magnitudes of the forces. It should be noted that the peaks immediately after
the release are disregarded due to their unrealistic representation, attributed to the high initial angles and
accelerations. In both figures, the highest considered peak is denoted by the red dot ®, while the blue dot ®
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represents the subsequent peak. Considering the absence of initial angles, positions, and a release during
full-scale operations, the subsequent peaks represented by the blue dots are considered representative of
the expected forces.
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Figure 6.23: Two maximum forces in x-direction including the pitch angle for (0, 10)
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Figure 6.24: Two minimal forces in z-direction including the pitch angle for £(0, 10)

Furthermore, the translation of the forces in x- and z-direction in the cranetip to full-scale values is accom-
plished using the scale factor A = 56.5. The expected maximum F, and F, in the cranetip at full scale for
each configuration is presented in table 6.5. It is important to consider that the magnitudes of these values
include the weight of the H-frame, which significantly contributes to the overall force. The weight of the
H-frame is scaled to 512t on a full scale, whereas in reality, it is roughly Xt. In the current analysis, it is nec-
essary to apply a correction to the measured forces in order to account for the contribution of the H-frame.
This correction involves subtracting the weight of the H-frame from the measured forces and then scaling
it to full-scale values. Additionally, to obtain the full-scale forces at the cranetip, the full-scale weight of the
crane cables should be added to the scaled forces. By following this procedure, the analysis will provide ac-
curate full-scale forces in the cranetip, taking into consideration the effects of the H-frame and crane cables.
The model forces need to be scaled to full scale using the scale factor A = 56.5. As indicated in table 5.2, the
scaling of forces is carried out according to the following relation:

Freal = Frnodel * A (6.10)

Table 6.5: Maximum forces in the cranetip corresponding to the 2"¢ peak ® for large initial angles

¢, =10°, ¢, =-15° Model scale Full scale* Full scale*
Configuration F, F, Unit F, F, Unit F, F, Unit

h(0,0) 246 1654 N 4437 25082 kN 452 2557 t

h(0,10) 11,0 1004 N 1984 13358 kN 202 1362 t
h(10,10) 17,8 159,2 N 3210 23963 kN 327 2443 t
h(10,20) 12,1 996 N 2182 13214 kN 222 1347 t
h(20,20) 19,0 167,6 N 3427 25478 kN 349 2597 t
h(20,30) 10,2 100,0 N 1840 13286 kN 188 1354 t
h(30,30) 15,6 172,0 N 2814 26272 kN 287 2678 t

* Excl. weight of the H-frame. Incl. weight of the full scale cable (= Xt)

Itis worth noting that these maximum forces are observed for relatively large initial angles. The initial angles
of 10° and -15° may result in overly conservative maximum forces. In order to provide a comprehensive anal-
ysis, these tests are also conducted with smaller initial angles to facilitate a comparison of responses. The
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maximum forces in both x- and z-direction are determined for model scale and for full scale and presented
in table 6.6.

Table 6.6: Maximum forces in the cranetip corresponding to the 2" peak ® for small initial angles
¢, =5°,¢,=-5° Model scale Full scale* Full scale*
Configuration F, F, Unit F, F, Unit F, F, Unit

h(0,0)** - - - - - -

h(0,10) 4,6 849 N 830 10562 kN 85 1077 t
h(10,10) 10,3 1249 N 1858 17777 kN 189 1812 t
h(10,20) 6,0 809 N 1082 9841 kN 110 1003 t
h(20,20) 8,7 1250 N 1569 17795 kN 160 1814 t
h(20,30) 5,2 789 N 938 9480 kN 96 966 t
h(30,30) 8,7 1243 N 1569 17669 kN 160 1801 t

* Excl. weight of the H-frame. Incl. weight of the full scale cable (= Xt) ** Data not available

As shown in table 6.6, it is clear that in the absence of induced buoyancy, the maximum absolute forces are
highest. From the table, it can be observed that the side-lead force is significantly smaller when the system
experiences buoyancy. This observation is convenient as it should increase the workability of such opera-
tions. The values corresponding to the red peaks as depicted in figure 6.23 and 6.24 for every configuration,
are stated in tables E.1 and E.2.

The maximum vertical force observed in the case of buoyancy, is significantly smaller than without buoy-
ancy. This indicates that the presence of buoyancy effectively reduces the vertical load suspended from
the cranetip. Table 6.7 presents an overview of the forces measured in the cranetip as a percentage of the
maximum allowed loads according to the crane manual.

Table 6.7: Forces experienced in the cranetip as percentage of maximum allowed forces

Max. allowed loads Crane Radius Load
Max. Side lead load - X t
. Xm X t
Max. Vertical load Xm Xt
Measured loads in model tests % of max. side-lead load
Side-lead load Without Buoyancy 160-190 t X-X
With Buoyancy 85-110 t X-Y
% of max. vertical load
atR=Xm atR=Xm
Vertical load Without Buoyancy 1800 - 1810 t X-Y X-Y
With Buoyancy 960-1080 t X-Y X-Y

From table 6.7, it is evident that the presence of buoyancy in the system significantly reduces the side-lead
load. The load in horizontal direction, under the influence of buoyancy, is approximately X% to Y% of the
maximum allowed side-load in the cranetip. When considering the vertical load limits of the crane, it is
important to analyze the case where the crane operates at a radius of Xm. Here, the maximum allowed load
is significantly less than at an operating radius of Xm, indicating the governing scenario. In this case, when
the system experiences buoyancy, the maximum vertical load is reduced to approximately X% to Y% of the
maximum allowed vertical load in the cranetip.

This reduction in both the horizontal and vertical direction highlights the effectiveness of buoyancy in mit-
igating the forces exerted on the cranetip, ensuring that they remain within safe limits.
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Displacements

To track the trajectory of the decaying MP, the displacements in the y- and z-directions can be plotted
against the x-displacement. Figure E.39 visualizes the paths of both the H-frame and the MP. It is notewor-
thy that the MP itself exhibits a relatively large deviation compared to the H-frame. In other words, there is
a significant difference in the y-displacement between the top and the bottom of the MP. This observation
suggests the occurrence of vortex-induced motions when the MP is submerged, potentially contributing
to the observed deviations. The significant displacements in the y-direction of the MP were previously ob-
served during the exploratory tests described in Chapter 4. Furthermore, it is observed that in the absence
of induced buoyancy, the displacements in the y-direction are considerably larger compared to when the
system experiences buoyancy. This observation suggests that the presence of buoyancy in the system sig-
nificantly reduces motions in y-direction.

Yaw and Roll angles

In addition to the pitch angle, the roll and yaw angles were also monitored during the model experiments.
While the pitch angle is of primary importance for this research, examining the roll and yaw angles can
provide insights into any unintended side-effects of the decay tests. For the purpose of this analysis, the
configuration £(10, 10) is considered, as the eigenfrequency of the system in roll and yaw was specifically
tested in this configuration.

Figure 6.25 presents the test results of the previously mentioned angles when the system does not experi-
ences a buoyancy force. While the pitch angle has already been discussed, the response observed in roll and
yaw angles can be examined. The roll angle, denoted by 8, reaching approximately +1.0° may not be consid-
ered substantial. However, the yaw angle v, reaching angles of approximately +5°, is relatively significant.
Both angles require further investigation.
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Figure 6.25: Displacements in x- and z-direction for %(10, 10) (Run 207)

Roll

The roll angle demonstrates a distinct oscillatory pattern with potentially one single frequency. It exhibits
an initial growth within the first five seconds, followed by a subsequent decay. This observation suggests two
possible explanations: the presence of vortex-induced motions or the activation of the system’s eigenmode
in the roll degree of freedom during the decay test. To test the latter case, the system was given a roll angle
0 = —0.2°, shown in figure 6.26.
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Figure 6.26: Roll angle when given a certain initial angle 6 = 0.2° for /(10,10) (Run 207)

The damped signal has a natural damped period T; = 0.95s. In order to compare this result with the test
run, the frequency f, = Ti is needed. For this particular roll signal, the frequency is estimated as fy = 1.06

Hz. Figure 6.27 displays the FFT of the signal.
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Figure 6.27: FFT for roll motion for k(10, 10), extreme angles (Run 207)

Since the system is relatively rigid in roll motion, the roll angles of both the H-frame and the MP align per-
fectly with each other. As a result, the FFTs of both signals show a similar pattern, with a prominent peak at
the same frequency of 0.79 Hz. A frequency of 1.06 being close to 0.79 does not provide certainty that the
observed oscillations in roll direction are due to resonance of the eigenfrequency of the H-frame.

Yaw

The observed signal of the yaw angle in figure 6.25 suggests that the system experiences oscillations with
potentially two or more frequencies around its z-axis. In a similar manner to the decay test for the roll
motion, the decay test was also performed to investigate the behavior of the eigenmode in the yaw motion.
Figure 6.28 illustrates the response of the system during this eigenmode decay test.

0.4
—— Yaw angle H-frame - Run 215

> 0.2 " Yaw angle MP - Run 215

% A ““ AN | ANARARAARS L

= oo ————— LML ILTHTETRATAATLPATATAY ! ANAAAAAAANNAANANANANNNNNNMANNANAA

[0} ‘ ‘ M Ll ' V

— ! “‘ 0y ,vv

2 e ‘ ine =10 m, heuo = 10 M, 91,0=0°, @2,0=0°

< -0.2 ‘

-0.4

Time [s]

Figure 6.28: Yaw angle when given a certain initial angle ¢ = —4° for h(10, 10)

The damped signal has a natural damped period T, ~ 0.28s. To make a comparison between the decay test
and the eigenmode decay test for yaw motion, the frequency f,, = TL,, =3.52 Hzis determined. The FFT of the
yaw motion of the test run in figure 6.29 depicts two prominent peaks and two less prominent peaks. The
peak corresponding to 3.10 Hz, is significantly close to the eigenfrequency in yaw direction of the system.
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Figure 6.29: FFT for yaw motion for (10, 10), extreme angles (Run 207)

The peak at 1.57 Hz can be interpreted as a possible 2" harmonic of the roll frequency. In this case, the fre-
quency of the roll oscillation is 0.79 Hz and multiplying it by 2 yields 1.58 Hz. The proximity of the observed
peak at 1.57 Hz to the 2"¢ harmonic of the roll frequency suggests a potential relationship between the two
frequencies.

The less prominent peak at 4.74 Hz cannot be explained by looking at the roll or pitch oscillations. A phe-
nomenon that is assumed to be present in the oscillatory system is sloshing. As discussed in section 2.4, the
sloshing frequency of an internal water column depends on the ratio of the diameter of the cylinder and
the height of the internal water column. The predicted natural frequencies on full-scale are stated in tables
2.3 and 2.4 for the first and second mode, respectively. For convenience, the values for the configuration of
h(10,10) are revisited and presented in table 6.8. The scale factors for frequencies and periods are A7%% and
A% respectively, as stated in table 5.2.

Table 6.8: Predicted sloshing frequencies w,; and w,, on full scale and model scale with A = 56.5, h;, = 10m

A =56.5 Full scale Model scale Full scale Model scale Unit
Dyp 9.5 0.168 Dyp 9.5 0.168 [m]

Rine 10 0.177 Rint 10 0.177 [m]

w1 1.949 14.650 Wy 3.318 24.940 [rad s7!]
T, 3.224 0.429 T» 1.894 0.252 [s]

fi 0.310 2.330 fiz 0.528 3.969 [s7Y]

As shown in the table above, the first mode of the natural sloshing frequency on model scale would be f;; =
2.33 Hz. Interestingly, this specific frequency is not directly visible in the FFT analysis of the yaw signal, as
depicted in figure 6.29. However, the second harmonic, which is twice the fundamental frequency, corre-
sponds to a natural frequency of f;;_, = 4.66 Hz. This value closely aligns with the observed frequency peak
in the FFT analysis of the yaw angle. The close alignment between the sloshing frequency and the frequency
observed in the FFT analysis suggests a potential relationship between these two phenomena. To further
verify the analysis of sloshing frequency, a series of decay tests were conducted where the initial angles were
much smaller, with ¢; = 5° and ¢, = -5°. The FFT of the yaw motion is plotted in figure 6.30.
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Figure 6.30: FFT for yaw motion for /(10, 10), small angles (Run 272)

The relatively small initial angles of the double pendulum lead to lower velocities of the system, suggesting
that sloshing may have less influence compared to high-velocity situations. The absence of the peak at
approximately f,, ~ 4.74 Hz confirms this hypothesis and that this frequency thus is likely related to the
sloshing frequency. However, the approximation of the sloshing frequency is valid for cylinders with large
diameters. Scaling the frequencies determined in the full-scale scenario to a smaller model-scale cylinder,
may lead to inaccurate results. The validity of this scaling method should be noted, considering the potential
uncertainties associated with the scaling process.

The excessive oscillatory motion in the yaw direction, as shown in figure 6.25, is consistently observed in
every other experiment conducted with the double pendulum out-line system. An explanation for this ob-
served yaw motion is potentially related to the x- and y-displacements. Figure 6.31 illustrates the x- and
y-displacements of the top of the MP, while the green line represents the measured yaw angle of MP. The
x-displacement is scaled with a factor 5 to analyze the phase difference of the signals.
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Figure 6.31: x-, y-displacement and yaw angle of top MP vs. time for /(10, 10) (Run 207)

In an ideal 2D system, the y-displacement should be zero but as can be seen from figure 6.31, it oscillates
for a certain amount of time and reaches values of 20mm. The y-displacement likely generates a moment
around the x-axis and combined with an oscillating x-displacement, it generates yaw oscillations of the MP.
The largest yaw angles correspond to large positive x-displacements and large negative y-displacements or
vise-versa. This is clearly visible in figure 6.32.
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Figure 6.32: x- vs. y-displacement including yaw angle of bottom MP for k(10, 10), extreme angles (Run 207)

The figures for all configurations can be found in Appendix E.3.3. The large observed yaw angles are po-
tentially caused by a notable offset of the top of the MP in both the x- and y-directions. To validate the
hypothesis that high yaw angles are a consequence of the high x-y offset, the x-y displacement plot of the
double pendulum system with small initial angles is examined in Appendix E.3.3. It can be concluded with
smaller initial angles, the yaw oscillations of the MP become significantly smaller. Additionally, the ob-
served y-displacements are not attributed to any misalignment in the setup.

6.4.2. Vortex induced motions

To investigate the presence of vortices, the frequency content of the y-displacement is analyzed. The shed-
ding frequency of vortices is influenced by various factors, including the Strouhal number, maximum cur-
rent velocity and cylinder diameter. The FFTs of the y-displacement of each configuration are presented in
Appendix E.3.4. Given the relatively consistent Reynolds number across different configurations, a Strouhal
number of 0.2 is assumed, as can be found in figure 2.7. The maximum velocity of the MP relative to the wa-
ter is determined and is used to calculate the vortex shedding frequency for each configuration (see eq. 2.7).
The results are presented in table 6.9.

Table 6.9: Max. velocity of object w.r.t. fluid, Reynolds nr. and vortex shedding frequency for each configuration

Max. Velocity MP Reynolds number Vortex shedding frequency

Configuration u,, [ms?] Re [-] (-10%) f, [Hz] (model-scale)
h(0,10) 0.356 5.98 0.424
h(10,10) 0.404 6.78 0.481
h(10,20) 0.226 3.79 0.268
h(20,20) 0.312 5.24 0.371
h(20,30) 0.321 5.40 0.382
h(30,30) 0.376 6.32 0.448

The analysis leads to the conclusion that the calculated vortex frequencies cannot be directly correlated
with the observed frequency content of the model experiments. However, further data analysis is required
to definitively determine the presence or absence of vortex-induced motions.

6.5. Reliability

As said, the ensure the reliability of the results, three or at least two iterations per test run have been per-
formed. Figures E.63 and E.64 present the results related to the various iterations within a specific test run.
It can be concluded that each iteration of every specific test shows a high degree of similarity and alignment.
When iterations align, it indicates that the experiments yield consistent and reproducible outcomes. The
alignment between the runs suggests that the consistency of the test runs is of good quality, indicating that
the results can be considered reliable.
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6.5.1. Uncertainties

It is assumed that the experimental setup is rigid and provides a stable foundation for the experiments.
However, the stiffness characteristics of the experimental set-up can introduce resonant frequencies that
may affect the system’s dynamics. The supporting structure can have natural frequencies that coincide with
the frequencies of the system’s motion. When these resonant frequencies align, it can lead to unwanted
vibrations and oscillations, potentially amplifying the response of the system.

It is essential to ensure proper alignment of the double pendulum to maintain the intended motion and
minimize any undesirable effects on the system’s behavior. However, misalignment in the x-z plane can
have unintended side effects on the system. This misalignment can cause deviations from the desired mo-
tion and introduce additional forces and moments that may impact the system’s response.

The force transducers are calibrated prior to the experimental phase, which is essential for ensuring accurate
and reliable measurements. Calibration involves comparing the output of the transducers against known
reference forces or weights, allowing for adjustments or corrections to be made in order to obtain accurate
measurements. It is expected that because of accurate calibration, the error is minimal.

Variations free water surface can affect the buoyancy forces and drag forces acting on the system. Regular
monitoring and adjustment of the water level and thus maintaining an equal submergence across different
experimental runs, help ensure consistent testing conditions and reliable data comparisons. While there
may be a minor margin of error in determining and maintaining a constant water level, its impact on the
overall results is considered negligible.

6.6. Conclusions

As observed the exploratory tests, the MP started to drift away from its equilibrium and initiates instability
in the system. This was observed for a certain level of submergence and thus a waterlevel difference between
the in- and outside of the MP. This waterlevel difference was estimated to be roughly X meters on full scale
for this specific MP. This means that buoyancy force needs to be roughly X-Y% of the gravitational forces to
initiate this instability. These values should serve as the maximum values for the buoyancy force.

The determination of whether the side-lead angles will be exceeded is challenging due to the high initial
angles given to the system. However, the limiting factor is the measured vertical and horizontal forces at
the cranetip, which are scaled to a full-cale scenario. The inclusion of buoyancy in the system results in
a significant reduction in the side-lead load, reaching approximately X%-Y% of the maximum allowable
load in the horizontal direction, which is nearly half of the load observed without the presence of buoyancy.
Additionally, the vertical forces are reduced to approximately X%-Y% of the maximum vertical loads. The
presence of buoyancy effectively reduces both the vertical and horizontal forces experienced in the cranetip.
Furthermore, the presence of buoyancy leads to a significant lower natural frequency of the system.

The examination of the test results identified that the decaying motion of the pitch angle resulted in signifi-
cant oscillations in roll and yaw-direction. The frequency analysis gave insight in the frequency content of
the yaw signal, where four frequency peaks were identified. One peak related given initial angle and one
related to the second harmonic of the roll signal and one of the pitch signal. The smallest peak frequency
suggests the presence of the second harmonic frequency of the sloshing mode but this phenomenon needs
to be further analyzed.

These excessive yaw angles are consistently observed throughout each test run. Upon examining the dis-
placement of the MP in the x- and y- direction, it was found that the greatest yaw angles coincided with the
largest x-y offsets. This suggests that the combination of a significant y offset and motion in the x-direction
generates a moment that leads to the formation of the yaw angle. While the x-displacement is a result of
the decaying motion, the offset in the y-direction is attributed to a potentially different phenomenon, such
as vortex-induced motions. However, this is a suggestion that requires further investigation.

The damping coefficients can be estimated using a linear approach, although it is uncertain whether this
method is suitable for signals with non-linear interactions. In this research, it is primarily used as an ap-
proximation for the damping present in the system.



Numerical model

Numerical modeling is a valuable tool for investigating complex engineering systems. By using mathemati-
cal algorithms and computer simulations, numerical models provide a detailed understanding of a system’s
response under various conditions, enabling for optimization and predictions regarding the system’s be-
havior. This chapter elaborates on the method used for the model made with Python and focuses on the
implementation of damping and the definition of inertia. Finally, the results will be discussed in Chapter 6
and compared to the experimental results from Chapter 5.

7.1. Method

Lagrange’s method is previously introduced as a verification of the principle of virtual work in Chapter 3,
section 3.6. In order to create a numerical model to describe the system, Lagrange’s method is revisited,
followed by verifying the derived equations of motion using Newton’s second law of motion. If Newton’s
method yields the same equations of motion, Lagrange’s equations of motion will serve as the basis for the
numerical model. It is important to note that the system being considered for this verification has been
simplified to only include two particles, namely m, and m, with corresponding lengths /; and /,. This sim-
plification has been made to ensure that the derivations remain clear and easy to comprehend, while still
preserving its principle. Figure 7.1 shows the simplification and the definitions of the parameters used.
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Figure 7.1: 1: The system converted to a simplification  2: The system represented as point masses
3,4: The system including two particles m, and m, and angles ¢, and ¢,
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Lagrange’s method
Equations 7.1 and 7.2 are the equations of motion derived with Lagrange’s method for only particles m; and
m, with lengths [; and L,. The full derivation can be found in Appendix A.4.

EoM, = I§(my + my)y + 1, (my15) by cos () — ) + 1 (M 1) 5 sin Py — py) + [y (my + my) g sin () =0
(7.1)
EoM, = m, [3h, + 1, (m, 1) by cos (g — ) — L (M, L) b7 sin (g — p,) + (m, 1) g sin () = 0 (7.2)

Newton’s method

Newton’s Second Law of Motion, as formulated by Sir Isaac Newton, states that the acceleration of an object
is directly proportional to the net force acting on it and inversely proportional to its mass. Mathematically,
this can be expressed as done in equation 7.3, where F represents the net force applied to the object, m
represents the mass of the object and a represents the resulting acceleration of the object. A clarification
on the principle of this principle can be found in section 3.3.2.

F = ma = m¥ (7.3)

The use of Newton’s second law of motion results in the equations of motion 7.4 and 7.5 and can be easily
compared to the ones derived with Lagrangian:

EoM, = (my + my) [{y + 1, (my L)y 08 (¢ — ) — Iy (mp L) 5 sin (b — ) + 1 (my + mp)g singgy =0 (7.4)
EoM, = my 5, + 1 (my L)y €08 (pp = py) + Iy (mp 1) sin (¢ — ¢y ) + my Lo g singp, =0 (7.5)
These equations of motion are derived for only particles m, and m, with lengths [, and I,. The full derivation

of these equations can be found in section B.3.

Conclusion

By verifying the equations of motion obtained from Lagrange’s method with Newton’s second law of motion,
any errors or inconsistencies in the derived equations can be identified and corrected. This verification
process is crucial in ensuring that the numerical model accurately represents the system being analyzed.

The equations of motion 7.1 and 7.2 derived with Lagrange’s method are stated below.

llz(ml + mz)(ﬁl + ll(mzlzﬁb.z cos (¢ — ¢p,) + ll(mzlz)¢22 sin (¢ — ¢,) + 1 (ml + mz) gsin(¢) =0
My 13, + 1, (my 1)y cos () — ) — 1 (my 1) PF sin () — b)) + (my L) g sin () =0

Applying the trigonometric rules stated below to equations 7.4 and 7.5 yields identical equations of motion
for Newton’s method compared to the equations obtained through Lagrange’s method.

sin(¢, — ¢,) = —sin(p; — ¢,), cos(h, — ;) = cos(¢p; — ds)

(my + mz)l12951 + 1y (myly) by cos (¢ — ¢y) — ll(mzlz)(ﬁzz sin (¢, — ) + 1 (my + my) g sing; =0
My 5y + 1, (my 1) Py cos (¢ — y) + I (my L) PF sin (¢ — y) + mylrg sing, =0

It can be concluded that Lagrange’s method is a valid method to derive the equations of motion of this
system. The derivations done in Appendix A.4.1 and A.4.2 show that additional components in the system
can be easily added to the set of equations. This method will therefore be used for the numerical model as it
is the most convenient one to describe a system with two degrees of freedom, such as the double pendulum,
including inertia.

7.2. System characterization

As said, the Lagrangian is used as a basis for the numerical model. Figure 7.2 provides a visualization of the
system, including all the components already considered in the analytical model, discussed in Chapter 3.
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Figure 7.2: 1: The system converted to a simplification 2: The system represented as point masses
3: The system including all components with degrees of freedom, ¢, and ¢,

Equations 7.6 and 7.7 form the basis for the equations of motion of the system.
EoM; = J,, §1 +J B €08 (y — ) + ] b3 sin (b — ) + gy sin () = 0 (7.6)
EoM, = J;, b, + ] by cos (¢ — ¢,) — I, $F sin (¢ — ) + pp sin () =0 (7.7)

To include all components in the equations of motion (eq. 7.6 and eq. 7.7), it is found that only the values for
parameters J,, , J,, J;, t and p, do change. This substitution of parameters is explained in Appendix A.4.2
and is convenient for expanding the numerical model. The aforementioned parameters are then defined as
follows:

Jp, = 1§ (my + my + my + my, + m,) Iy, = myl3 + msl + mlntlmt +myls+ ) + Jine + o

]x = ll (mZZZ + msg l3 + mintlint + nmgy la)

= 1 ((my + my + mg + myy, ) g — Fp) po = (Myly + mgls + My Lin) § — Fyl,

In order to achieve a better understanding of the significance of these parameters, the system of differential

equations can be represented as M®+K ® = 0. This equation describes the free undamped oscillations with
a certain frequency as stated in equation A.19:

- b : t Ty b
MO+KdP=0 with o= SO 1 L+
0 L T, | |®2 0 .Uz

M= Jor  Jx| _ 2 (my + my + my + My, + my,) L (myly + mgly + my L + myl,)

]x ]gbz ll (mz lz + mSIS + mintlint + mg la) ni, lZ + m3l + mmtllznt + mg, 12 +]2 +]int +]a

lk= H O]:[ll((ml+m2+m3+mint)g_Fh) 0 ]

0 0 (moly + myly + My L) § = Fpl,
b= (Pl] = [(P” sin (wt)

b, by

(7.8)
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This set of equations of 7.8 still does not contain any damping terms, which are quite significant in reality.
Section 7.4 elaborates on the damping present in the system and how to implement it into the equations
of motion. First, the inertia components in the system are identified, as they are required to determine the
damping coefficients.

7.3. Inertia

Throughout the research, it is assumed that the crane cable with
length [;, has no weight contribution. However, when constructing
a scaled model, the cable (represented as the H-frame) does have a
mass, denoted by myqame. 1he inertia of the H-frame of the scaled
model is taken w.r.t. the rotation point in the cranetip, as visualized
in figure 7.3. Note that the length of the H-frame extends beyond the
second rotation point. As a result, the actual length /j5.,. is slightly
longer than the length of the cable, which leads to a larger contribu-
tion of inertia in the system. The inertia components used in the equa-
tions of motion are stated in equations 7.9 - 7.12.

1 2
]Hframe = E Myframe lerame (7-9)
MHframe &

1 2

b= EmZZmp (7.10)
1 Figure 7.3: Simplification of the

Jint = — My hizm (7.11) contribution of the inertia of the

12 H-frame
1 2

]a = Emahsub (712)

The inertia of the system is validated by fitting the numerical model with the data acquired from the model-
scaled experiments. The total inertia in the system, is divided into two parts: the inertia of the H-frame
corresponding to the first DoF and the sum of all the inertia components corresponding to the second de-
gree of freedom. To create an insight of the contribution of inertia to the system, a visual representation is
provided in Appendix G.2. It is important to note that the inertia terms presented in this visualization are
not directly used in the numerical model. Instead, they serve as a tool to gain insights into the contribution
of inertia to the system.

The addition of inertia of the H-frame results in a change of the constant parameters J; , J,,, Jx, 1 and fi,.
The following set of equations is then used in the numerical model, as derived in section A.5.

1
_ 2 _ 2 2 2 2
Jp, = Iy (i Myframe + My + My + Mg + My + ma) Hame  Jp, = Maly + mgly + myg I+ mglg + b+ Jin +,
Jo = L (myly + mgly + my Ly + my 1)
1
=1 ((Emllframe +my+my+mg+ mint) g§- Fb) o = (Myly + myly + My L) § = Fpl,

where the red components are added to the equation as a result of the extra mass and corresponding inertia
of the H-frame/cable. A detailed derivation of the modified equations of motion can be found in Appendix
A.5. Note that while the weight of the cable changes over time on the full-scale system, as the MP is lifted.
On model scale, the weight of the H-frame is considered to be constant.
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7.4. Damping

Damping in a system refers to the dissipation of energy from
the system, which leads to a decrease in the amplitude of os-
cillations or vibrations over time. Damping can be caused by
a variety of factors, such as friction or viscosity, depending
on the nature of the system. The damping coefficient is a key
parameter that characterizes the damping behavior of a sys-
tem and quantifies the rate at which energy is dissipated. In
offshore operations, the following damping terms are consid-
ered:

— Air resistance
— Viscous drag due to surrounding water
— Linear damping components

The effect of air resistance is assumed to be negligible com-
pared to the viscous drag acting on the MP. It will therefore
not be taken into account in the formulations for the numeri-
cal model.

Viscous drag arises from the interaction between a moving ob-
ject and its surrounding fluid or medium. It can be modeled
using a linear relationship between the velocity of the object
and the opposing force of the fluid. In order to accurately de-  Figure 7.4: System including drag force F,
scribe the behavior of a system that is subject to viscous drag,

it is essential to account for this damping effect in the system’s equations of motion. Neglecting the effects
of damping terms can lead to unrealistic predictions of the system’s behavior.

To account for the viscous and linear damping in a system that is described using Lagrange’s method, the
Rayleigh dissipation function can be introduced. This function describes the amount of energy that dis-
sipates in a system because of internal friction or other dissipative processes, such as energy loss due to
viscous drag. By including this term in the Lagrangian, the equations of motion can be derived that take
into account the loss of energy and accurately describe the behavior of the system.

Mathematically, the Rayleigh dissipation function D can include both linear and quadratic terms, as well as
higher-order terms, depending on the system properties. The quadratic form of this function is often used
in physical systems where energy dissipation is proportional to the velocity squared, such as in systems with
viscous damping. The general dissipation function is defined as follows:

D= d¢ uj"“ (7.13)
and results in the following Lagrangian formulation:

d [oL 0L 0D
( ) =Q; for q; = b1, b, (7.14)

dar\og,) " oq, 04,

7.4.1. Viscous damping

The dissipation or the energy loss in the system partly consists of the drag force acting on the monopile. The
drag force in this case is defined in equation 7.15 and contains a quadratic velocity term. This means that
the drag force is proportional to the square of the velocity: v°.

1 2 1 2
Fy= > Cp PauiaApV” = > Cp PauiaApV (7.15)
where Cj, is the drag coefficient, pluid is the density of the fluid, A, is equal to the projected area of the MP

subjected to viscous drag and v is the velocity at which the point of application of the drag force moves. This
point is defined as /; and is the distance from the p.o.a. to the CoG of the MP. Every parameter can then be
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assumed constant except for the velocity term. The velocity dependence in the dissipation function should
be quadratic, so n = 2 in equation 7.13. With n =2 and ¢ = %pw CpA, and only one dissipation j to account
for in this case, the dissipation function becomes:

1

Z]} = cv*l =

1
2+1 3

1 3
I’l+1 ( CDpw ) EprDApv (7-16)

with v = I;¢, gives the following expression for the dissipation function D as a result of the viscous drag.

oD oD oD oD 0 1 -
“og 0 and o= CpA, (1 ~0uCpA, (1as)’ 7.17
0, of " 04 oy 6¢2( putp ”(d"’z)) 2 PuwCoy (lae) L (717)

Using the expression for the drag force in equation 7.15, the following expression for dissipation is retrieved:

oD

1
64) prDA La|Laa| Laths = ¢ | Lagho| Lughy (7.18)

where ¢ = %pw CpA, and the other parameters do not change. If the definition for the dissipation is taken
into consideration and put into the extended Lagrange equation stated in equation 7.14. Equations of mo-
tion 7.6 and 7.7 will be extended with the these viscous damping terms. The equations of motion then
become:
EoM, =]¢1<251 +Jy 5 COS (b — ) + I, P sin (py — ) + gy sin (¢py) = 0 (7.19)
EOM, =, By + 1, 08 (1 — ) =, G sin (9 = ) + oI @) + ¢l |Laghs| L, =0 (7.20)

The system of equations then becomes:

]¢1
Je ]‘Pz

G|, 0 0
o, 0 Cl?g“d(/’zl

Viscous damping matrix

i O |¢|_ |0
1o Hz] %]‘H (721

7.4.2. Linear damping

Linear damping is a fundamental aspect of physical systems characterized by the presence of a damping
force directly proportional to the system’s velocity. It serves as a mathematical model to describe the dissi-
pation of energy in systems where the damping force varies linearly with the velocity.

In the study of nonlinear systems, spring-damper systems have been used as a basis to investigate the
chaotic motion of a double pendulum. Numerous researchers have explored the stability of elastic systems
under external forces. Ziegler [33] was the first to discover the destabilizing influence of damping on these
non-conservative linear elastic systems. Thomsen [25] and Jint et al. [17] both conducted an analysis on
the dynamics of an elastically restrained inverted double pendulum subjected to external non-conservative
loading and linear damping. The focus is primarily on the system’s local behavior, specifically small ampli-
tude motions around a central equilibrium point. In a related work, Yu et al. [31] explored a similar system
but replaced the torsional springs used in Thomsen'’s study, with linear springs. The objective was to inves-
tigate the occurrence of chaos and stability in this system configuration.

Mathematically, linear damping can be represented by the following relation:
F=-b-x

In this equation, F denotes the damping force, b represents the damping coefficient, and X signifies the
velocity of the system. The negative sign indicates that the damping force acts in the opposite direction
relative to the motion. The presence of linear damping in a system leads to several effects. It mainly causes
areduction in the amplitude of oscillations, progressively dissipating energy over time. Furthermore, linear
damping influences the system’s natural frequency, resulting in alterations to its dynamic response and
stability characteristics.
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As stated in equation 6.1, the damping coefficient b is linear to the velocity ¢. In the
general dissipation function D of equation 7.13, it means that n = 1. The damping
cissetto by, b, and are coupled through the angles ¢, and ¢,, as shown in figure 7.5.
With dissipation in two degrees of freedom (j = 1, 2) in pitch direction, the dissipa-
tion function with v, = ¢, and v, = ¢, — ¢, becomes:

1 1 1o, 1
n+1Z v 51711’12"'51721’22:5191‘/’12"'5272(91’2—4’1) (7.22)

Using the Lagrange formulation for the dissipation function D as a result of the lin-
ear damping is in correspondence to what Jint et. al [17] and Thomson [25] found in
their studies. The following expression for the dissipation function is stated below.

oD 06D . ; oD . .
-~ = = (bl + bz)(,bl - bz(pz and - = bz(pz - bz(pl (7.23)
0q; ¢, 0,
As mentioned earlier, a system of differential equations can be represented as M b+ Figure 7.5: Damping
K® = 0 without damping. If damping is considered, a damping matrix C is added in the degrees of
to the set of equations and results in the following relation: freedom ¢, and ¢,
M+CO+KD=0 (7.24)

The system of equations then becomes:

¢
[

]4’1
T ]¢2

"l 3]+

B

The linear damping phenomenon is accounted for in the system by including the damping coefficients b,
and b, in the system of equations. The dissipation effect can be implemented using equation 7.14. Conse-
quently, the equations of motion, derived in 7.19 and 7.20, are further extended to account for the influence
of linear damping.

Linear d amping matrix

EoM, =y, by +J pr €O (by = ) + Iy P Sin (g — o) + g Sin (y) + (By + by)epy — boh, = 0 (7.26)
EoM, :](pz(ﬁz +J, by cos (P — o) — I, ‘7[’12 sin (¢, — ) + pp sin () + cly | ld‘j’2| Lahs
+ byhy — bypy = 0 (7.27)

Equations 7.26 and 7.27 represent the equations of motion used in the numerical model, accounting for
both the linear damping term and the damping resulting from viscous drag. The total system of equations

now becomes:
b, + b, -b, JU (/’1
+ . = 7.28
—b, b2+Cl¢21|ld(/’2|] ] [ Ko 0 (7.28)

Total damping matrix

]4’1

]x ]¢2 (52

!

From this point forward, the damping coefficients b, and b, will be referred to as bygume and byy,,, respec-
tively.

7.4.3. Damping coefficients
Equation 7.29 and 7.30 are used to determine the damping coefficients. The calculated damping coefficients
brirame and by, for the double pendulum system can be found in Appendix G.4.

b]—[frame = 2VHframe(’/n +a) 12v (Icable)Model—scale [kg m™? S_l] (7'29)

Brop = 2Vaup(m + @) 29 (I + I+ 1 [kgm?s] (7.30)

Model-scale
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7.5. Model

The numerical model is implemented using the Python programming language. The model’s structure and
workflow are visualized in a flowchart, depicted in figure 7.6. The flowchart provides an overview of the steps
involved in the numerical model, showing the sequence of operations and its data flow. The numerical
model generates a series of plots and animations that provide valuable insights into the behavior of the
system. These plots include the pitch angle, frequencies, and displacements for various scenarios. The
animation is able to animate the MP as a double pendulum system, providing a visual representation of its
dynamic behavior over time.
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Figure 7.6: Flowchart of the numerical model written in Python

The solution to the equations of motion 7.26 and 7.27 is obtained by converting the equations into a first-
order differential equations. These ODEs can be solved numerically using the ‘odeint’ solver from the ‘scipy’
package. The solver requires several inputs to compute the numerical solution. These inputs include the set
of differential equations that describe the system, initial conditions for the variables and a time array that
defines the desired time range for the solution. Once the inputs are provided, the solver applies the Runge-
Kutta LSODA algorithm to numerically integrate the differential equations and compute the solution over
the specified time range.

By applying the ODE solver, the values of the angles ¢, and ¢, can be computed and analyzed over the
specified time span. This approach provides insights into the system’s behavior in the time domain, allowing
for a comprehensive understanding of how the angles change and evolve over time.
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7.5.1. Scaled model characteristics

To validate and refine a numerical model, the obtained scaled model test data can be used to calibrate
the model’s parameters. This involves adjusting the numerical model’s parameters to match the observed
behavior and response of the scaled model during the experiments. This approach is meant to validate the
numerical model’s accuracy and reliability. If the calibrated numerical model can accurately predict the
behavior of the scaled model, it provides confidence in using the model to simulate the behavior of the
full-scale system under different conditions and scenarios.

Drag coefficient

The drag coefficient for the specific model in the experiments can be derived using the definition of the
Reynolds number. The definition for the Reynolds number is stated in equation 2.3 and includes the maxi-
mum horizontal particle velocity of the current, u,,. The velocity of the MP w.r.t. to the fluid is found to be
the highest for the lowest submergence with the presence of an internal water column. Figure 7.7 represents
the x-displacement for the configuration /(10, 10).

—— x-displacement H-frame - Run 207

A a x-displacement MP - Run 207
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Figure 7.7: Model test run - x-displacement vs. time for £(10, 10) (Run 207)

The maximum horizontal velocity can be calculated as the steepest slope of the x-displacement of the bot-
tom of the MP (orange) over time. The maximum horizontal velocity is estimated as approximately u,, ~
0.40 m s™'. The kinematic viscosity of fresh water at 20°C is taken from table 2.1 and is equal to v = 1.00- 1076,
With D = 0.168m, this results in the following Reynolds number:

Uy D

Ve

Re =

=6.72-10* [-] (7.31)

With the given Reynolds number, the flow regime can be derived from figure 2.5 and is considered sub-
critical. In this regime, the approximate value for the drag coefficient for a smooth cylinder C,, = 1.2. The
Reynolds number for each configuration can be found in table 6.9.

Damping

The damping coefficients obtained in this study serve as an approximation of the damping behavior of the
system. To better match the numerical damping to the observed damping in the experiments, the damping
coefficients can be fitted. The red cross terms in the damping matrix (equation 7.32) indicate the coefficients
that were varied during the fitting process. Through experimentation, it was found that multiplying these
coefficients by a factor of 0.1 yielded the best results in terms of achieving a closer match to the observed
damping characteristics of the signals. This adjustment allows for a more accurate representation of the
system’s damping behavior in the numerical model.

b, + b,

berame + bmp _bm
-b, b2+cl |ld(/52|

P 7.32
~Dpmp bonp + €12 |Lacho| (7.32)




Numerical results

This chapter presents the results obtained from the numerical model. The results from the numerical simu-
lations provide insights into the system’s response, including the oscillation frequencies, periods and other
relevant characteristics.

8.1. Numerical model - Scaled

To validate the numerical model, the experimental data obtained from the model tests needs to be used
for fitting the model. This process involves trying to fit the model parameters, such as inertia, drag, and
damping coefficients, in order to achieve a good fit between the model predictions and the measured data.
The results of the numerical simulations compared to the model test data for each configuration can be
found in Appendix G.3.1.

8.1.1. Excluding hydrodynamic effects

By examining the results in dry conditions, a baseline is established for comparison when introducing sub-
mergence and hydrodynamic influences. This enables a direct assessment of the effects of submerging the
MP on the system’s response. Furthermore, it serves as a basis for verifying the kinematics and describ-
ing the system analytically using the Lagrangian formulation. Figures 8.1 illustrates a comparison between
the pitch angles ¢, and ¢, obtained from the experimental test run in dry conditions and the numerical
model with the same initial conditions. The pitch angle ¢, corresponds to the side lead angle at the crane
tip, which represents the angle of the cable (H-frame). The angle ¢, represents the angle that the MP makes
with respect to the vertical.

15 —— ¢ Test run Pitch angle H-frame - Run 317
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Figure 8.1: Test run pitch angles (Run 317) and Numerical pitch angles on model scale for £(0, 0)
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Figure 8.1 demonstrates a good resemblance between the numerical model and the experimental data, indi-
cating a reasonably accurate representation of the system’s response. However, it is convenient to examine
the response of the cable and the MP separately. Figure 8.2 displays the responses of both pitch angles, ¢,
and ¢,, over a time period of 60 seconds. The figure clearly shows the agreement between the numerical
approximation and the actual response observed in the experiments.
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Figure 8.2: Test run (Run 317) vs. Numerical pitch angles for 2(0,0) on model scale, for large initial angles

In order to quantify the observed signals, a frequency analysis conducted. Figure 8.3 shows the Fourier
transform of the pitch signal from the experiment. Similarly, figure 8.4 displays the Fourier transform of the
numerical pitch angle approximation in dry conditions. Both frequency spectra indicate the presence of
different frequency components in the signal.
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Figure 8.3: Test run (Run 317) - FFT for pitch motion for (0, 0), for large initial angles
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Figure 8.4: Numerical model - FFT for pitch motion for %(0, 0), for large initial angles
The presence of two prominent peaks with the same frequency in both frequency analyses suggests that

the signal characteristics have been accurately captured and modeled. This observation provides evidence
that the numerical approach models the dominant frequencies present in the system’s response, quite ac-
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curately. The absence of hinge friction in the numerical model results in the signal not damping out as
observed in the test results, as discussed in Appendix G.3.1.

8.1.2. Including hydrodynamic effects

This section presents the results of the partial submergence of the MP, taking into account the hydrodynamic
effects. It was observed that when these effects were included, the approximation of the natural frequency
remained consistent when considering large or small initial angles. However, it was found that small initial
angles resulted in a more precise approximation of the natural frequency. Figure 8.5 depicts the results of
the experimental test run for the configuration £(10, 20), considering small initial angles.
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Figure 8.5: Test run pitch angles (Run 278) and Numerical pitch angles for k(10, 20), for small initial angles
It is evident that the damping behavior of the numerical approximation of the pitch angles is less accurate

considering small initial angles. This indicates that the inclusion of the damping may not be sufficiently
accurate.
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Figure 8.6: Test run (Run 278) vs. Numerical pitch angles for /2(10,20) on model scale, for small initial angles

A frequency analysis was conducted to analyze the frequency content of the pitch signal from the experi-
ment and the corresponding numerical approximation for the configuration %(10, 20). Figure 8.7 shows the
Fourier transform of the pitch signal obtained from the experiment, while figure 8.8 presents the numerical
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approximation. These figures allow for a comparison of the frequency content between the experimental
data and the approximation of the numerical model.
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Figure 8.7: Test run (Run 278) - FFT for pitch motion for /(10,20), for small initial angles
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Figure 8.8: Numerical model - FFT for pitch motion for /(10, 20), for small initial angles

From the comparison of frequencies between the numerical model and the experimental results, it can be
concluded that the numerical model accurately captures the natural frequency of the system, especially
for smaller initial angles. The numerical approximations with both the small and large initial angles can
be found in Appendix G.3.1. It should be mentioned that the damping defined for these approximations,
potentially leads to a decrease of the natural period over time. This range of frequencies present in the
numerical approximation should be accounted for.

Furthermore, it is observed that the frequency range considering small initial angles is narrower, indicating
a higher level of precision in capturing the system’s natural frequency. This phenomenon can be attributed
to the mathematical approximation used in the numerical model. The use of the small angle theorem results
in smaller errors considering smaller angles. As a result, the accuracy but specifically the precision of the
numerical model improves as the initial angles decrease. Additionally, lower initial angles correspond to
lower velocities, leading to a reduced drag contribution to the damping effect. This contributes to a narrower
frequency range in the pitch response of the system.

8.2. Numerical model - Full scale

With the validation of the numerical model using the experimental data,
it is now possible to simulate the numerical model with full-scale param-
eters. This means that the model can be used to simulate the behavior of
the system at a larger scale, considering the actual dimensions and prop-
erties of the full-scale scenario, as stated in table 3.1.

Inertia

To define the inertia in the system correctly, the inertia of the cable at full
scale needs to be redefined. While in the model scale, the H-frame had a
substantial weight and significantly contributed to the mass and inertia
of the system, the cable at full scale has less impact on the overall inertia.
The cable has a mass of 28t and is distributed over length /,. Therefore,
the equation for the inertia of the cable can be expressed as follows:

Mecable

(8.1) Figure 8.9: Simplification of the
mass and inertia contribution of
the cable

— 2
]cable - Mcaple ll

1
12
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Damping
The linear damping coefficients for the full scale scenario are approximated using the following equations,
as derived in section 7.4:

bcable = 2Vcable(’n +a) 12v (Icable)Full—scale [kg m™ S_l] (8-2)

b = 2Vinp (M + @) 29 (L, + Ly + 1, [kgm?s] (8.3)

Full-scale
where v represents the value for the decay rate obtained through the experiments. By defining the inertia
of the full-scale scenario, the damping coefficients b,y and b,,, can be calculated and can be found in
Appendix G.4.

8.2.1. Excluding hydrodynamic effects

First, the full-scale scenario without hydrodynamic effects is examined in Figure 8.10. The results are ob-
tained by incorporating the full-scale dimensions of the MP into the numerical model. The accuracy of
the numerical approximation on the model scale with small initial angles provides high confidence in the
outcome of the full scale scenario. The frequency content is illustrated by the use of an FFT in figure 8.11,
highlighting two prominent peaks of both modes. This observation aligns with the pitch signal depicted in
figure 8.10.
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Figure 8.11: Numerical model - FFT for pitch motion for (0, 0) on full scale, for small initial angles

8.2.2. Including hydrodynamic effects

When taking into account the hydrodynamic effects on a full-scale scenario, the period of oscillation is much
higher. This is in correspondence to the observations of the model test results. One notable difference is
that the pitch signal of the cable (blue) does not show large oscillations in the low frequency mode, unlike
the response of the MP (orange). When observing figure 8.10, both angles eventually align with each other
and both oscillate in the low-frequency mode.

The frequency analysis in figure 8.13 shows a decrease in the natural frequency of the system when hydro-
dynamics are considered. Additionally, a more prominent peak of the low-frequency mode is observed for
the MP compared to the FFT of the cable’s pitch angle.
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Figure 8.13: Numerical model - FFT for pitch motion for /(10, 20) on full scale, for small initial angles

8.3. Conclusion

To provide remarks on the outcome of the numerical simulations, a comprehensive comparison needs to
be made with all three approaches used throughout this research:

1. Analytical model results 3. Numerical model results for large initial angles
2. Model test results 4. Numerical model results for small initial angles

Natural frequency assessment

To assess the accuracy of the numerical model capturing the dynamics of the full scale scenario, validation
can be performed by comparing the results with those obtained from the analytical model, discussed in
Chapter 3 and the observed frequencies during the model test, presented in Chapter 6. Tables 8.1 and 8.2
provide the comparison of the frequencies obtained trough all three methods, for the low- and high fre-
quency mode respectively. These tables serve to evaluate the consistency between the analytical model,
the numerical model and the model test results.

It can be observed that the approximation of the analytical and numerical model closely align with the
scaled natural frequencies of the model experiments. Furthermore, the numerical approximation consid-
ering small angles shows the consistency and accuracy in determining the natural frequencies of the system.

Table 8.1: Comparison frequencies of Analytical model vs. Model test result vs. Numerical model - Mode 1

Numerical model
Unit [Hz] Analytical model Model tests results Large initial angles Small initial angles
Conﬁguraﬁon f real f model f real’I< f model f real f model f real
h(0,0) 0.046 0.335 0.045 0.341 0.045 0.340 0.047
h(0,10) 0.015 0.150 0.020 0.133 0.015 0.140 0.015
h(10,10) 0.027 0.219 0.029 0.208 0.027 0.210 0.027
h(10,20) 0.013 0.103 0.014 0.090 0.013 0.090 0.013
h(20,20) 0.021 0.165 0.022 0.158 0.022 0.160 0.022
h(20,30) 0.012 0.090 0.012 0.083 0.012 0.080 0.012
h(30,30) 0.018 0.135 0.018 0.133 0.018 0.130 0.018

* Model test frequency scaled using eq. 6.9 and scalefactor A = 56.5
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Table 8.2: Comparison frequencies of Analytical model vs. Model test result vs. Numerical model - Mode 2

Numerical model

Unit [He] Analytical model Model tests results Large initial angles  Small initial angles
Conﬁguraﬁon f real f model f real"< f model f real f model f real
h(0,0) 0.153 0.961 0.128 0.983 0.150 1.039 0.152
h(0,10) 0.077 0.594 0.079 0.591 0.075 0.599 0.077
h(10,10) 0.124 0.781 0.104 0.808 0.120 0.829 0.122
h(10,20) 0.075 0.516 0.069 0.490 0.072 0.519 0.073
h(20,20) 0.118 0.742 0.099 0.691 0.112 0.779 0.117
h(20,30) 0.074 0.477 0.063 0.441 0.070 0.500 0.072
h(30,30) 0.112 0.716 0.095 0.658 0.102 0.719 0.110

* Model test frequency scaled using eq. 6.9 and scalefactor A = 56.5

Model scale

It can be concluded that the numerical model has been successfully validated using the scaled model di-
mensions. The natural frequencies obtained from the model experiments closely match the observed fre-
quencies. A comparison between the frequencies obtained from the model experiments and the numerical
approximations for the model scale is presented in figure 8.14. The frequency range for each of the three ap-
proaches is determined and presented in tables G.1 and G.2. These absolute frequency ranges are visualized
in the figures below and demonstrate the accuracy and precision of the results.

¢ Model test results ¢ Num. model results for small initial angles
®  Num. model results for large initial angles
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Figure 8.14: Comparison of model scale frequencies of the Model tests vs. Numerical model

From figure 8.14, it can be observed that both numerical models exhibit a similar level of accuracy in captur-
ing the natural frequencies of the system. However, the numerical model considering small initial angles
appears to have slightly higher precision, as indicated by the narrower frequency range and sharper peak
in the FFTs in Appendix G. This suggests that the numerical model with small initial angles provides a more
precise estimation of the system’s frequency response.
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Full scale

As found, the numerical model considering small initial angles provides more confidence in simulating
the dynamics and determining the natural frequencies of full-scale scenarios. Figure 8.15 visualizes the
frequency comparison made between the three approaches. The frequencies corresponding to the low-
frequency mode exhibit a close alignment, indicating a consistent trend across the different configurations.
The approximations for the second, high-frequency mode demonstrate a lower level of accuracy compared
to the low-frequency mode. However, the overall alignment between the three approaches provides confi-
dence in the accuracy of the numerical model used to predict both modes of the system.

Analytical model results ®  Num. model results for large initial angles
¢ Model test results ¢ Num. model results for small initial angles
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Figure 8.15: Comparison of full scale frequencies of the Analytical model vs. Model tests vs. Numerical model

Furthermore, the approach considering small initial angles exhibits higher precision and accuracy for the
numerical approximations of the natural frequencies for each configuration. Note that high the natural
frequencies obtained through the analytical approach, which does not incorporate damping, significantly
deviates from the model test results. This difference highlights the importance of accurately modeling the
damping present in the system. The damping in the numerical model is also not fully accurate since it does
not account for the friction present hinges. Additionally, the drag contribution in the system of equations
could also be slightly inaccurate and could lead to deviations in the model’s predictions. However, the model
does approximate the overall damping behavior reasonably well.

As observed in the model experiments and in the numerical approximations for the scaled model, the buoy-
ancy exerted on the system has a significant influence on its natural frequency. An increase of the buoyancy
leads to a longer natural period, which subsequently decreases the natural frequencies that govern the sys-
tem’s behavior.

The close agreement observed between the natural frequencies predicted by the analytical model, numeri-
cal model and the observed frequencies provides strong evidence that the numerical model accurately cap-
tures the system’s key dynamic characteristics, especially in the high-frequency range. The consistency and
accuracy of the numerical model make it a valuable tool for analyzing and predicting the dynamic response
of the system.



Conclusions

Several final remarks can be made to conclude this research and reflect upon the objectives outlined in
Chapter 1. The primary objective of this research is to investigate the natural frequencies of a semi-floating
monopile, gain insights into the important parameters and quantify the workable limits. The research ques-
tion that defined the scope and direction of this study was:

What is the behavior of a semi-floating monopile during the most critical stage of upending, using the
concept of trapped air?

To address the main research question, several sub-questions have been formulated. The following ques-
tions include the key elements that lead this research and will be discussed individually.

1. Which equations of motion represent the simplified system and how do the various components influence
the system'’s natural frequency?

The equations of motion for such a complex system cannot be obtained directly. Therefore, the primary
focus in addressing the first research question was on analyzing multiple simplified versions of the real situ-
ation. Based on the analytical assessment of the natural frequencies, the following conclusions are drawn:

- The double pendulum model including inertia was found to be the best representation of reality. The
calculated natural frequencies align closely with expected values in offshore conditions. The inertia
terms turned out to have significant influence on the dynamics of the system.

- The added mass and its inertia doe not influence the natural frequency significantly. However, the
other inertia terms have a substantial impact on reducing the natural frequency, which aligns with
the expectations.

- The critical zone (T = 6-8s) was only reached for no internal water column and within the first cou-
ple meters of submergence. As the monopile was further lowered to the seabed, the natural periods
increased to 10-20 seconds, thereby increasing the workability of the concept.

- It was found beneficial to fill the monopile and increase the internal water column while in the 10-15
meters of submergence. This filling process results in an increase of the natural period, providing a
practical solution to avoid entering the critical zone.

Based on the analytical approach, model experiments can be used to validate the calculated frequencies
and serve as a foundation for the development of a numerical model.

2. How will the scaled monopile behave during different decay tests and can the limiting factors be
determined?

The second research question was initially addressed through simple exploratory tests,leading to the follow-
ing key observations:
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- Under an applied current, excessive motions of the MP were observed in the sway direction, suggest-
ing the presence of vortex-induced motions.

- It was observed that, when hydrodynamic effects were introduced into the system, the CoG imme-
diately shifted towards the waterline, or just below the waterline. These observations were primarily
qualitative in nature, quantitative assessments can be made during the model tests.

- The MP deviating from its equilibrium during lowering indicates a maximum submergence threshold
due to an excessive buoyancy force. The main conclusion is that the water level difference should not
become too large. By maintaining and controlling this water level difference between the inside and
outside of the MP, a smooth lowering of the MP can be achieved.

Following the exploratory tests, model experiments provide a valuable dataset and a more comprehensive
understanding of the behavior of the MP. The following remarks can be made:

- The inclusion of buoyancy leads to a significant lower natural frequency of the system.

- The maximum allowable buoyancy force should be approximately X%-Y% of the gravitational forces
to avoid the MP from deviating from its vertical position. This corresponds to a maximum water level
difference of approximately X meters for the MP considered in this research.

- Itis challenging whether the side-lead angles will be exceeded, because decay tests were conducted
without subjecting the system to an external input frequency. However, the measured loads in the
cranetip serve as a limiting factor. The presence of buoyancy in the system reduces the horizontal load
to X%-Y% of the maximum allowed side-lead of Xt. This is almost half of the horizontal loads experi-
enced without buoyancy. The vertical loads in the crane tip are reduced to X%-Y% of the maximum
allowed vertical loads at an operating radius of Xm. The presence of buoyancy effectively reduces the
loads experienced in the cranetip and therefore increases the workability of the concept.

- Large yaw angles coincide with large x-y offsets of the MP, suggesting a relationship between the two.

The third question can be addressed by the comparison and validation of the numerical simulations with
the data obtained from the model experiments.

3. Can numerical simulations accurately reproduce the behavior of the scaled monopile observed in the
experiments and predict its behavior in full-scale scenario’s?

The numerical model is developed based on the defined kinematics derived from the analytical approach.
It can be concluded that the numerical model successfully captures the system’s dynamics. The close cor-
respondence between the numerical approximation and the experimental response, validates the accuracy
and reliability of the numerical model in simulating the natural frequencies of the scaled MP in different
circumstances.

However, it should be noted that the modeled damping behavior in each configuration does not accurately
match the desired behavior. Several factors could contribute to this discrepancy, including the linear ap-
proach used to determine the decay of the signals, the absence of hinge friction in the numerical model or
the process of fitting the damping coefficients. Further improvements in these areas may help achieve a
more accurate representation of the damping behavior in future models.

Following the successful validation of the numerical model that accurately reproduces the dynamics ob-
served in the model experiments, it can be used to simulate the dynamics of a full-scale MP. The contri-
bution of the cable’s inertia to the system behavior is significantly smaller, which leads to a more accurate
representation of reality compared to the model experiments. The frequencies observed in the model-scale
experiments, scaled to full-scale, closely match those calculated using both the analytical and numerical
models. This consistency provides confidence in the accuracy of the numerical model and its ability to
capture the natural frequencies of the system.

In conclusion, the close agreement between the frequencies predicted by the analytical model, the numeri-
cal model, and the observed frequencies during the model experiments indicates that the numerical model
accurately captures the system’s dynamic behavior, especially for small initial angles. This alignment re-
inforces the reliability of the analytical model and the numerical model, providing a solid foundation for
analyzing similar systems.
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Recommendations

This chapter presents recommendations for future research, divided into two parts. First, recommendations
regarding the modeling experiments are presented, followed by suggestions for potential improvements in
the numerical approximations.

The model experiments are conducted in two dimensions provide valuable insights, but adopting a three
dimensional approach in the analysis and modeling would offer a more accurate representation of the sys-
tem’s dynamics. Without the MP being constrained in its movements in six degrees of freedom, factors such
as yaw angles, sloshing and vortex-induced motions can be more accurately captured. These phenomena
require closer examination and attention.

Exploring alternative approaches to simulate trapped air in experimental tests could enhance the validity
of the findings. The experimental test setup, which featured a closed bottom, may not fully capture the be-
havior of the system in real-world scenarios where the monopile has an open bottom and closed top. Con-
ducting experiments with an open bottom configuration could lead to different observations. The model
experiments yielded a comprehensive dataset consisting of over 100 qualitative tests but further extensive
data analysis is required to find additional patterns and relationships within the collected data.

Future research should prioritize dynamic tests of the upending procedure or at different stages of inclina-
tion. Additionally, it would be beneficial to incorporate waves as input to capture the system’s response and
validate the natural frequencies obtained in this study. By integrating wave conditions into the numerical
model, a more comprehensive understanding of the monopile’s response to varying wave conditions can
be achieved, strengthening the foundation for executing full-scale operations.

Further refinement of the numerical model is necessary to address certain approximations and assump-
tions made in the current formulation. These include considering point masses, assuming the internal water
column as a rigid water body and excluding hinge friction from the numerical simulations. One important
aspect that needs to be accounted for is the effect of sloshing in the internal water column, which is currently
not included in the model. To improve the representation of sloshing, an additional pendulum model can
be integrated within the MP simulate the motion of the water column. This will potentially provide a more
accurate representation of the system’s behavior. Furthermore, the drag coefficient is determined trough
the literature, model experiments to obtain these coefficients could provide better approximations.

In this research, the linear damping coefficient was used as an approximation to model the damped be-
havior of the pitch signal. However, it is important to investigate whether linear damping coefficients are
applicable and sufficient to capture the damping characteristics of signals with non-linear interactions.

It is important to note that while the close agreement between the models and observed frequencies is en-
couraging, it is still necessary to conduct thorough validation and verification studies. This may involve
comparing the numerical predictions with additional experimental data or comparing against other analyt-
ical or numerical approaches. These validation efforts help further confirm the accuracy and reliability of
the numerical model.
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Kinematics and derivations

This chapter presents the work done on the kinematics of the simplified systems. For each of the following
pendulum models, the small-angle approximation is used to simplify the kinematics of the system. This
method is applicable because small rotations are assumed and the approximations below are to be valid.
This method is stated in chapter 3 and for these particular systems, equation 3.12 can be written as follows:

sin(¢,), sin(¢h,)
cos(¢y), cos(¢p,)

b P2
1

u

u

Because the angles ¢, and ¢, present in the handled systems are assumed to be small, equation A.1 from
chapter 3 can be rewritten as:

o, = 0
P2 P2 .
RO ~ 0 (A1)
o1, b, = 0
(/)1(]51, d’z(ﬁz ~ 0

A.1. Single pendulum - Vertical

The first system is only considering the motion of the monopile with
point masses m, and m,,, representing the mass of the MP and internal
water column respectively. The buoyancy force is taken into considera-
tion in every iteration of making the system more complex. In contrast
to a floating installation vessel, a jack-up is hardly subjected to environ-
mental conditions that cause motions of the vessel. Because of these neg-
ligible vessel motions, the jack-up vessel can be assumed to be fixed and
the crane tip can be represented as a fixed support.

In this first case, the situation is simplified by a simple pendulum model
where the MP is assumed to stay upright, a sketch can be found in figure
A.1. Inthisfirstiteration, only the masses of the MP ( m, ) and the internal |
water column ( my, ) are considered. This simplifies the situation to a 2
single pendulum with only two masses to account for. The system can
be solved easily using the principle of virtual work because it only has C
one degree of freedom, the rotation of angle ¢;,. When assuming small

angle rotations, the small angle approximation is applicable. This single
pendulum system serves as a basis because it contains only one degree
of freedom and its kinematics provide a foundation for more complex

analyses later on. FI (|> M,
b

Figure A.1: Single pendulum -
Vertical (for m, and m;,,)
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Kinematics
The kinematics of a single vertical pendulum with mass m,, m;,,, and buoyancy force F;, can be obtained in
a simple manner. The kinematics for both masses and F,, are the same in this case and are presented below.

For m,, m;,, and F,, with [;: Small angle approximation:

x = —1I,sin(¢,) x=-hL¢
z=—1,cos(¢) z=-1
X =~y 1 cos () X =~ 1
z= ¢yl sin(¢y) z=¢i Ly =0
& = =1y cos () + i Ly sin () X =-¢ 1
Z=,1ysin(py) + @i cos (¢y) E=dh¢r =0

6x=_ll COS(Qbﬂ(S(/)l 5x=—116(/)1

8z = Iy sin ()5, 6z=15L¢6¢,

Principle of virtual work

The principle of virtual work is used to solve the relatively simple single pendulum model. To work with the
kinematics, the displacement, velocity, acceleration and virtual displacement of the point masses and forces
have to be determined. The kinematics and the principal of virtual work for this system can are presented
below.

OT =0xmyi +6zmyZ + 6 xmy, X + 6zmyy, 2 OV =0zm,g +dzmy, g —6zF,

= 1} (my + my, )6, =1, ((my + myy) g — Fp)) 8y by

E=6T+6V =0
= llz(mz + Min)8Py Py + 1 ((my +my)g = F,) 6¢py by = 0 with §¢p, =1

= 1} (my+ my )y + 1 ((my + mip)g —Fp) ¢y =0=0

M = [§(my + myy,) K =1, ((my + my,) g - F)

The derived equation of the natural frequency without considering the related damping, is formulated as
follows:

Ja [s7'] (A2)

_ L K _ L ll ((mz + mint)g B Fb) 1 (mZ + mint)g B Fb
T2\ M 2

I2(my + myp) T om 1, (my + myy,)

The principle of virtual work resulted in the equation of the natural frequency for this particular system. The
units of K and M in this principle of virtual work can differ from the expected stiffness [N m~'] and mass
[kg] respectively. This is because these values in equation A.2 represent a virtual stiffness and a virtual mass.
But if the numerator is considered, the restoring force is defined as the gravitational forces opposed by the
upward buoyancy force. This makes sense considering the fact that there is no other mass or force present
in this system.

The result is in accordance with the unit of the natural frequency [Hz]:

1 [K 1 |m-(kg-ms3) 1 [kg-m-s—2 = .
= — _— = — _— = — _— = - = = H
I 2\ M 21 m2-kg 21 m-kg s s z
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Results

This single pendulum model where the MP is assumed to stay vertical is the simplest model that can be
created. As said earlier, this system can be solved easily because it only has one degree of freedom ( ¢,
) and consists of two masses and a buoyancy force. The results of the first natural frequency assessment
are shown in figure A.2. From the results can be seen that the natural frequency of the system decreases
over an increasing submerged length of the MP. This can also be concluded from the derivation shown in
equation A.2. If the submerged length increases, the buoyancy force increases because F;, and hg,, are
positively related. As can be seen in equation A.2, the buoyancy force is subtracted in the numerator and
thus an increase in Fj, results in a decrease of the natural frequency w. It can therefore be concluded that
the buoyancy force and the natural frequency are negatively related. It should be noted that a decrease
in natural frequency is equivalent to an increase in the natural period of the system. This means that the
natural period of the system is positively related to the buoyancy force, i.e. more buoyancy relates to a larger
natural period.

Looking at the cases where h;,, = 0 m and h;,; = 10 m, it is interesting to see that the equation for the
natural frequency is going to zero for a certain submerged length of the MP and the equation seems not
valid anymore. This is the moment where the buoyant force is becoming too large and the numerator in
equation A.2 becomes negative. A negative square root gives an imaginary result and cannot be depicted
in the natural frequency graph. This can be related to the ‘searching phenomenon’ shown in figure 4.6 in
section 4.2 where the submerged length of the MP is becoming larger while the internal water level does not
change. In that case, the MP experiences a buoyant force larger than than the weight of the MP minus the
lifting force. If this resultant force is positive upwards, the bottom of the MP will lift towards the sea surface
and is of course an undesired situation. It is important to note that the length of the cable, denoted as [}, is
directly related to the submergence of the system. As the submerged length increases, the cable length also
increases.

Submerged length MP vs Natural frequency (Double Pendulum)
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Figure A.2: Natural frequency vs submerged length for different &;,,, considering m, and m;

nt

The natural frequency of this system is very low and therefore the natural period is rather high. An increase
in the number of mass components will result in a different natural frequency behavior of the system. If the
masses m,, my and the added mass component m, are included, the equation becomes:

1 (my +my+mg+m, )8 — Fp

Jo=52 [s'] (A3)

2n \| L (my + my + mg + myy, + m,,)

From equation A.3 can be seen that the components shown in red are added in a relatively easy way. The
mass components are added to the numerator and denominator whereas the added mass component is
only added to the latter. This is because the added mass component is only present in the kinetic energy T
and therefore only ends up in the denominator M of the natural frequency equation. The natural frequency
is expected to decrease faster over an increasing submerged length because the denominator increases sig-
nificantly more than the nominator.
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Submerged length MP vs Natural frequency (Double Pendulum)
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Figure A.3: Natural frequency vs submerged length for different h;,,, considering m, , 3, m;, and m,,

The natural frequency behavior of the system including all components is shown in the figure above. As ex-
pected, the frequency declines faster over an increasing submerged length of the MP and is mainly because
of the added mass component in equation A.3. The first approximation of the natural frequency of this sin-
gle pendulum system is a good start, but it is not representing reality. An improvement of this system is a
single pendulum where the MP is inline with the crane wire, taking into account the rotation of the MP.

A.2. Single pendulum - Inline

The next system is another single pendulum system in which the rota-
tion of the MP is considered. In the system where the MP was assumed
to stay vertical, the momentum of the mass of the MP and the water col-
umn were not taken into account. To improve the previous system and
include the momentum that the MP experiences during the motion, a
single pendulum system is investigated where the MP is in line with the
crane wire. By doing so, the lengths at which m,, m;,; and F;, apply to,
are extended with [,, /;,, and [, respectively. This simplified system is
depicted in figure A.4.

This second system can be solved easily and only consists of one degree
of freedom, the rotation of angle ¢,. This system will give a good insight
of the influence of the momentum of the MP. Again, this system is repre-
senting reality in adequately but it is an improvement of the first pendu-
lum system.

Kinematics
The kinematics of a single inline pendulum with masses m, and m,,, can
also be obtained quite simple and both are presented below.

Figure A.4: Single pendulum -
Inline (for m, and my,,)

For m, and my,, with [; = I,, I, Small angle approximation:

Xi= _(ll + ll) sin ((Pl)
z;=—( + ;) cos(¢y)

x; =~ (I, + 1,) cos (¢py)
z; =1, + ;) sin (¢y)

X ==y (L + 1) cos (¢py) + 7 (I + 1) sin (¢y)
Z; = Gy (L + 1) sin(y) + G2 (1 + 1) cos (¢py)

=—(L+1)d
Zi = _(ll + ll)

% ==+ 1),
zi=(h+ 1)1y =0

¥ == + 1),
Zi=(Lh+ 1) =0

6x;=—(l, + ;) cos(¢p)d ¢y Ox; ==l +1)6¢,
6Zi = (ll + lt) sin ((P1)6¢1 6Zi = (ll + li)(p16¢l
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For F;, with [, Small angle approximation:
zp = —(1; + 1) cos (¢;) zp=—(l;+1)
2, =y (I, + 1) sin (¢hy) 2= + 1P =0
£, = ¢y (1 + ) sin (¢y) + P2 (L + 1) cos (¢py) Z,= + )P =0
8zy, = (I, + 1) sin ()6 ¢p, 8z, = (I + 1) 8¢y

Principle of virtual work

The kinematics for this system differ from the single pendulum - Vertical. Here, the extended lengths I,,
line and [, cause the kinematics to be a bit more complicated than the ones from the previous system. The
application of virtual work with its corresponding kinematics can be found in appendix A.2. Using the gen-
eral equation to find the natural frequency of the system, the following expression is found for an inline

pendulum:

OT =8x,myX,5 + 62y My 2y + 6 Xin Min Xing + 0 Zing MinZine
_ 2 2 Y
= (my(ly + 1)* + My (I + 113)?) 51y

= (IE(my + M) + L,Cmy by + 2y Lin) + My I3 + my 12 ) 51y

OV =6z,myg + 02 8 — 02, F
=myg (L + L)y by + min g (L + Lin )by — Fiy (L + 1) by oy
= (L (myg + My g — Fp) + myg by + My g Ly — Fy1,) 51y

E=06T+6V =0
= (lf(mz + Min) + L 2my Ly + 2mi L) + my lg + mintliznt) Sy
+ (1 (myg + My g — Fp) + Mg ly + My & i — Fy 1) 51y = 0
= (lf(mz + Min) + L 2my Ly + 2mi L) + my lg + mintliznt) &
+ (1 (myg + My g — Fp) + Mg ly + My & Ly — Fy 1) ¢y = 0

M = B(my + my) + L 2my L + 2mu L) + my 13 + my 12

int

K =1, (myg + my, g — Fpy) + mygly + myn g lin — Fi 1,

£ = 1 /K _ L\J I ((my + min)g = Fp) + (myly + Min lind 8 — Fp 1y
" oom\ M 27 \ B (my + myy) + 21 (Mg Ly + myg i) + mu 15 + my 12
Results

withd¢, =1

(A4)

The results from this single pendulum system can be seen in figure A.5. The behavior is roughly the same as
the one in figure A.2 but there are some noteworthy differences. Because of the aforementioned increase in
length, the movement of m, and m;,, is extended. This decreases the natural frequency slightly and can be
seen clearly in figure A.8 later in this section. Furthermore, the natural frequency goes to zero more rapidly
than it did in the vertical pendulum system. These phenomena are caused by the additional length for the
m,, My, and F,, in the K and M term. The length terms in M are quadratic and will therefore increase more
than the K term. Since M is in the denominator of the equation, the frequency will decrease faster. At last,
it should be noted that the blue line starts with a notable higher frequency. This is because in the case of
Rint = hgyp, = 0, the ratio % becomes slightly larger than when h;,,, is not equal to zero and thus results in a

higher frequency.
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Submerged length MP vs Natural frequency (Double Pendulum)
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Figure A.5: Natural frequency vs submerged length for different h,,,, considering m, and m;,,

Figure A.5 shows the natural frequency behavior of the system considering only two components. An in-
crease in the number of mass components will result in a slightly different behavior of the system. If the
masses m,, m; and the added mass component m, are included, the equation becomes:

Jn=

L\j L ((my + my + my + My, ) g = Fy) + (Myly + mgls + myy L) g — Fy 1),
27

I2(my + My + s + My + M) + 21 (Mg by + mg Ly + myg L + m, 1) + mp b3 + mg 15 + my 12 +my, [
(A.5)

Again, the components shown in red in equation A.5 can be added added relatively easy. It happens to
be that the additional mass components end up in the equation the same way as they did in equation A.3
for the vertical pendulum. As explained earlier, the mass components are added to the numerator and
denominator whereas the added mass component is only added to the latter. It is convenient to see this
trend of adding components to the equation in a simple matter, because it makes it more straightforward to
add other components to the equation if necessary such as additional damping or mass terms. Furthermore,
itis surprisingto see that the added mass components only appear in the denominator and not as adamping
term in the numerator. It would make sense that the surrounding water (e.q. the added mass) acts as a
damping factor in the system but apparently this is not the case.

Submerged length MP vs Natural frequency (Double Pendulum)
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Figure A.6: Natural frequency vs submerged length for different h;,,, considering m, , 3, m;,  and m,,
Comparison

To check the influence of the different components of the inline single pendulum, a comparison between
the three cases has been made and is shown in figure A.7. The most interesting thing to see is that the
influence of the masses of the top and bottom cap on the behavior of the natural frequency is small in this
case. The influence of the added mass however, is significant and should always be taken into consideration.
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Submerged length MP vs Natural frequency (Single Pendulum - Inline)

—— Inline - my, Mip¢e: hjpe = 20.0m
Inline - my, 2,3, Mint: hine = 20.0m

0.025
—— Inline - my,2,3, Mint, Ma: hipt = 20.0m

0.020 4 r 50

0.015 A

Natural Period T [s]

Natural frequency w [Hz]

0.010 4

20 2 24 26 28 30 2 34
Submerged length hgyp [M]

Figure A.7: Comparison of the natural frequency behavior with h;,, =20 m

In order to examine the influence of the momentum of the mass components, the behavior of the vertical
and inline single pendulum are plotted against each other in figure A.8. Only the third case is considered in
this comparison because it shows the difference when all components are included.

Submerged length MP vs Natural frequency (Vertical vs. Inline)
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Figure A.8: Comparison of the natural frequency behavior of the Single Pendulum (Vertical vs Inline) with h;,, =20 m

It can be seen that the natural frequency decreases when taking into account the rotation of the monopile
but their behavior is almost identical. This second iteration of a simplified system is already a better approx-
imation of reality but this system does not represent the real situation either. Therefore, it is convenient to
introduce a second degree of freedom to create a double pendulum system.

A.3. Double pendulum

The system discussed in this section is a double pen-
dulum system, introducing a second degree of free-
dom. It is worth noting that, similar to the single
pendulum inline case discussed in Section A.2, there
is minimal difference between the first and second
cases when adding the mass components m; and ;.
It is found that this is indeed the case for the double
pendulum system. Therefore, for convenience and
simplicity, it is more preferable to only consider the
second and third cases as described in Section 3.2.
This means that the masses of the top- and bottom-
cap are included. Figure A.9 provides a schematic rep-
resentation of the system, with the additional mass
components depicted in yellow. The second degree
of freedom that is introduced is the inclination angle
the MP makes w.r.t. the vertical. This angle is referred
to as the angle ¢, and is clarified in the figure on the
right.

The introduction of a second degree of freedom, rep-
resented by the angles ¢, and ¢,, adds complexity to
the system compared to the single pendulum. These Figure A.9: Double pendulum (for m, , 5 and m;,,)
angles are independent of each other and are treated
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as separate degrees of freedom. As a result, the natural frequency analysis of the system yields two distinct
mode shapes: one where the masses m, and m, 3 & m;, are in phase and another where these masses are
out of phase. The details and implications of these mode shapes will be discussed further in this analysis.

Due to the presence of two unrestricted degrees of freedom, this system provides a closer approximation to
the real-world scenario where the MP is not constrained in its movements except for the restriction imposed
by the crane wire. As a result, this model is expected to be a better approximation compared to the single
pendulum system.

Kinematics
For m, and m;, with [; = I, [;,: Small angle approximation:
x; = =1 sin(¢p) — [; sin (¢,) X;i=—h¢— L,
z; = =1, cos(¢) — I;cos (¢,) zi=—-lL -1
X; = =1, cos (¢y) — ,1; cos (¢y) %= =Ly — iy
2; =y 1y sin(¢y) + ¢y 1; sin (¢p,) 2; = Ly + Lippp, =0
%; ==yl cos () + P71y sin () — Py 1; cos (py) + P51 sin (¢py) k=L — L,
Z; =yl sin(¢y) + (/’12 1, cos (¢y) + ¢, 1; sin (¢p,) + ‘j’zzli cos (¢,) Zi= Ly + Lihp, =0
5x,- = _ll CoSs ((p1)6¢1 - li COS (¢2)6¢2 5x,- = _l16¢)1 - l,-5gb2
6z; = lysin ()6, + 1;sin (,)6¢p, 02; = L6 + 1;pr6h,
For F,, with [, Small angle approximation:
zp = —lycos(¢;) — 1, cos (¢,) zy=—(,+1)
2y = Py 1y sin (¢y) + Py 1, sin () zp = Lhipypy + Lyah, =0
Zp =Pyl sin (¢y) + (/’12 1 cos (¢py) + 1, sin () + (/’22 I, cos () Zp = Ly + Ly, =0
6z = Iy sin ()6 ¢py + 1y sin () 6¢p, 0z = Lip16hy + 1yhr6h,

Principle of virtual work

The kinematics of this system become more complex but with the use of the small angle approximation they
can be rewritten to a matrix form that can be solved. The small approximation method is applicable in this
case because small rotations of ¢, and ¢, are assumed. It is important to mention that the derivations are
done for m, and m;,, to keep the derivations relatively short and simple. The results of this derivation are
formulated in equation A.7.
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6T = 6)62 m2x'2 + 6Z2 m222 + é‘xintrnintj‘.'-int + 6zintmint2int
=my(-Lé¢, - 125‘/’2)(_11‘]51 - lz‘ﬁz) + My (=16, — lim5¢2)(‘11€51 - limdiz)
= (lf(mz + Mg )Py + 1y (L + Ly i) §o) 5y + (1 Uy + Ly min ) by + (l§m2 + l?ntmint)(ﬁZ) 5¢,

OV =06z,myg + 02, & — 02, F
=1 ((my + mip) g — F,) 51y + ((Lymy linymin) g — Fy L)) 6y

E=6T+6V =0
= (I (my + myn )y + L (Lmy + Ly min ) y) 5y + (1 (Lymy + Lipgmin )by + (5 my + lizntmint)d;Z) o,
+1y ((my + i) g = Fy) 61y + (L Ly min) g = Fyly) 6hah, = 0

6¢1 = ]., 6¢2 = 0
= 112(7”2 + Mg )Py + 1 Uy my + Ly )by + 1 (Mo g + My & — Fy)py =0

64)1 :0, 6(P2= 1

= L (lymy + LipgMin )Py + (5 my + 12 min )by + (Lymag + LingMing & — Fylp)py =0

This system of differential equations can be represented as M ¢ + K ® = 0. This equation describes the free
undamped oscillations with a certain frequency. Because this a double pendulum, the solution will contain
two characteristic frequencies, referred to as the normal modes. They represent the real part of the complex-
values function.

Convert to matrix: M 4 + K b |0 results in: (A.6)
0 b, 0
HUCERIO! ll(gzmz + éintmint) é | (Mg + min g — F) 0 ¢| _ |0
Lymy + Liymiy)  lmy + L miy | | $2 0 lym,g + LineMine8 — Fylyy | [ o 0
M= I3 (my + myy) L (myly + mintlint)]
ll (m2 lZ + My lint) my l22 + Miny liznt
3 > a l + m; 8 — F 0
Mbrkd=p {x= |n0REFMing~F) ] (A7)
0 (mzlz + mintlint)g - Fb lb
b= (pl‘ = [('b“ sin (wt)
03 $a;

This set of equations is validated and improved trough the Lagrangian method in section A.4.2. The natural
frequency of this system is found by assuming the general solution will be a sine function. This assumption
reduces the set of equations to an eigenvalue problem that can be solved.

3 _ P bi | H 2 [P o
D= = sin (wt) — D=-w sin (wt)
(3 Py o
Mb+kd=0 — —w?MI+kd=0 — Kd=w’Md

Mathematically, the equation above is an eigenvalue problem where w? is the eigenvalue. For a system with
2 degrees of freedom, 2 natural frequencies can be expected. Because w? is used as an eigenvalue in the
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matrix above, 4 roots are found for w from the characteristic equation of the matrix. Due to the square, the
roots come in pairs of positive and negative numbers of the same magnitude. The positive roots are selected
as the natural frequencies.

The components m; and mjg are included in this double pendulum system and leads to the following set of
equations where the additional terms are shown in red.

2
Bmy+my+mg+my)  Li(myly + mgly + mintlint)]

2 2 2
Lmyly + mgls + minclin) — mply + mgls + myn L

Iy (myg + myg + min g — Fp) 0 ] (A.8)

0 (myly + mgls + mi lin) g — Fply

S
Il

ri sin (w?)
20

Results

The results of the eigenvalue problem are shown in figure A.10a and b. As said, only the second and third
case stated in section 3.2 are examined. It is interesting to see that the behavior of the in-phase mode in the
low-frequency range is quite similar to the results from the single pendulum. The frequency behavior of the
second mode is in a much higher frequency range. This range translates to a natural period that can be seen
on the right side of the graph. These natural periods of the second mode converge more to the periods that
Van Oord commonly experiences during their offshore installations. This critical period range is commonly
between 6-8 seconds. This shift to lower natural periods is interesting to see and will be elaborated on in
section 3.6.

Submerged length MP vs Natural frequency (Double Pendulum)
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Figure A.10: Natural frequency vs submerged length for different h;,, considering m, and m;,,

By going to the iteration steps again and including the added mass term, the following set of equations is
obtained where the added mass terms are shown in red.
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M= Bimy+my+mg+my+my)  L(myly+ myly + my L+ m, 1)
ll(mz lZ + nig 13 + mintlint + mg la) n, l22 + ms lf? + mintl?nt + ng ltzl
3 s I, (m,g + myg + my, g — F, 0
Mb+kd=0 K= 1 (mog 38 intg = Fp) (A.9)
0 (myly + mgls + mi iy )8 — Fply
b= $ri sin (wt)

2i

The results of including the added mass terms are shown in figure A.11. It can be seen that the added mass
component influences the natural frequency behavior but a significant shift of the natural frequency is not
observed. Especially when the MP is lowered through the first meters, the added mass flattens the curve.
This means that higher natural periods are reached more rapidly. After a submerged length of approximately
15 meters, the behavior for each internal water level is roughly the same as the one without including the
added mass.

Submerged length MP vs Natural frequency (Double Pendulum)
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Figure A.11: Natural frequency vs submerged length for different h;,,, considering m, , 5, m;, and m,

Another interesting phenomena is when these two modes coexist. This would result in very inconvenient
motions of the MP. By plotting both modes in the same graph and looking for a potential overlap between
the two modes, it was concluded that these two modes will not occur simultaneously.

A.4. Double pendulum - Inertia

In order to find the equations of motion of the double pendulum system including the inertia of the mass
components, the Lagrangian method is used. This method is used later in this section to validate the system
of equations that resulted from derivations of the double pendulum in section 3.5. This is done using the
small angle approximation method.

A.4.1. Lagrangian method
The Lagrangian for a double pendulum system is given by L = T — V, where T and V are the kinetic and
potential energy respectively. For this method, the Euler-Lagrange equation is used:
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ia—L—a—L—Q for = (A.10)
dt_ aq~l aql - Xi qi_(/)l’(bz .

By differentiating the quantities x; and z; w.r.t. time, the velocities xX; and Z; of the masses m; can be formu-
lated.

For m, and my,, with [; = I,, [,

x; = —Iysin(¢,) — 1; sin (¢p,)
z; = -1, cos(¢p;) — I;cos(¢,)

X; = =11, cos () — y1; cos (¢py)
Z'l. = (j)l ll sin (()bl) + sz li sin ((,bz)

x~i2 = (/’12 112 cos® () +21, lid)l(j)z cos (¢,) cos (¢p,) + ‘/)22 li2 cos? (o)
Z;2 = GEIEsin® () + 21, Ly by sin (¢py) sin (¢hy) + b3 12 sin® (¢p,)

X2+ 2% = BF (sin® () + cos® () + 21, 1;by b, (sin (py) sin () + cos (y) cos (¢h,)) + 1265 (cos® (¢p,) + sin® (¢py))

Using the following trigonometry rules:

sin® ¢y , +cos® ¢y, = 1, =cos (¢ = ¢p,) with hr2=P1, s
gives:
X%+ 2% = {7 (sin® (by) + cos® () + 21y Lichy by ( ) + 23 (cos® () +sin® (¢y))
= 137 + 21, 1;py py cOs (P — ) + 125 (A.11)

Replacing [; with [, and [;,,; results in:
X+ 2% = 17 + 2L by by cos () — o) + I3 (A.12)
xiznt + Ziznt = lfd’f + 21 Lin by cOS () — p,) + lizm 22 (A13)

Using the Lagrangian method, the kinetic energy T and potential energy V can be formulated and the La-
grangian L can be determined. Here, the rotatory inertia of the monopile /, and the rotatory inertia of the
internal water column J,; are accounted for.

Iranslational Kinetic Energy Rotatory Kinetic Energy
1 1 1 . 1 . 1 .
— 2 2 ; 2 2 52 2 2 2
T= 5 my (xz + 2 ) + Emint (xim + Zim) + 5124)2 + E]int(l)z + Eja(pz
< — Nl <
Monopile Water column Monopile Water column Added mass

1 . .. . 1 . .. .
= 5”"2 [112(/’12 + 2L Ly, cos (g — ) + l§¢22] + Emint [llz(Plz + 21 Linehy p, cos (g — ) + lizm(/’f
1o, 1, 1,
+ 5]2(/’2 + EJ int®s + Efaﬁbz
1 . 1 , .
=5 [mzlf + mintllz] ‘¢’12 + > [mzl§ + mintliznt +J +]int] "/’22 + 1y [myly + My L] rpa cOs (g — py)

1 . 1 . A
= 5]¢1¢12 + §]¢2¢22 + 11, cos (P — p,)

with: Jp, = I3 (my + myp) Ty, = My 15 + M Lo+ Ty + Tin + T, Je = Li(myly + myn i)
1 1 1
]2 = Emz lrznp ]int = Eminthiznt ]a = Ema hgub
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Potential Energy

V=mygz, + M8 Zin - bz,
S——— e —
Monopile Water column Buoyancy
my,g (_ll cos (¢p) — I, cos ((/’2)) T Min§ (_ll o8 (¢y) — lip; cos (‘Pz)) - Fy (_ll cos (¢p) — I cos (‘/’2))
=1, (myg + myp g — Fp) cos (¢y) — (mpg L + My & line = Fjy1y) €08 (¢hy)

= —[4; COSp; — Uy COSH, with: py = Iy (myg + myy g — F) Mo = (Myly + min L) g — Fyly,

The Lagrangian for a double pendulum system can be found with the following equation:

1 . 1 . .
L=T-V= 5]¢1¢12 + 5]¢2¢22 + ] P12 cOS () — ¢hy) + 1y COS Py + 1, COS (A.14)

Keeping in mind thatJy, , J,,, J;, /, and J;, are not dependent on time and can therefore be seen as constants
when using the Euler-Lagrange equations, the Lagrangian L is substituted in equation A.10. Q; = 0 because
there is no external force acting on the system yet. Equation A.10 is then solved for g; = ¢; and ¢,, the red
terms cancel each other out and the result is formulated below:

Ly, =Jp, by + Ty cOS (Py = ) = Jhy SIN (g — o) (y — by) — [~ by o SIN (g — by) — py 8N ()] = 0

=Jp, By + T by €08 (Py = ) — T (hy b SIN (Py = o) + 5 SIN (Py = ) + [ hy by N (Py — o) + g sin (py) = O
=]¢1(l31 + /5 COS (b — ) + Ty P sin (g — ) + py sin () = 0

Ly, = ]¢2(Z52 +]x<ﬁ1 cos (¢ —¢p,) _]x(»bl sin (¢; — ) (951 - sz) - []x()bl(»bZ Sin (¢y — ¢,) — o sin (¢h,)] =
=]¢2(52 + ]y cos (¢ — ) _]xd’lz Sin (g — ) + J by o SN (Py — by) — L by o SN (Py — by) + i (¢hy) = 0
:ftpz(ﬁz + /b1 €OS (b = by) — T by sin (¢by — b,) + 1 SN () = 0

Rewriting L, and L,, respectively for ¢, and ¢, gives:

o Ty . I . . .
¢+ T cos (¢ — Pyl b, = A sin (¢ — ¢,) 5 — ] =L sin(¢py) - O +arh, = fi (A.15)
(O ¢y (03

- i} i}
b, + ]_ cos (¢, — P, = ] —sin (¢, — (Pz)(/’l ] 2 sin (o) - b+ ayp=f, (A.16)
b2 P2 b2

Equations A.15 and A.16 can be combined into a single equation in the form of a matrix:

1 _
¢1 = a b _ A with the inverse of matrix A: Al= 1 &
4)2 a, b, L2 l-aa, |[—a, 1

S0 le _ o h _ 1 hi-aif,
(rb2 fé 1-aya, _alfl +fé

These aforementioned formulations result in the following equations of motion for this specific double pen-
dulum system accounting for m, and m;,,:

N : _—afi—f e
=1 a,a, and 2= 77 a,a, with: (A17)
J . I .
fi = =2 sin (¢, — p)h2 — “Lsin (¢p,) fo= 7 sin(¢y — g f — 2 sin(¢y)
Jo, ]</>1 Ji. ]¢2
_ Lk _ s
a; = == cos (¢, — p,) a, = ——cos (¢ — ¢P,)
]<P1 ](Pz

= Ly (myg + my g — F) Mo = (Myly + min Lin) 8 — Fyly,
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Jp, = 13 (my + myy) Ty, = My 15 + M Lo+ Ty + Tine + o Je = Li(myly + myn i)
1
]2 = EmZZrznp ]int = Eminthiznt ]a = Ema hgub

As can be seen from equation A.17 the following statements hold: ¢, = f(¢;, s, ) and ¢, = f (P, By, ).
This set of equations is therefore a coupled second order differential set of equations and can be solved with
python by rewriting these equations to first order differential equations.

The equations of motion of the double pendulum can be rewritten as a system of coupled first order differ-
ential equations by letting the following two equations hold:

W, = (bl and W, = (/52
a ol |4 o fi-af i
P, b, W, . 1~ Ak —Gfi—f
then — % =1%] = with: === and =—==
(;l_)l Q_l?l 81(P1, s, 0y, ) & l1-a,a, &2 1-a,a,

b, b, 8y, o, 0y, w5)

This can then be solved numerically by using the ‘ODEint’ function from the ‘scipy’ package that uses the
Runge Kutta LSODA method to solve these first order differential equations.

A.4.2. Verification using small approximation method

By assuming the angles ¢, and ¢, to be small, the oscillations of the the double pendulum can be described
by a linear system of equations. By applying this method, the formulations for the natural frequency of the
double pendulum found in A.3 can be validated. Again, the Lagrangian in equation A.14 is used:

1 . 1 . -
L= 514)14)12 + Efdnz(l’zz + b1 ps cos () — y) + py cOs ¢y + 1, cOS Py

Writing this Lagrangian in a simpler form using the following trigonometry rules and using the small angle
approximation:

3 Ry
cos¢, = 1— % and cos(py — ) =1 — (1 — o) -

5 > 1 with P12 =1, P>

Substituting these assumptions in the original Lagrangian, the following equation is obtained:

1o, 1 ., Pf @3
L= §]¢1¢1 + 5]4)24’2 1o + 1y — Sy + U TH

Again, equation A.10 is solved for ¢, and ¢,. Here, the small angle approximation of equation A.1 is used
and the result is the following set of equations:

Ly, =]¢>1(151 +J oo+ py =0
Ly, =Jp, & +Jcpr + Hapy = 0

With the substitution of the parameters of equation A.17 this set can be written in the following matrix form:

i > > . le ]d) ]x (]jl My 0 (pl 0
Mp+KdP=0 with = e} 1 L =
¢ ¢ ¢, L T, | | P2 0 ||, 0
M = ]4’1 J: — [ lf(mz + M) L (myly + My Liny)
T T, Limyly + Myl Mol + My L2 1o + T + 1,
5 s s 0 l g—F 0
Mé+kd=0 k= |M _ | i (mag + ming — F) (A.18)
0 Ha 0 (mZ 12 + My lint)g - Fh lb
b= (pll = [(P” sin (wt)
b, by
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Equation A.18 is almost identical as equation A.7 derived with the small angle approximation method except
for the fact that equation A.18 accounts for inertia of the monopile J,, the internal water column J;,,, and for
theadded massJ,. This method therefore verifies and improves the derivations done in section A.3 regarding
the double pendulum system.

Another interesting thing to mention is that in the case of considering more components, they all end up
in the constant parameters Jy, J, , Jy,» t and (. This is very convenient because these components can
simply be added without going through all iteration steps again. If the two masses m,;, my and the added
mass m, are added to the previous set of equations, the result is as follows:

lf(m1 + my + my + my, + my) Lmyly + mgly + myy L + m,1,)

M =
2 2 2 2
Lmyly + mgly +my Ly +myl,)  myly +mgls + my s +my s+l + Jing +J,

L ((my + my + mg + my, ) g — Fp) 0
0 (myly + mgls + minLin)g — Fply

$ri sin (wt)
2

(=1
Il

(A.19)

A.4.3. Equations of motion

As mentioned, extra components eventually end up in the constant parameters Jy, Jy, , Jy,, #1 and . That
means that these additional components end up in the equations of motion of equation A.17 and results in
the following set of equations of motions:

G=hmmb g g-%hTh g (A.20)
1-a,a, 1-a,a,
I . . . I . ; .
fi =~ sin @y~ ¢)g3 — Psin ) f = S5 sin ey~ )7 ~ L sin ()
Jg, T, Jg, Jg,
]x ]x
ay = ——cos (¢ — p,) a; = == cos (¢, — )
]4’1 ]<P2
Jp, = B(my + my + my + my, +m,) Jp, = Mo 13 + Mg 5 + mun 05+ m 1+ Jo + Jing +
]x = ll (mz l2 + mg l& + Mg lint + mg la)
iy = Iy ((my + my + my + my, ) g — F) Mo = (Myly + myls + My i) g — Fiy 1,
1 1 1
]2 = Emz lrznp ]int = Eminthiznt ]a = Ema hgub

A.5. Compound double pendulum

To take into account the mass and inertia of the cable in the numerical model, the kinematics have to be
derived. For simplicity, only the masses of the cable, m, and the MP, m,, are considered. The kinematics of
the mass component m, are defined as:
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For m, with %‘: Small angle approximation:
Lo l
Xo == sin(gy) Xe= =5
ll ll
zc:—Ecos&pl) ZC:_E
e S
Xe = _(Pl? cos (¢,) Xe = _4’15
. ll . .o ll _
Zc_(plESln((pl) Zc—(PlE(Pl—O
1.,. 1.,.
X" 42" = I (sin’ () + cos” (¢y)) X420 =

Revisiting equation A.12:
X, + 2" = 7 + 21y Ly, cOs (¢ — o) + 365

Results in the kinetic energy T and potential energy V that includes the weight and inertia of the cable, m,
and J, respectively.

Translational Kinetic Energy Rotatory Kinetic Energy

1 1 1 . 1 .
— s 2 ;2 v2 4 52 2 2
T= Emc(xc +Z.%) +£m2(x2+z2) + ch(pl + 5]2(/52
~—— ——
Cable Monopile Cable Monopile

1 1.,. 1 . . . 1 . 1 .
= g | BG4 5y [Bg% + 20 L bycos @ - )+ g3 + 2Tt + b
171 . 1 . .o
=5 [Gmelt e mal k] g4 S [l + )6 4 1 () duhacos (91 - )

1. . 1. . .
= 5]¢1(P12 + §]¢2¢22 +Jpr1h, cos (P — )

1
with: Iy, = lf (Z m, + mz) +J, Jp, = mzl§ + 5 Je = L(myly)
m m
o=t b=yt

R L .
Considering that [, = 3%, ], and J,,, can be rewritten as:

1 1
=§mclf+m2112 Jp, =~

]¢ 27y

2 2 2
1 mzlmp+ﬁmzlmp= gmzlmp
It can be seen that J; equals the moment of inertia of a rod about its end- or pivot point (%mlz). Addi-
tionally, there is an extra term m, % that can be regarded as a concentrated mass located at the end of the
rod. Similarly, J;, also corresponds to the moment of inertia of a rod around its end- or pivot point. Based
on these observations, it can be concluded that the moment of inertia for both ‘rods’ were appropriately

chosen for this method. For convenience of writing, the notation of /, will still be used.

Potential Energy

V=m.gz +Myg 2,y
o7 NI

Cable Monopile
L
=m.g (—E cos (¢1)) + myg (—1, cos () — I, cos (¢h,))

1
=-1 (5 me + mz) cos (¢y) — (myg 1) cos ()

. 1
= —Hy COS ¢y — L COS Py with: =1 (5 me+ mz) g po = (Mmyly)g
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Again, the Lagrangian in equation A.14 is used to derive the following equations of motion:
Ly, = Jp,$1 +Jx $2 cOS () — o) + ] f5 sin () — py) + g sin () =0 (A.21)

Ly, :]¢>2(bz +J §y €08 (P — ,) — ] 7 sin (g — ) + 1 Sin (¢hy) = 0 (A.22)

The other components can be included in the same way as the mass m, is included. That means only the
constant parameters J, , J,, Jx, H and g, do change and results in the following:

1
Jp, = lf(imc + My + My + Mg + My, + ma) o Ty, = mols A myl + myg I+ mg G+ + T+,
Jo = L (myly + mgly + my Ly + my 1)

1
=1 ((Emc +my+my+mg+ mint)g_Fb) po = (myly + myly + myp i) 8 — Fy 1,

Where the red components are added to the equation as a result of the extra mass and corresponding inertia
of the cable. According to the cable specifications provided by Van Oord [22], the weight of the cable is 11.6
kgm™. In the 1600t crane configuration, the crane is equipped with two crane blocks, each consisting of
six falls that are reeved twice, as shown in figure A.12. This means that the wire weight below the crane tip
should be multiplied by 24.

e
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e
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~~~~~

Figure A.12: Closer look to the crane wire that is reeved twice

The H-frame used in the model experiments had a measured mass of 2.84 kg. However, when considering
the scale factor of A = 56.5 and scaling the mass by a factor of 3, the estimated weight of the full-scale
cable would be approximately 512 t. The weight and inertia of the H-frame should be considered during the
validation of the numerical mode. When modelling the full scale scenario, the influence of the mass and
inertia of the cable is accounted for but almost negligible compared to the weight of the MP.

Table A.1: Desired and actual weight of the cable on full- and model scale

Parameter Desired Actual Unit Difference (n times)
Max. length [, 100 100 m 0
Max. length /i frame 1.77 1.77 m 0
Weight cable per meter full scale X 2894 kgm™'/tm™ X
Weight cable per meter model scale X 1.60  g/kg X
Total weight cable on full scale X 512.2 t X
Total weight cable on model scale X 2.84 kg X




Newton’s second law of motion

Newton'’s second law of motion asserts that an object’s acceleration is directly proportional to the net force
acting on it and inversely proportional to its mass. This concept can be expressed mathematically in equa-
tion B.1, where F represents the net force applied to the object, m represents the object’s mass, and a repre-
sents the resulting acceleration.

F = ma = m¥ (B.1)

The simplification of the system is shown in figure B.1 and includes multiple components. For the derivation
using Newton’s second law, the system is simplified and consists of two masses m, and m, with correspond-
ing lengths /; and I,. The coordinate system is chosen with the origin at the suspension point, the x-axis
as a horizontal axis and the z-axis is pointing downwards so gravity components are positively defined in
these derivations.

L L L L/ VAV AV AV

9 Om

top-cap

Q Q My Q m,

I madded mass
m

internal water column

buoyancy

F
m bot-cap

® ©) 6 )

Figure B.1: 1: The system converted to a simplification 2: The system represented as point masses
3,4: The system including two particles m, and m, and angles ¢, and ¢,

101
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B.1. Constraints

A single pendulum has one particle with a corresponding position vector r = (x, y, z). Here, only two con-
straints are present because of the examination in the 2D plane with oscillations in the (x,z) plane. The
particle m, is restrained by the suspension point and mathematically that means:

z=0 and lr| =1 (B.2)

The double pendulum however, has two particles with corresponding position vectors r; and r,, defined by
(x;, ¥ z;). The constraints for the double pendulum can be defined by:

z,=0 Ir,| =10 (5.3)
2,=0 [t, -1, =1, '

These constraints for the single pendulum can be defined by the generalized coordinate r and is defined as
the angular position of the angle ¢p. Because the system is analyzed in the 2D-plane, only the coordinates x
and z are considerd.

r=I(x,z) = l(sin¢g, cos ) (B.4)

For the two particles of the double pendulum, the generalized coordinates r; and r, for ¢, and ¢, respec-
tively can be expressed as:

r; = [, (sin¢,, cos ) (B.5)
r, =1, + I, (sin¢,, cos¢p,) (B.6)

The velocity and acceleration vectors for the single pendulum can be expressed in terms of the generalized
coordinate r:

r = [(sin¢, cos ) (B.7)
i =v=Ip(cosp,—sing) (B.8)
¥ =a=I[d(cos¢p,—sing) — [P*(sing,cosp) = IPv — 1>t (B.9)

The velocity vector vis perpendicular to the position vector r and r = [ = constant. The derivation of equation
B.7 can also be done for the first particle m, of the double pendulum:

r; = [; (sin¢y, cos¢p,) (B.10)
i1 = v, = 1y (cos ¢y, —sinepy) (B.11)
i) =a; = L §; (cospy, —singy) — 1, §{ (sinpy, cos ) (B.12)

= 11(51‘71 - ll(j)lzfl
And for the second particle m,:

r, =1, + I, (sing,, cos¢,) (B.13)
By =V, =V, + L, (cos ¢y, —sineh,) (B.14)
iy = ay = ay + L, (cOs Py, —sing,) — b3 (sinhy, cos ¢b,) (B.15)
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B.2. Single Pendulum

To analyze the simple pendulum, a free body diagram (FBD) must me defined and is depicted in figure B.2.
It includes the gravitational force m, g and the tension T'.

Figure B.2: A single pendulum (left) with its free body diagram (right)

Forces

For the single pendulum, the forces on the particle m, are the gravity m, g and the tension T. Gravity is
defined as positive downwards along the z-axis, g = g (0, 1) The tension is pointing towards the suspension
point along the direction of —r so that the forces F becomes:

-r T
F=Tm+mg=—7r+mg (B.16)

Equations of motion

Newton'’s second law is defined in equation B.1 and for the single pendulum, equation B.16 can be used to
define the force F acting on the particle m;:

._ T
F= mr:—7r+ mg

(B.17)
ml (¢p(cos¢p, —sing) — p*(sing, cos P)) = —T (sin, cosp) + mg(0,1).

ml (¢ cosp — d*sing) = —Tsin¢p (B.18)

—-ml(Psing + d*cosp) = =T cos¢p + mg (B.19)

Multiplying equation B.18 with cos¢ and equation B.19 with —sin ¢ gives equation B.20 and B.21 respec-
tively:
ml¢ cos? —mlg?sin¢ cos¢p = —T sin¢p cos P (B.20)
ml@sin®p + mlp?sing cosp = T sin¢ cos P — mg sing (B.21)
Adding equation B.21 to B.20 gives the following formulation:
mld (cos® ¢ +sin® ¢) —mld?* sinp cosp+mld*sing cosp = —mgsing
(B.22)

The red and orange terms in equation B.22 cancel out and use of the trigonometry rule, cos®¢ +sin®¢ = 1,
results in the following equation of motion for a single pendulum:

mlp = —mgsing (B.23)
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B.3. Double Pendulum

To analyze the system shown in figure B.1, a FBD must me defined and is depicted in figure B.3. It includes
the gravitational forces m, g, m,g and both the tension components 7; and T.

IZ‘X

z

m:

M2z§g
Figure B.3: A double pendulum (left) with its free body diagram (right)

Forces

For the double pendulum, the forces on the particle m, are the gravitational force m, g and both tension
components T; and T,. Tension Tj is along the direction —r; and T, is directed along (r, —r;). The force F,
can be written as:

_ 5

F, = <+ Tz -
L

| 1| | l'1|

The forces on the second particle m, are the gravitational force m,g and the tension 7, acting along the
direction —(r, — ;).

T
+ g = r; + l_2 (ry—r)+mg (B.24)
2

T,
—Z(ry—1,)+ m,g (B.25)

F,=T,—
2= 12 L,

+myg=
|1' 1|

Equations of motion
For a double pendulum, Newton'’s second law of motion for each particle is defined as F; = m;¥; : and results
in the following equations:

T T;
mi, = —Ltr + 2 (r,—1) + mg (B.26)
LT,
. 1,
myi, = A (ry—1) + myg (B.27)
2

With gravity defined as positive downwards along the z-axis, g = g(0,1). Equations B.26 and B.27 have two
non-zero components in the x-z-plane and contain four unknowns: ¢,,¢,, T; and T,. This results in four
equations with four unknowns and is a system that can be solved. If the formulations in equations B.26 and
B.27 can be split into the following set of differential equations:

my 1y (¢ cos ¢y — f singyy) = ~ Ty singy + Ty sinh, (B.28)
—my by (¢ sing; + 7 cos¢py) = Ty cospy + T, cosp, + my g (B.29)
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my (1 gy cos g — L pf singy + Ly, cosdy — Lds sing,) = T, sing, (B.30)
—my (L singy + L pf cosdy + Ly sing, + Lp3 cosy) = —T, cospy, + myg (B.31)

These four differential equations for these four unknowns can be simplified by the same method used for
equations B.18 and B.19 and by using the following trigonometric rules:

‘ cos’¢p+sinp=1  and sin ¢, cos ¢; — cos ¢, sing, = sin(¢P, — ¢P;)

Applying these formulations to equations B.28 - B.31 result in the following equations of motion:

L = (%) sin (¢, — ¢y ) — g singhy (B.32)
o [ L) (I )
Loy = (ml) (ml ) cos (¢, — ;) — g cos ¢y (B.33)
my (L) cos (¢ — y) + LT sin (¢, — Py) + L y) = —m,g sing, (B.34)
my (=1, sin (¢ — 1) + L f cos (¢ — 1) + Ls) = T, — myg cos ¢y (B.35)

Equations B.32 and B.33 can then be substituted in equations B.34 and B.35. Using trigonometric rules,
these formulations can be simplified further and rewritten as follows:

mylyp, = — m,g sing, — ((;1) s (sz _lel _gsm‘/’l) m, cos ((/)2 _(/’1)

m, 1

- ((A) - (%) cos (¢, — ;) _gCOS(/’l) my sin (¢, — ¢ (B.36)

=—my (%)Sin(d’z - ¢y)

1

. T
mzlz¢22 =T, — mygcose, + ((;Z)Sin((l’z —-¢) _gSin(Pl) my sin (¢, — ¢,)

1

- ((i) - (2) cos (¢, — ¢y) _8005¢1) m, cos (¢, — ;) (B.37)

m,

T, T
:]"2 =+ m2 (HZ) - m2 (ZI)COS (()DZ _()bl)

1 1

The derivations above lead to the following set of equations of motion:

. T
L = (HZ sin (¢, — ) — g sin¢, (B.38)
1
. T; T
ll¢12 = (;11 - (;21) cos (¢, — ;) — g cos P, (B.39)
. T
mylyy = —my _1) sin (¢, — ¢y) (B.40)
ny
mylLp? =T, +m 3 -m Ecos(q) ) (B.41)
a by = 1 7 - 2 my > — Py .

The formulations for 7T; and T, can be derived from equations B.38 and B.40 and results in the following
formulations:
__mm, L, ___™M L,
mysin (¢, — ¢) sin (¢, — 1)
_m L,y + m, g sing,

2 sin (¢, — ¢y)

T, = (B.42)

(B.43)
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Using these expressions and substitute them in equations B.39 and B.41 results in the following two equa-
tions of motion:

L, _ L +gsing,

ll(blz = “sin ((Pz _¢1) sin ((/52 _ (/)1) Cos (‘Pz - (Pl) —gcosg, (B.44)
i9 my by +m, g sing, L, +gsing, Lp, B
b = i (- ) +"’(wﬂ%—¢ﬂ)+m4+mﬂ%—¢0}”“% o) (B49)

Rewriting equation B.44 by multiplying with —sin(¢, — ¢,):
~Ly 7 sin (¢ = 1) = Ly + 11y €08 (b — ) + (g sinpy cos (¢ = by) + g cos Py sin (¢, — 1))

Ly = — 11y cos (¢ — 1) — L7 sin (¢ — ¢y) — g sineh; (B.46)
Multiplying equation B.46 with m, [, gives the following relation:
my 5, = =1, (my L)y cos (pp = py) = Ly (my )P sin (p, — ¢y ) — my L g sin, (B.47)

Equation B.47 coincides with the formulation for the equation of motion B.53 found with Lagrange’s method
method. Rewriting equation B.45 by multiplying with sin(¢, — ¢,):

my lz(bzz sin (¢, — ) = my Ly + my g singy + my 1y by + myg sing, + my lypy cos (¢, — ;)
(my + my) L,y = —my Ly, cos (o —py) + mzlz‘bzz sin (¢, — ;) — (my + my) g sinpy (B.48)
Multiplying equation B.48 with [; gives the following relation:

(my + my) [y = =1, (my 1)y cos (g — y ) + 1 (M 1) 3 sin (¢ — py) — I (my + my) g singpy (B.49)

Equation B.49 coincides with the formulation for the equation of motion B.52 found with Lagrange’s method
method.

Equations found with Newton’s method
(my + mp) By = =1, (my L)y cOs (¢ — ) + Ly (mp ) sin (b — ) — Ly (my + mp) g singpy (B.50)
myl5 ¢, = =1 (M, L)y cos (b, — dy) = by (M L) 5 sin (¢p, — ¢y) — my L8 sine, (B.51)
Equations found with Lagrange’s method

(my +my) By = —my 1y L, cos (s — y) + myly Lpi sin (¢, — ¢py) = I (my + m,) g singy (B.52)
my lg(ﬁz = —myl, I, cos (o — 1) — Mo, lZ(blz sin (¢, — ¢y) — myg Ly sin¢p, (B.53)

* Using the following trigonometric rules:

sin(¢, — ¢;) = sin¢, cos P, — cos ¢, sin ¢,
cos(¢, — ¢;) = cos P, cos P, + sing, sin¢,
cos?¢p +sin’¢p =1

The expression; g sin ¢, cos (¢, — ¢;) + g cos ¢, sin (P, — ¢, ) can be rewritten as:

= g sin¢, (cos ¢, cos, +sin¢, sing, ) + g cos P, (sinp, cos P, — cos P, sin¢,)

= gsin¢, cosg, cos; + g sing; sing, sin g, + g cos P, sin ¢, cos P, —g cos ¢, cos P, sin ¢,
= g sin¢, sin¢, sin g, + g cos ¢, sin ¢, cos ¢,

= gsin? ¢, sin¢, + g cos? ¢, sin ¢,

= g ((sin* ¢y + cos® ¢y) sin¢p,)

= gsing,




Exploratory test set-up

This Appendix provides detailed pictures regarding the exploratory tests presented in Chapter 4.

Figure C.1: Camera views of the exploratory experimental set-up
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Figure C.2: Static offset in sway direction increases because of the manually generated wave forces acting on the MP
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Figure C.3: Motions of the MP in surge and sway direction as a result of vortices around the MP caused by the applied
current
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