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Abstract 

This report documents the computer program FUNWAVE based on the 
fuUy nonhnear Boussinesq model of Wei et al. (1995). The documentation 
provides a description of the governing equations and the numerical scheme 
used to solve i t . A user's manual is provided and gives instructions on how 
to use various preprocessors and postprocessors to set up and read data files 
needed for model runs. Fortran code is provided for one and two-dimensional 
versions of the model, as well as for the additional data processing programs. 
Finally, several example calculations are documented. 
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1 T H E O R E T I C A L B A C K G R O U N D 

This section provides an overview of the theory incorporated in F U N W A V E . A more 

extensive review of the topic of shallow water wave propagation may be found in 

K i r b y (1997). 

Boussinesq-type equations provide a general basis for studying wave propagation in 

two horizontal dimensions. A t their core, the equations are the shallow water equa­

tions for nondispersive linear wave propagation. This basic foundation is extended 

by the addition of terms which include the lowest order effects of nonlinearity and 

frequency dispersion. This formulat ion provides a sound and increasingly well-tested 

basis for the simulation of wave propagation i n coastal regions. 

The standard Boussinesq equations for variable water depth were first derived by 

Peregrine (1967), who used the depth-averaged velocity as a dependent variable. 

Numerical models based on Peregrine's equations or equivalent formulations have 

been shown to give predictions which compare quite well w i t h field data (Elgar and 

Guza 1985) and laboratory data (Goring 1978; L iu , Yoon and K i r b y 1985; Rygg 

1988), when applied w i t h i n their range of validity. 

The assumption of weak frequency dispersion effects makes the standard Boussinesq 

equations invalid i n intermediate and deep water. The corresponding dispersion re­

lat ion of the standard Boussinesq equations is a polynomial approximation to the 

exact solution based on a hyperbolic tangent funct ion, which only matches well in 

shallow water areas. Recently, extended forms of Boussinesq equations have been de­

rived by Madsen et al. (1991) and Nwogu (1993), among others. I n the derivation of 

Madsen et al. (1991), additional terms which are formally equivalent to zero w i t h i n 

the accuracy of the model are introduced to the momentum equations. The f o r m 

of these terms was governed by the constraint of obtaining the best possible linear 

dispersion relation and the opt imal linear shoaling property (Madsen and Sorensen, 

1992). Nwogu (1993) used the velocity at a certain depth as a dependent variable and 

pursued a consistent derivation of the governing equations using this non-standard 

dependent variable. I n the end, the choice of the representative depth was again 

constrained by the goal of obtaining the most accurate possible dispersion relation. 

Al though the methods of derivation are different, the resulting dispersion relations of 

these extended Boussinesq equations are similar, and may be thought of as a slight 

modification of the (2,2) P a d é approximant of the f u l l dispersion relation ( W i t t i n g , 

1984). The relation may al l be wr i t t en i n the f o r m 

Figure 1 shows the comparison of exact dispersion relation w i t h those f r o m Nwogu's 
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equations for several values of a, which corresponding to dilferent models. I n shallow 

water l im i t as kh —>• 0, all curves approach together to ^/gh. However, as kh values 

increase, discrepancies f r o m the exact solution become large. The dispersion relation 

f r o m Nwogu's Boussinesq equations for the opt imal value a = —0.390 is much closer 

to the exact solution in intermediate water depths than that f r o m standard Boussinesq 

equations. Madsen and Sorensen (1992), and Nwogu (1993) have shown by example 

that the extended equations are able to simulate wave propagation f r o m relatively 

deep to shallow water. Wei and Ki rby (1995) developed a high order numerical 

model based on Nwogu's equations, and provided additional validation tests of the 

model. 

Figure 1: Comparison of linear dispersion relations: solid line - exact solution; dash 

line - a = -0.390, opt imal value ; dotted line - a = - 2 / 5 , (2,2) F a d é approximant; 

dash-dot line - a = —1/3, standard Boussinesq equations. 

Despite their improved dispersion relation, the extended Boussinesq equations are s t i l l 

restricted to situations w i t h weakly nonlinear interactions. I n many practical cases, 

however, the effects of nonlinearity are too large to be treated as a weak perturbation 

to a pr imari ly linear problem. As waves approach shore, wave height increases due to 

the effect of shoahng, and wave breaking occurs on most gentle natural slopes. The 
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wave height to water depth ratios accompanying this physical process are inappro­

priate for weakly-nonlinear Boussinesq models, and thus extensions to the model are 

required in order to obtain a computational tool which is locally valid i n the vic in i ty 

of a steep, almost breaking or breaking wave crest. Moreover, as shown by Chen et 

al. (1998), bo th sets of equations introduced by Madsen and Sorensen (1992) and 

Nwogu (1993) are not applicable to combined wave/current motions which are often 

encountered i n nearshore regions. 

Adapt ing the approach of Nwogu (1993) but making no assumption of small non­

linear effect, Wei et al. (1995) derived a new set of Boussinesq equations which 

include additional nonlinear dispersive terms. Not only can the equations be applied 

to intermediate water depth as the extended Boussinesq equations w i t h improved 

dispersion relation, but also be capable for simulating wave propagation w i t h strong 

nonlinear interaction. The inclusion of f u l l nonlinearity also leads to a correct fo rm of 

Doppler Shift i n the equations when an ambient current is present. I n other words, 

the new equations are suitable for modelling wave/current interaction as shown by 

K i r b y (1997). Numerical results obtained w i t h this model have been compared to 

boundary integral solutions of the f u l l 2-D vertical problem, and have been shown to 

be quite accurate i n predicting the fo rm of solitary waves either propagating in con­

stant depth or shoaling up a planar beach. Addi t ional validation tests are described 

i n the user's manual below. 

To enable the Boussinesq model to simulate surf zone hydrodynamics, energy dissi­

pation due to wave breaking is modelled by introducing an eddy viscosity term into 

the equations, w i t h the viscosity strongly localized on the front face of the breaking 

waves. Wave runup on the beach is simulated using a permeable-seabed techniques. 

Bo th breaking and runup schemes are detailed in Kennedy et al. (1999) and Chen 

et al. (1999b). A brief description and verifications of the surf zone model are also 

given in this manual. 

1.1 M o d e l Equations: T w o Spatial Dimensions 

We now provide the mathematical basis for the model F U N W A V E . The numerical 

scheme used to obtain solutions of these equations is described in the following section. 

The fu l ly nonlinear Boussinesq equations derived by Wei et al. (1995) are given by 

+ {via • V ) u « + gVri + {^z^ViV • u^t) + V ( V • {huat))} 
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+ V {l{zl - 7 ] ^ ) K • V ) ( V • u , ) + I [V • (/ iu„) + 77V • u a f } 

+ V {(^a - V){^a • V ) ( V • (hua)) - V [ | ^ V • U « t + V • ( / i u „ 0 ] } = 0 (3) 

where r] is the surface elevation, h is the s t i l l water depth, is the horizontal 

velocity vector at the water depth z = Za = -0.531h, V = {d/dx,d/dy) is the 

horizontal gradient operator, g is the gravitational acceleration, and subscript t is 

the part ial derivative w i t h respect to t ime. Equations (2) and (3) are statements of 

conservation of mass and momentum, respectively. As detailed below, equations (2) 

and (3) may be transformed into different equations governing wave propagation by 

dropping certain terms and/or changing certain coefficients. 

Equations (2) and (3) describe the frictionless evolution of nonbreaking waves over a 

smooth, impermeable bo t tom. I n order to develop a model for practical appHcation, 

several effects have to be incorporated into the model scheme, including physical ef­

fects of f r ic t ional damping and wave breaking, as well as extensions needed to perform 

purely numerical tasks including wave generation, boundary absorption, and moving 

shoreline. We rewrite equations (2) and (3) including these extensions as 

Here u and v are the horizontal velocities in horizontal directions x and y at depth 

z = Za = -0.531/^, i.e., {u,v) = u ^ , and 7 is a control parameter allowing us to 

choose between fu l l y (7 = 1) or weakly (7 = 0) nonlinear cases. The quantities 

U,V,E,E2,F,Fi,F2,G,Gi,G2,F^ and G^ are functions oi r], u, v, Ut or vt which are 

defined as 

(4) 

[U{u)] 

(5) 

[V{v)] 

(6) 

U 

V 

u + h [bihu^a: + hihu) 
XX i 

V + h [blhVyy + b2{hv)yy 

- - [ ( A w ) a ; + {Av)y 

(7) 

(8) 

E 

(9) 

(10) 

(11) 

(12) 

(13) 

Fl 

Gl 

F 

G 

-gvx - {uu^ + VUy) 

-gr]y - {uva, + Wy) 

~h [bihvxy + b2{hv)a;y_ 

-h [bihuxy + b2{hu)xy. 
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F, 

• a2hr] - ^rj{h + 77)] [{hu)^^ + {hv)^y]} 

• [a^h^T] + \r]{h? - r f ) ] {U,y + Vyy)}^ 

• a2hr] - \r]{h + ri) [{hu):,y + {hv)yy]^^ 

• \{Za - rf)[u{Ux + Vy)x + v{Ux + Vy)y] • 

• {Za - V) U[{hu)x + {hv)y]a: + v[{hu)r, + {hv)y]y 

I {[ihu)x + {hv)y + ri{ux + V y ) f } 

•\{Za - V'^)[U{UX + Vy)x + v{Ua; + Vy)y]]^ 

-{{za- v) u[{hu)a; + {hv)y]x + v[{hu)x + {hv)y]y }^ 

- | {[{hu)x + {hv)y + ri{ux + Vy)f}^ 

F' = Uv^liut)^ + {vt)y] + r]\ [h{ut)]a^ + [h{vt)]y]'-

= {lv\ut)x + {vt)y] + v[ [h{ut)]x + [h{vt)]y] }^ 

(14) 

(15) 

Go = -

(16) 

(17) 

(18) 

where ai, 02, bi, &2 are constants which are related to the dimensionless reference 

water depth f5 = Za/h = —0.531 by 

^ ^ ^ 2 ^ - 6 ' 
a2=P + l , b, = ^P^ b2 = P (19) 

The extended Boussinesq equations of Nwogu (1993) can be recovered by setting 

7 = 0. For standard Boussinesq equations of Peregrine (1967), we replace velocity at 

a certain depth UQ, by depth-averaged velocity ü in the governing equation and define 

the control parameters as: 

7 = 0, a i = 0, as = 0, hi = \ , 
6 

h = - I (20) 

Nonlinear shallow water equations can be obtained by replacing UQ, as u and setting 

7 = ai = 02 = Ö1 = 62 = 0 (21) 

Notice that A and K i n (9) result f r o m the use of a permeable seabed or slot technique 

for simulation of shoreline runup. They are described in Section 1.5. I n the absence 

of the slot scheme, A = h + rj and /c = 1. 

The remaining terms are added to the model to perform specific tasks. First, the 

term f{x,y,t) i n (4) is the source funct ion for wave generation, described in section 

1.3 below and in more detail i n Wei et al. (1999). 
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Secondly, the vector {Fb, G j ) i n (5-6) is the bo t tom f r ic t ion vector, given by 

{Ft„Gb) = j — n a K \ (22) 

K is the f r ic t ion coefficient and has been set to as = 1 x 10~^, pending more careful 

studies of mean flow generation in the model. 

Thirdly, the vector {Fi,r,Gbr) appearing in (5)-(6) is the wave breaking model, de­

scribed in Section 1.4. Smogorinsky-type subgrid model is introduced by {Fi,s,Gbs) 

to account for the effects of unresolved turbulence on the computed flow field. They 

are discussed in Section 1.6. 

Finally, the vector {Fgp, Ggp) provides for wave absorption by damping at model 

boundaries, and is described in section 2.2.2. 

1.2 M o d e l Equations: One Spatial Dimension 

The model detailed above is considerably faster to run as a purely one-dimensional 

code i f one-dimensional results are sought, as the two-dimensional version must be a 

min imum of five grid spaces wide. The governing equations for the one-dimensional 

version are given here. 

7]t = E{i],u)+-fE2{r],u) + f{x,t) (23) 

[U{u)], = F{v,u) + j[F2{r],u) + F\r],Ut)] + Fbr + Ft + Fsp (24) 

The quantities U,E,E2,F,F2 and F^ involve spatial derivatives of rj, u, and Ut and 

are defined by 

U 

E 

F 

E2 

F2 

u + h [bihua;x + h2{hu) 

— {Ku)x - [aih^Uxx + a2h'^{hu)j,x]^ 

(25) 

(26) 

-gVx - uux (27) 

- { aih'^T] + lr]{h'^ - r f ) u^x]^ - { 02/177 - \ri{h + 77) {hu):,^'^^ (28) 

'rf)uUr,^ - {{Za - r])u{hu)a:x}r, - \ {[{hu)x + 77('Ua;)]^}^(29) 

•]:rfuxt + ri{hut)x]^ (30) 

where a i , 02, hx, 62 and 7 are defined in (19)- (21), and A and K are defined in 1.5. 
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1.3 Wave Generat ion by Source Func t ion 

I n keeping w i t l i the idea that we are solving an in i t i a l boundary value problem, 

i t would be desirable to develop boundary conditions for Boussinesq models which 

can provide a combination of wave generation, wave absorption, and wave reflection 

effects. However, the problem of providing a well-posed boundary value problem 

for these equations is essentially an unsolved problem. I n particular, the problem 

of providing absorbing conditions which w i l l work for the entire range of modeled 

frequencies is complicated immensely by the wide range of phase speeds seen at the 

boundary. 

I n recognition of the difficulties imposed by this approach to model operation, we 

follow the lead of a number of previous Boussinesq model developers and, instead, 

generate waves using an internal source mechanism. Such an approach has been doc­

umented previously by Larsen and Dancy (1983) who used a somewhat ad-hoc source 

mechanism where water mass is added and subtracted along a straight source/sink 

line inside the computing domain. Sponge layers are placed in the ends of the do­

main to effectively damp the energy of outgoing waves w i t h different frequencies and 

directions. This approach works well in a staggered-grid differencing scheme, where 

water is essentially being added to or drained f r o m a single gr id block. I n applying 

this technique to the Boussinesq model on an unstaggered grid, however, we found 

that use of a single source line caused high frequency noise, leading to blowup of the 

model. Instead, we use a spatially distributed mass source f{x,y,t) i n equation (4). 

The corresponding linearized theory for the distributed source funct ion is given in 

Wei et al. (1999). 

Assume that in a constant water depth of h we want to generate a plane wave w i t h 

amplitude ao and angular frequency co. The angle between the propagation direction 

of the wave and the a;-axis is 6, as shown in Figure 2. Wi thou t losing generality, we 

assume that the center of the source region is parallel to the y-axis. Then we split 

the source funct ion f{x,y,t) into two parts as 

f{x,y,t)=g{x)s{y,t) (31) 

where g{x) is a Gaussian shape funct ion and s{y,t) the input t ime series of the 

magnitude of source funct ion. I t is convenient to make this separation, since the 

dimensionality of the input signal required to run the model, s{y,t), is reduced by 

one relative to f{x,y,t). The functions g{x) and s{y,t) are defined as 

g{x) = exp[-p{x - X s f ] (32) 

s{y,t) = Dsm{Xy-cvt) (33) 

where P is the shape coefficient for the source funct ion, and Xg is the central location 

of the source in the x direction, for a source oriented parallel to the y axis, as shown 
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i n Figure 2. Tire model also provides for the presence of sources along the lateral 

boundaries parallel to the x axis. D is the magnitude of the source funct ion, A = 

k sin(ö) the wavenumber in the y direction, and k is the linear wavenumber. 

y * 

^ 1 ^ 2 
X 

Figure 2: Source funct ion definition i n the computing domain. 

For a monochromatic wave or a single wave component of a random wave t ra in , the 

magnitude D of source funct ion can be determined by 

D = 
2ao cos{e){üü^ - aigk'^h^) 

ujkl[l - a{khY 

where a = -0.390, cti = ct + 1/3, and I is the integral given by 

/

OO / yj-

Qy.p{-l5x^)exp{-ilx)dx = J - e x p ( - / ^ / 4 / 3 ) 
-c» VP 

(34) 

(35) 

where I = kcos{9) is the wavenumber i n x direction. I n theory, the shape coefficient 

P can be any number. The larger the value /? is, the narrower the source funct ion 

becomes. However, i n our numerical model, good results were obtained when the 

w i d t h of the source funct ion W equals about half of the wavelength for monochromatic 

wave. The definition of W is not unique, and here we define W to be the distance 

between two coordinates Xi and X2 where the corresponding source function heights 
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are equal to exp ( -5 ) = 0.0067 times the maximum height D. Then xi and x^ must 

satisfy the quadratic equation 

P{x - Xsf = 5 (36) 

f r o m which the w i d t h of source funct ion is given by 

W = \x2-xi\ = 2 ^ (37) 

I f L is the wavelength, the requirement ofW = 5L/2 (where 5 is of order 1) results 

in ^ 

^ = P T i p = ¥1? ^^^^ 

For random waves, the value of /? is determined according to the peak frequency 

component and then used for all components i n the wave t ra in . 

1.4 Wave Break ing 

Wave breaking in Boussinesq models has been modeled using a range of techniques. 

I t appears that a technique which is capable of preserving the shape of the breaking 

wave as well as modeling wave height decay requires a dissipation mechanism which 

is spatially and temporally localized and tied to the f ront face of the wave. Available 

techniques of this type range (chronologically and in complexity) f r o m the eddy vis­

cosity formulat ion of Zelt (1991), through the momentum correction - surface roller 

model of Schaffer et al (1993), to the similar model Svendsen et al. (1996). A t present, 

there is very l i t t l e evidence showing that any formulat ion significantly outperforms 

any other, and so we utilize the eddy viscosity formulat ion similar to tha t of Zelt 

(1991), but w i t h extension to provide a more realistic description of the in i t i a t ion 

and cessation of wave breaking. 

Following Kennedy et al. (1999), we model the energy dissipation due to wave break­

ing i n shallow water by introducing the momentum mix ing terms: 

1 
'br 

G. br 

h + rj 

1 

h + Tj 

1 
{u{{h + v)Ua)x)x + X (z^(((/i + Vha)y + {{h + v)Va)x))y (39) 

(40) 

where superscripts x and y represent the directions i n the horizontal plane, subscripts 

X and y denote spatial derivatives, and u is the eddy viscosity localized on the f ront 

face of the breaking wave. I t should be emphasised that the localization of the eddy 

viscosity is of importance for modelling nonlinear waves. I n contrast, a global eddy 
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viscosity would smear the asymmetry and skewness of the breaking waves in a non-

physical manner. 

We define eddy viscosity as 

u = B5^\{h + r])V-M\ (41) 

in which 5 is a mixing length coefficient w i t h an empirical value of S = 1.2. The 

quantity B that controls the occurrence of energy dissipation is given by 

f 1, vt> m 

B=l vt<Vt<2v: (42) 

. 0 , rit< 

I n analogy to the "roller" model by Schaffer et al. (1993), we determine the onset 

and cessation of wave breaking using the parameter, 77^, which is defined as 

vP, t>T* 

where T* is the transit ion t ime, to is the t ime when wave breaking occurs, and t — to 

is the age of the breaking event. The value of rjl^^ varies between 0.36y/gh and 

0.65^/gh, while the values of rj^^\ and T* are O . l S y ^ , and h\Jh/g, respectively. The 

construction and verification of the breaking model was detailed by Kennedy et al. 

(1999). The lower l i m i t of 77̂ ^̂  is found to be more suitable to bar / t rough beaches 

while the upper l i m i t gives optimal agreement for waves breaking on monotone sloping 

beaches. Chen et al. (1999b) described the implementation and verification of the 

breaking model i n two horizontal dimensions. 

1.5 A Treatment of M o v i n g Shorelines 

Instead of tracking the moving boundary during wave runup/run-down on the beach, 

we treat the entire computational domain as an active fluid domain by employing an 

improved version of the slot or permeable-seabed technique proposed by Tao (1983, 

1984) for simulation of runup. The original slot technique has been used by Madsen 

et al. (1997) i n a Boussinesq model formulated in terms of mass flux and free surface 

elevation. The basic idea behind this technique is to replace the solid bo t tom where 

there is very l i t t l e or no water covering the land by a porous seabed, or to assume 

that the solid bo t tom contains narrow slots. This allows the water level to be below 

the beach elevation. 
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The replacement of the solid bo t tom by narrow slots results i n a modification of the 

mass equation (i.e. (4) and (9)), where 

^ 1, v>z* 

and 

(j] - z*) + 0{z* + ho) + il - (T^ "0 ], v>z* 

Here 5 is the relative w i d t h of a slot w i t h respect to a uni t w i d t h of beach, A is the 

parameter for the smooth transition f r o m uni ty to 5, and ho is the offshore water 

depth where a slot begins. 

Madsen et al. (1997) showed that, even though a very narrow slot w id th is used, there 

is s t i l l about a ten percent error i n the computed maximum runup in comparison w i t h 

the analytical solution by Carrier and Greenspan (1958). This is a t t r ibuted to the 

additional cross-sectional area introduced by the narrow slot because the maximum 

runup is very sensitive to the to ta l volume of mass at the runup t i p . I n contrast to 

Tao's (1984) formulat ion, which does not conserve mass in the presence of a slot, we 

retain an equivalent cross-sectional area of a uni t w i d t h of beach, leading to improve­

ment in the simulation of runup as shown Kennedy et al. (1999). The resulting z* 

may be expressed as 

in which z^ is the elevation of the solid seabed. 

The optimal values of 5 and A are found to be 0.002 and 80 (Kennedy et al., 1999), 

respectively, which give the best agreement w i t h the analytical solution by Carrier and 

Greenspan (1958). For simulations of wave runup on steep slopes, however, a slightly 

larger slot w i d t h and a localized filter may be needed to avoid numerical instabili ty. 

Chen et al. (1999b) verified the Boussinesq model w i t h the improved permeable-

seabed technique against the laboratory experiment on solitary wave runup on a 

circular island described by L i u et al. (1995). Good agreement between the computed 

and measured maximum runup was found. 

1.6 Subgr id Turbu len t M i x i n g 

Boussinesq models are based on vertically-integrated mass and momentum equations. 

However, the grid size involved w i t h the simulation of surface waves is usually smaller 
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than the typical water depth. The horizontally-distributed eddy viscosity resulting 

f r o m subgrid turbulent processes may therefore become an important factor in f lu ­

encing the flow pattern of the wave-generated current field. I n the absence of the 

subgrid model i n the governing equations, the underlying current field generated by 

wave breaking may become so chaotic that no realistic flow pattern can be recognized. 

Thus, we utilize the Smagorinsky-type subgrid model (Smagorinsky 1963) to account 

for the effect of the resultant eddy viscosity on the underlying flow. 

Fbs = 
1 

h + r] 

1 

h + T] 

[Mih + VW)x)x + ^ {Us{{{h + T])Ua)y + {{h + v)Va)x))^ 

1 

where Us is the eddy viscosity due to the subgrid turbulence. 

(47) 

(48) 

{Uxr+iVyf + liUy + V^f (49) 

in which U and V are the velocity components o f t he time-averaged underlying current 

fleld, Aa; and A y are the grid spacing in the x and y directions, respectively, and Cm 

is the mixing coefficient w i t h a default value of 0.2. I n the course of simulation, we 

obtain the underlying current field by averaging the instantaneous velocity over two 

peak wave periods and update Us accordingly. 
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2 N U M E R I C A L M O D E L 

This section details the numerical solution techniques used to obtain solutions of the 

system of model equations described in the previous section. This numerical approach 

provides the foundation for the F U N W A V E model. The programs themselves are 

described in the following section. 

2.1 F in i t e Difference Scheme 

Numerical solutions of Boussinesq equations can be significantly corrupted i f trunca­

t ion errors, arising f rom differencing of the leading order wave equation terms, are 

allowed to grow i n size and become comparable to the terms describing the weak 

dispersion effects. Many schemes developed to solve Boussinesq equations use the ar­

tifice of expficit ly subtracting out terms comparable to the leading order truncation 

errors, i n order to move the unbalanced remaining errors to a higher order than the 

nonlinear and dispersive effects (Madsen & Warren, 1984; Nwogu, 1993; Rygg, 1988). 

I n the present model, we take the somewhat different approach of using a higher-order 

scheme in order to perform computations. A composite 4th-order Adams-Bashforth-

Moul ton scheme (uti l izing a 3d-order Adams-Bashforth predictor step and a 4th-order 

Adams-Moulton corrector step) is used to step the model forward i n t ime. Terms 

involving first-order spatial derivatives are differenced to O (Ax'*) accuracy ut i l iz ing 

a five-point formula. A l l errors involved in solving the underlying nonlinear shallow 

water equations are thus reduced to 4 th order in grid spacing and t ime step size. 

Spatial and temporal differencing of the higher-order dispersion terms is done to 

second-order accuracy, which again reduces the truncation errors to a size smaller 

than those terms themselves. No further back-substitution of apparent t runcat ion 

error terms is performed. 

The resulting model scheme, as detailed below, was in i t i a l ly described in Wei and 

K i r b y (1995) and was subsequently extended to include fu l l y nonlinear effects by Wei 

et al (1995). 

2.1.1 Time-di f ferencing 

The arrangement of cross-differentiated and nonlinear t ime derivative terms on the 

right hand side of equations (5)-(6) makes the resulting set of left-hand sides purely 

tridiagonal. The governing equations are finite-differenced on a centered gr id i n a; = 

iAx,y = jAy,t = nAt. Level n refers to informat ion at the present, known t ime 
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level. The predictor step is the third-order explicit Adams-Bashforth scheme, given 

by 

At 

n+l _ 
+ ^ [ 2 3 ( i ^ ' ) y - 1 6 ( i ^ ' ) " 7 ' + 5 ( F ' ) y 

At 

+ 

12 
A t 

12 
A t 

12 

+ 23 ( (F0 t )^ , . - 16 ( (F0 t ) i : 7^ + 5((Fi)t)i: , 
\ n - 2 

' m G i ) i ) l i - m G { ) t ) l f + m r ) i ) l 
- 2 

where 

E + + / ( a ; , y , t ) 

F + 7(^2 + F') + Fb, + Ffe -1- F, 

E' 

F' 

G' = G + -f{G2 + G') + Gbr + Gb + Gsp 

(50) 

(51) 

(52) 

(53) 

(54) 

(55) 

A l l information on the right hand sides of (50) - (51) is known f r o m previous cal­

culations. The values of 77"+"^ are thus straightforward to obtain. The evaluation of 

horizontal velocities at the new time level, however, requires simultaneous solution of 

tridiagonal mat r ix systems which are linear in the unknowns at level n + l . Specif­

ically, for a given j , « " + ^ ( 2 = 1,2, . . . , M ) are obtained through tridiagonal mat r ix 

solution. Similarly, v^j {j = 1,2,..., N) are solved by a system of tridiagonal ma­

t r i x equation for given i. The matrices involved are constant i n t ime and may be 

pre-factored, inverted and stored for use at each time step. 

Af te r the predicted values of {r], u, vj'^'j^ are evaluated, we obtain the corresponding 

quantities of {E', F', G'}ij at t ime levels ( n + l ) , (n), (n - 1), (n - 2), and apply the 

fourth-order Adams-Moulton corrector method 

n. + 

+ TTT 

+ 

A t 

24 
A t 

24 
A t 

24 
A t 

24 
A t 

24 

H n n ' + 19( i^ ' )y - H F X f + ( F X / 

H{Fi)t)lt' + mFi)t)h - H{Fi)t)lf + 

9 ( G " ) ^ f + 19(G")^,- - HG')lf + {GXJ' 

H{Gi)t)n' + mGi)t)l^ - H{Gi)t)lj' + m ) t ) i 

n-2 

n-2 

(56) 

(57) 

(58) 

From the definit ion, we see that the calculation of F* and G* at certain t ime level 

requires the corresponding values of and Vt. Also, the terms {Fi)t and {Gi)t involves 
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t ime derivatives. Defining quantity w as 

w = {u,v,Fi,Gi} 

then its t ime derivatives for predictor stage are 

1 

2At 
1 

2At 
- 1 

3w. n - 2 

h3 4w^j' + wU+0{At') 
'"^ 2At 

For the corrector stage, we evaluate Wt according to 

1 

n-2 

6At 
1 

6At 
- 1 

6At 
- 1 

6At 

2wf+' + 3 < , . - 6wlf + wlj'] + 0{At') 

2w-f + 3 < r i - 6wl^ + < t i ] + 0{At') 

llwlJ^ - 18wlJ^ + 9wlj - 2wl]-'-] + 0{At^) 

(59) 

(60) 

(61) 

(62) 

(63) 

(64) 

(65) 

(66) 

By substituting the {Fi)t and {Gi)t into the equations (51), (52), (57) and (58), the 

last terms in these equations reduce to 

At_ 

12 
2 < , . - 3 < 7 ^ + (67) 

At 

24 
n-l \n-2 (68) 

where w = {Fi, Gi}. 

The corrector step is iterated un t i l the error between two successive results reaches a 

required l i m i t . The error is computed for each of the three dependent variables ?], u 

and V and is defined as 
i=M,j=N 

E
rn+1 _ ƒ* 

= (69) 

i=hj=l 

where ƒ = {rj, u, v}, ƒ"•+•'• and ƒ* denote the current and previous results, respectively. 

The corrector step is iterated i f any of the Af's exceeds 10" '̂' or 10"^. For "cold start" 

running of the model, the denominator in (69) is zero ini t ia l ly , which w i l l result i n 

infini te value of A f . To eliminate this problem, we first compute the corresponding 
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denominator. I f value of the denominator is smaller than a small value (say, 10 ^ ) , 

then only numerator f rom (69) is used for i teration errors. 

For weakly nonlinear case, the scheme typical ly requires no iteration unless problems 

arise f r o m boundaries, or inappropriate values for Aa;, A y and A t are used. For strong 

nonlinearity, however, the model tends to take more iterations. Further analysis 

shows that the iterated results oscillate around the desired solution. To increase 

the convergence rate, we apply an over-relaxation technique to the i terat ion stage. 

Wr i t i ng the previous and current iterated values as f l j and f i j , then the adjusted 

value fl'j for over-relaxation is given by 

f l j = i ^ - R ) f : j + R f i j (70) 

where i? is a coefhcient which is i n the range of (0,1). I n all computations, we found 

that R = 0.2 gave quite satisfactory results. 

2.1.2 Spat ia l differencing 

For first order spatial derivatives, the following five-point difference schemes are used 

{wx)i,j = Y^{-'25wij + A8w2,j ~ 36ws,j + 16wi,j - 3w5j) (71) 

{wx)2,j = j ^ ( - 3 ï ü i , , - - 1 0 w 2 , i + 18« ;3 , i -6w4 , i + «^5,i) (72) 

M i j = - - {Wi+2,j - Wi-2,j)] (73) 

(z = 3 , 4 , . . - , M - 2 ) 

{W^)M-I,j = UAX^^'^^^'^ ^ 10«JMi,i - 18«^M2,j + 6WM3,i - WMi,j) (74) 

{wx)pi,j = - ^ ^ ^ ( 2 5 w M j - 4 8 M M i , i + 3 6 w M 2 , j - 1 6 « ; M 3 j + 3wM4j) (75) 

where w = {rj, u, v}, Mk = M - k{k = 1, 2, 3, 4), and M is the to ta l number of gr id 

point i n x direction. 

For second order derivatives, we use three-point difference schemes 

[Wxxji,] — (Aa;)2 

(̂  = 2 , 3 , • • • , M - l ) 

Similar expressions can be obtained for derivatives w i t h respect to y. For mixed 

derivatives, we use 

c?/)j,i — 

(z = 2 , 3 , - - - , M - l ; i = 2 , 3 , - - - , 7 V - l ) 
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2.2 Boundary Condi t ions 

To obtain solutions to wave propagation over a finite domain, appropriate boundary 

conditions have to be specified in the numerical model. Two kinds of boundary 

conditions are used in the model, i.e. to ta l reflected wall and sponge layer. Waves 

are generated inside the domain by a source function technique which was described 

in section 1.3. 

2.2.1 W a l l B o u n d a r y 

For a perfectly reflecting vertical wall , the horizontal velocity normal to the wall is 

always zero. The corresponding values of surface elevation and tangential velocity, in 

theory, could be obtained f r o m the governing equations. However, numerical imple­

mentation for the latter is cumbersome and instabil i ty always occurs for our testing 

cases. Here we adapt the conditions of specifying the normal derivatives of surface 

elevation and tangential velocity as zero (Wei and Kirby, 1995), which is quite simple 

yet accurate to the order of standard and extended Boussinesq equations. Figure 3 

shows the definit ion of computational domain. Gr id numbers in x and y directions 

are represented by integer 2 = 1, 2, 3, • • •, M and j = 1, 2,3, • • •, A'". Assuming a waU 

is located in the right end of the domain {i.e. at i = M), then the corresponding 

boundary conditions are given by 

UMJ = 0 (78) 

{Vx)M,j = 0 (79) 

{vx)M,j = 0 (80) 

( i = 1,2,3,-••,AT) 

Apply ing five-point off-center finite difference to equations (79) and (80), we have 

WM,j = ^ ( 4 8 w ; M i , i - 3>QwM2,j + 16wM3,i " ^'^M^J) (81) 

where w = { r y , ^ } . Similar expressions can be obtained for walls at other locations. 

2.2.2 Absorb ing B o u n d a r y 

There are several types of absorbing boundary condition which allows waves to prop­

agate out of the domain w i t h min imum refiection. A sponge layer boundary condition 

is used here since i t is able to damp wave energy for a wide range of frequencies and 
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N 

(iJ) 

M 

Figure 3: Defini t ion for computational domain 

directions. Al though extra grid points are needed, i t is just if ied to apply sponge layer 

due to the decreasing cost of computer storage and the stabili ty of the numerical 

model. 

To absorb wave energy, art if icial damping terms F^p and Ggp are added to the right 

hand side of momentum equations (5) and (6), respectively. The damping terms are 

defined as 

Fsp = -Wi{x,y)u + W2{x, y){uxx + Uyy)+W3{x,y)^J^rj (82) 

Gsp = -wi{x,y)v + W2{x,y){va:a: + Vyy) +W3{x,y)^r] (83) 

where wi, W2 and ws are functions for three different kinds of damping mechanism, 

which were referred to as Newtonian cooling, viscous damping, and sponge filter, 

respectively (Israeli and Orszag, 1981). 

Assuming that there is only one sponge layer on the right end of the domain (see 

Figure 3), i.e., f r o m x = Xg = {is - l)Ax to x = Xi = {M - l)Ax. Then at the range 
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of a;̂  < a; < XQ, Wi{x,y) {i = 1,2,3) are zero. A t the range of a;̂  < a; < xi, Wi(x,y) 

{i = 1, 2,3) are defined as 

Wi{x,y) = CiU}f{x) ( 8 4 ) 

where Ci{i = 1,2,3) are constant coefficients corresponding to the three damping 

functions. Israefi and Orszag (1981) claimed that sponge filter is the best among the 

three damping terms for an open boundary condition. However, f r o m our numerical 

experiment for closed boundary, we found that Newtonian coofing work the best. The 

notation co in equation (84) is the frequency of waves to be damped, and f { x ) is a 

smooth monotonically increasing funct ion varying f r o m 0 to 1 when x varies f rom Xg 

to Xl. Function f { x ) is defined as 

ƒ ( - ) = - \ (86) 

The wid th of the damping layer {i.e. xi — Xg) is usually taken to be two or three 

wave lengths. Similar expressions can be obtained for sponge layers on three other 

ends of the domain. The final representation of functions Wi{x, y) {i = 1, 2,3) are the 

summation of all sponge layers. 

2.3 Numer ica l F i l t e r i n g 

Due to nonlinear interaction in the model, higher harmonic waves w i l l be generated 

as the program runs. These super-harmonic waves could have very short wavelength 

(the min imum wavelength for given grid resolution is twice of the gr id size). For such 

short wave components, the present Boussinesq model (even w i t h improved dispersion 

relation i n intermediate water depth) is not valid to apply because of the large depth 

to wavelength ratio. I n addition, the magnitude of these short waves usually grows 

rapidly once they are generated and eventually causes the blowup of the model itself. 

One effective way to eliminate such undesired short waves is to apply a numerical filter 

i n the model. Shapiro (1970) described in detail the method of weighted average and 

derived expressions for several orders of filters. Here we adopt the expression of 

Shapiro for a 4th order filter which determines a new value at each grid point by 

using the original values at 9 adjacent points. 

Z:= ^ [186Zi + 5 6 ( Z h i + Zi_,) - 28(Z,+2 + 

8{Zi+s + Zi^s) - {Zi+^ + Zi_^)] ( 8 6 ) 

where Z = {ri,u} represents the original values which consist of long and short 

wave components, Z* represent the new values w i t h short wave being filtered out. 
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The response funct ion for the above 9-point filter is represented by the ratio of the 

smoothed to unsmoothed amplitudes 

i? = l - s i n « ( ^ ) = l - s i n « ( ^ ) (87) 

where k is the wavenumber, Ax the grid size, and L the corresponding wave length. 

Figure 4 shows the response funct ion of the filter w i t h respect to the ratio of wave­

length to gr id size. Waves w i t h wavelength twice of the grid size are filtered out 

completely since the corresponding response funct ion R is zero. As the wave length 

increases, however, the value of R increases (wi th asymptotic value of 1), indicating 

that the effect of filtering decreases for longer waves. 

1 _ , , , f 

/ nU. I I I I 1 1 1 1 
2 3 4 5 6 7 8 9 10 

Udx 

Figure 4: Response funct ion of the 1-D 9 point filter. 

I t is straight forward to obtain an expression for a 2-D filter by applying equation 

(86) to first the x and then the y direction. However, i t w i l l be cumbersome to wri te 

the corresponding 2-D formula and code i t in the program since the formula contains 

9 X 9 = 81 neighboring points for one filtered point. Instead, the 1-D formula is 

employed twice, w i t h the first in the x direction for all y values and the second in the 

y direction for all x values. The corresponding response funct ion for the 2-D case is 

R(l^ A) = [ l - sm\lAx/2)] [l - s in^(AAy/2)] (88) 

where / and A are the wavenumbers in x and y directions, respectively, Aa; and Ay 

are the grid sizes. Denoting and Ly to be the wavelengths in x and y directions. 
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then the above response funct ion can be rewrit ten as 

R = { l - sm'[Tr/{LjAx)]} { l - s in« |7r / (L^/Ay)]} (89) 

Figure 5 shows the response funct ion of the filter w i t h respect to the ratios of wave­

lengths to grid sizes. Again, waves w i t h wavelengths twice the grid size are filtered 

out completely since the corresponding response funct ion R is zero for these waves. 

As wavelength increases, the filtering effect is reduced. 

2 2 

Figure 5: Response funct ion of the 2-D 9 x 9 point filter 

The use of the above numerical filter should be kept to min imum, since a fract ion 

of long wave energy is also filtered out every t ime the above formula is applied. I n 

the testing cases 2 and 3, the numerical filter is applied every 200 t ime steps (4 wave 

periods) and good results are obtained. 
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3 USER'S M A N U A L 

The Boussmesq model developed here is wr i t t en in the Fortran 77 language and in 

theory should be able to run on all type of computers which have Fortran 77 compilers. 

We have been running the program on three types of computers (Sun workstations, 

SGI workstations and a Cray J90) and have not found any machine related problems, 

except for different record length for binary data on the SGI machines. To take ad­

vantage of the graphic capability for SGI machines, special subroutines for animation 

are wr i t t en to plot wave field as computation goes on. Graphic Library (GL) routines 

for SGI machines are used in this case. Detailed description can be found i n section 

3.6. 

I n general, two-dimensional programs can be used to simulate one-dimensional cases 

of wave propagation. However, purely 1-D programs are much simpler to code and 

much faster to run due to the fact that 1-D programs include less terms and do not 

require a min imum of five grid points i n the y direction as does the 2-D program. 

Therefore, we develop both 1-D and 2-D programs for simulating corresponding cases 

of wave propagation. 

Al though the 1-D and 2-D programs are separate, the basic structure of these two 

programs is the same. I n the following, we w i l l describe the model for the 2-D case 

in general and point out the difference for the 1-D program. 

3.1 Revision H i s t o r y 

Version 1.0 represents the in i t i a l release o f t h e model. 

3.2 P rog ram Out l ine and F low Char t 

The numerical model for the 2-D case consists of a main program and 20 subroutines. 

The main program consists of a do loop for t ime stepping. Inside the loop, various 

subroutines are called to compute the corresponding values of {T], U, V} at each t ime 

step, using predictor or corrector formulas given in section 1.2. Figure 6 shows the 

fiow chart for the main program. 

A short description of each routine follows: 

1. init: Called by main program, this routine reads input data files and com­

putes constants and arrays which w i l l be used by the main program and other 
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call subroutine init for initilization 

I 
do it = 1, nt do it = 1, nt 

ite=:0 

Preditor 
call subroutines iinsol, vnsol, etsol 

to compute x = {r ; , u, v } 

X * = X , ite = ite + 1 

call subroutines eval_fg, eval_e 
to evaluate B={E',F',G',F, Of*^ 

Corrector 
call subroutines unsol, vnsol, etsol 

to compute x = { r | , u, v } 

llx*-xll - 4 \ Y e s 
>10? 

11x11 

No 

call subroutines evalj'g, eval_e 
to evaluate B={E',F',G',Fp G } 

to update x, B ; to record resutls 
to filter i f needed; etc 

continue 

stop 

Figure 6: Flow chart of the main program 
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subroutines. 

2. tridag: Called by init, this routine obtains the tridiagonal mat r ix for solving 

velocities u and v. 

3. ludec: Called by init, this routine decomposes the tridiagonal mat r ix for obtain­

ing velocities u and v. 

4. wavenb: Called by init, this routine computes wavenumbers for given water 

depth and angular frequency. 

5. etsol: Called by main program, this routine computes surface elevation r] at new 

time step. I t calls subroutine beet to obtain boundary values of r]. 

6. unsol: Called by main program, this routine computes a;-direction velocity u at 

new t ime step. I t calls subroutine bcu to obtain boundary values of u. 

7. vnsol: Called by main program, this routine computes y-direction velocity v at 

new t ime step. I t calls subroutine bcv to obtain boundary values of v. 

8. beet: Called by etsol, this routine computes boundary values of rj. 

9. bcu: Called by unsol, this routine computes boundary values of u. 

10. bcv: Called by vnsol, this routine computes boundary values of v. 

11. error: Called by main program, this routine computes errors of r],u,v for suc­

cessive iteration. 

12. printing: Called by main program, this routine writes out computational results 

into output files. 

13. fltr: Called by main program, this routine filters out short waves which may 

cause instability. 

14. evaLfg: Called by init and main program, this routine computes the quantities 

defined in the right hand side of momentum equations, i.e., F + 7F2, Fi, F\ 

15. evaLe: CaUed by init and main program, this routine computes E + 7^2. 

16. pre^eval: Called by evaLfg and evaLe, this routine computes common terms i n 

E, F, G, Fl, F2, G2, F\ G*. These common terms are: u^y, v^y, {hu)xy, {hv)xy, 

{Ux + Vy)x, {Ux + Vy)y, [{ku) ^ + {hv)y]a:, [{ku) ^ + ihv)y]y. 

17. evaLe2: Called by evaLe, this routine computes E2. 

18. evaLf2g2: Called by evaLfg, this routine computes F2 and G2. 
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19. evaLutvt: Called by evaLfg, this routine computes Ut and Vt and calls subroutine 
evaLftgt to compute and G*. 

20. evaLftgt Called by evaLutvt, this routine computes and G*. 

For 1-D programs, subroutines vnsol and bcv w i l l not exist. In addition, variables 

w i t h y dependent such as G, G i , G2, G* and F i w i l l be zero. Computat ion in ev­

ery subroutine w i l l be reduced more than half due to the absence of variation i n y 

direction. 

3.3 P rogram I n p u t 

There are four input data files to be read by subroutine init. The first file con­

sists of control parameters and is named funwave2d. data for 2-D programs and fun-

waveld.data for 1-D programs. W i t h the use of intrinsic funct ion N A M E L I S T in the 

program, variable name and its corresponding data can be put together. The logical 

device number for this file is chosen as 1 and the fo rm of the file is A S C I I . 

The other three input files are water depth data, in i t i a l wave field data, and t ime 

series of source funct ion amplitude, respectively. Their names are represented by fin, 

f2n and fSn which are specified i n funwave2d.data or funwaveld.data. Binary format 

is used for these three files to increase I / O speed for 2-D programs while A S C I I 

format is used for 1-D programs. Since the record length of data for binary format i n 

SGI computer is different f r o m other machines, a control parameter imch is used i n 

funwave2d.data or funwaveld.data to adjust for different computers. I n the fol lowing, 

more detailed descriptions of each input file such as definition of parameters and how 

to generate such files are given. 

3.3.1 I n p u t file 1: funwave2d.data or funwaveld.data 

The file consists of control parameters to be used through the programs. These control 
parameters are defined as: 

• ihe 

Control parameter for different types of Boussinesq equations: (1) ihe = 1 is 

for Nwogu's (1993) extended Boussinesq equations; (2) ihe = 2 for the f u l l y 

nonlinear Boussinesq equations of Wei et al. (1995); (3) ihe = 3 for Peregrine's 

(1967) Boussinesq equations; (4) ihe = 4 for nonlinear shaUow water equations; 

and (5) ihe = 0 is for linearized Nwogu's equations. 
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® imch 

Identification number for different types of computer due to difference in record 

length of data for binary format: (1) imch = 1 is for SGI workstations; (2) 

imch = 8 is for Sun and Cray J90. 

« ianm, 

Identification number for the use of online animation for the 1-D code, ianm = 1 

is for animation on SGI machines; ianm = 0 is no animation. 

• aO 

Input wave amplitude in meters. For Gaussian hump testing case, i t is the in i t i a l 

wave height i n the center of the hump. For regular waves over submerged shoal 

testing cases, i t is the incident wave amplitude. For random wave generated by 

specified spectrum, i t is the root-mean-square wave amplitude. No need in the 

case of a given t ime series of free surface elevation. 

• hO 

Constant water depth in meters over the wave generation region. 

» tpd 

Wave period for monochromatic waves, dominant wave period for random waves. 

• dx, dy 

Grid size in meters for x and y directions, respectively. There is no need for dy 

in 1-D programs. 

e dt 

Time step size in seconds, dt < Q.bdx/^/ghmax. 

• mx, ny 

Numbers of grid points i n x and y directions, respectively. There is no need for 

ny i n 1-D programs. 

• nt 

Number of t ime steps for the program to run. 

• ithgn, itend, itdel 

The beginning, ending and interval numbers of t ime step to store spatial maps 

of 77 or time-averaged velocity. 

• itscr 

Number of t ime steps between the output of a par t ia l list of computed results 

on the screen. 
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üftr 

Number of t ime steps between application of the numerical smoothing fil ter. 

theta 

Input angle (in degrees) between wave direction and x direction. No need in 

1-D program. 

cbkv 

Coefficient allowing the variation of parameter for the breaking scheme. cbkv= 

T]l^\ (see Section 1.4 for the description o f t h e parameter). 

delta 

Slot w i d t h relative to a uni t w i d t h of beach, delta = 0.002 — 0.02. 

slmda 

Parameter controlling the slot shape, slmda = 20 — 80. 

isltb 

Inception of a slot i n the x direction. 

islte 

The end of a slot i n the x direction. 

isrc 

Index number for the center line of source funct ion i n x direction. Source 

funct ion is not valid i f isrc < 1. 
jsrc 

Index number for the center line of source funct ion in y direction. No need for 

1-D programs. 

swidth 

Ratio of source funct ion w id th W to half wavelength L/2. swidth is a constant 

of 0 ( 1 ) . 

cspg, cspg2, cspgS 

Coefficients for three different kinds of sponge layers. The usual values for all 

the testing cases is cspg = 10, cspg2 = 0, cspg3 = 0. 
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• ispg(4) 

Control parameters for sponge layer widths i n four boundaries. The sponge 

layers are in the grids f r o m i — 1 to i = ispg{l), f r o m i = mx — ispg{2) + 1 to 

i = mx, f rom j = 1 to j = ispg{3), and f rom j = ny — ispg{4:) + 1 to j = ny. 

Only the first two elements i n ispg are used in 1-D programs. 

» ngage 

Total number of wave gages in computing domain where t ime series of rj is 

recorded. The coordinates of these points are defined by ixg and iyg. The 

maximum value of ngage is 20 in the program and could be increased by chang­

ing the predefined size for arrays ixg and iyg. 

• ixg(25), iyg(25) 

A pair of grid index which define the wave gages where t ime series of rj are 

recorded. The corresponding coordinates for these points are {xk,yk)ik = 

1,2,..., ngage) w i t h Xk = [ixg{k) - l ] * d x and yt = [iyg{k) - 1] * dy. 

• itg(6) 

Time steps where spatial profiles of rj are stored, 

s Jin, f2n, fSn 

Names of input data files: (1) ƒ I n is for water depth; (2) ƒ 2n is for in i t i a l wave 

field; and (3) / 3 n is for t ime series of source funct ion amplitude for random 

wave input . 

• f4n, f5n, f6n, fin 

Names of output files: (1) / 4 n is for t ime series of r] at gages specified by grid 

index ixg and iyg; (2) / 5 n is for t ime series of other quantities such as water 

volume or u, v; (3) f6n is reserved for spatial profiles specified by t ime step itg; 

(4) ƒ 7n is for spatial profiles of 77 or time-averaged velocity components at the 

t ime steps controlled by ithgn, itend, itdel. 

• chrk 

Coefficient for wave breaking as i n equation (41). The typical value is chrk — 

1.2. 

• ck-bt 

Coefficient for bo t tom f r ic t ion formulated by the quadratic law, which is ap­

peared i n equation (22). The typical value is ck-bt = 1.0 x 10"^ to 5.0 x 10"^. 

I t is equal to zero for smooth bot tom. 
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® c-dm 

Coefficient for the subgrid mixing model. The typical value is C-dm = 0.1. For 

non-breaking waves, set c^dm = 0.0. 

• isld 

isld = 1 is for the simulation of runup on a conical island i n L i u et al. (1995). 

A sponge layer is placed inside the island and a subroutine is called to compute 

the maximum runup height on the island when isld = 1. I n the case of an open 

coast, set isld = 0. 

• idout 

idout = 1 leads to the output of time-averaged velocity (over two peak wave 

periods) i n ƒ 7n; idout = 0 leads to the output of free surface elevation i n f7n. 

• idft 

i d f t = l imposes a local filter along lateral boundaries i f blow-up occurs there; 

i d f t = 0 indicates that no local filter is used. 

• itide 

Control parameter for t ida l effect. For itide = 1 t ida l effect is turned on as 

specific by tideco defined beUow. For itide = 0, no t ida l effect is turned on. 

Currently this parameter is only implemented i n 1-D programs. 

® tideco (3) 

Coefficients of parabolic curve fitting for t ida l effect in 1-D model. 

3.3.2 Input file 2: fin 

This file consists of water depth data which is needed for the Boussinesq model to run. 

The depth data could generated by Fortran program depth.f, i f the bo t tom geometry 

could be represented by some mathematical formula. The Fortran program depth.f 

reads the some of the control parameter file funwave2d.data or funwaveld.data and 

computes the corresponding water depth matr ix . I n the current version of depth.f 

program, four examples of depth grid can be generated. These four cases of depth 

grid correspond to the four example calculations which w i l l be described i n Sections 

4.1-4. The first case is combination of a constant depth and a constant slope of 1-D. 

The other three cases are all 2-D, i.e. constant depth, topography of Berkhoff et al. 

(1982) and topography of shoal experiment of Chawla and K i r b y (1996). 

Data i n fin is wr i t t en i n the following format: 
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open (unit, f i l e = f i n , access = 'd i r e c t ' , r e e l = imch*ny) 

do i = 1 , mx 

write (unit, rec = i ) ( h ( i , j ) , j = l , n y ) 

enddo 

3.3.3 I n p u t file 3: f2n 

This file consists of in i t i a l values of surface elevation T] and horizontal velocity com­

ponents u and V for each point i n the computational domain. The Fortran program 

to generate the in i t i a l wave data file is called initw.f. For the test case of evolution 

of in i t i a l Gaussian shape water column, the surface elevation rj is obtained f r o m the 

given formula, and the velocity components of u and v are zero. For the other testing 

cases of 1-D random wave propagation and 2 -D regular wave shoaling, all variables 

of Tj, u and v are set zero. 

Data i n f2n is wr i t t en in the foUowing format: 

open (unit, f i l e = f 2 n , access = 'd i r e c t ' , r e e l = 3*imch*ny) 

do i = 1, mx 

write (unit, rec=i) ( u i ( i , j ) , j = l , n y ) , ( v i ( i , j ) , j = l , n y ) , ( e t i ( i , j ) , j = l , n y ) 

enddo 

3.3.4 I n p u t file 4: fSn 

This file consists of t ime series of source funct ion amplitude s{t) which is used to gen­

erate desired waves for the model. The Fortran file to generate s{t) is called source.f. 

I n order to efficiently generate random waves w i t h different direction components, at 

least two crossing source lines are needed. The 2 -D version of source./is s t i l l under 

development. The 1-D version is named Idsource.f wad has been tested to generate 

desired random waves successfully. I n program Idsource.f, two methods can be chosen 

to generate t ime series of source funct ion amplitude. The first is by specified power 

spectrum of r/ and the second is by measured t ime series of rj at the corresponding 

location. Due to the special requirement of the program, a separate input data file 

named Idsource.data is required to run Idsource.f. The parameters i n Idsource.data 

are defined as: 

• imeth 

Control parameter for different methods to generate t ime series of source func­

t ion magnitude. For imeth = 1, input spectrum of 77 is required. For imeth = 2, 
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input t ime series of measured r] is used. 

• f i , f2 

The lowest and the highest frequency components to be used in the spectrum 

of rj. 

m nf 

Number of frequency components between f l and ƒ2 . 

• fnin 

Name of the input t ime series of 77. 

® ntd 

Number of t ime step in the input time series of 77. 

® dtd 

Time step in seconds for the input t ime series of 77. 

® nttrans 

Number of t ime step to perform FFT t ransform for each segment of data. The 

number should be power of 2. 

® hscale 

Coefhcient to convert the input 77 into meters. 

® itide, tideco(3) 

Tida l effect parameters which are the same definit ion as i n funwaveld.data. 

3.4 P rog ram O u t p u t 

There are to ta l nine output files f r o m the model, eight of which are for surface el­

evations 77. The first file is t ime series of 77 at locations specified by ixg and iyg, 

w i t h the to ta l number of points specified by ngage. The data dimension of the file is 

ngage x nt. The second output file is t ime series of other quantities, such as velocity 

components u and v. Binary format are used to store these files to increase the I / O 

speed, especially for post-processing Matlab programming. 

The next six files are spatial profile of 77 at t ime steps specified by itg{6). A l l these 

six files have the same prefix f6n for their names. Their postfix names are string 

conversion o f t h e corresponding t ime steps. Data i n these six files have the dimension 
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of mx X ny. Again, binary format is used to store tiiese six files so that these data 

can be read directly by Matlab low order I npu t /Ou tpu t command. 

The last data file is the spatial profiles for t ime steps controlled by ithgn, itend, itdel. 

Data in this file have the dimension of mx xnyx ntn w i t h ntn — {itend-ithgn)/itdel. 

Binary format is used for this file that contains either free surface elevation or velocity 

components averaged over two peak wave periods as specified by the user through 

idout. 

As the program runs, several outputs are shown on the command line screen. For 

every itscr t ime steps, surface elevation at 4 corner points, to ta l mass, number of 

interation, etc., are printed out, which serves as a running check for the model. 

3.5 Programs to Analyze O u t p u t Files 

A l l the first 8 output files are 2-D data and can be analyzed directly by the plot t ing 

software Matlab. Time series of ri at the specified locations and spatial profiles of rj 

at t ime steps can be obtained directly (both A S C I I and binary forms) f r o m Matlab. 

Following standard procedures, i t is straightforward to plot the results or to perform 

data analysis such as spectrum computation and other statistics. 

The last output data file f7n is in a 3-D array and in binary format. Depending on 

the domain dimension and the number of t ime steps at which data are stored, the size 

of the file can be quite large. We wri te Fortran programs to decompose the 3-D data 

to 2-D according to specific t ime steps. Program h2dpl.f reads the output data file 

f7n and wri te out a number of files, each of which corresponding to the spatial profile 

of ?7 at a specified t ime step. For regular wave propagation, wave height distr ibution 

along the domain is desired to compare w i t h experiment data. A n d program h2dp2.f 

reads the file f7n and computes the averaged wave height by zero crossing method 

for the entire grid points. 

For the output of time-averaged velocity components i n f7n (i.e. idout = 1), a 

program h2dp3.f may be used to extract the information of the wave-induced unsteady 

current at a given t ime or averaged over a long period of t ime. 

3.6 Implementa t ion of A n i m a t i o n Graphics 

For SGI machines and other computer systems w i t h animation software {i.e., Graphic 

Library for SGI, OpenGL for other computers), i t is quite useful to implement anima­

t ion to visualize computing results. Real t ime animation as the program is running 
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provides an efficient way to detect possible cause of model blowup f r o m coding error 

or boundary problem. 

I n the beginning of developing the model, we wrote subroutines u t i l iz ing Graphic 

Library (GL) provided by SGI machines. To extend the animation to other computer 

systems, these subroutines are being transferred into OpenGL. I n the present version, 

only GL is used to described animation as follows. 

Since i t is relatively faster for the 1-D programs to run and the effect of slowing down 

the computation by adding animation to the Boussinesq model is not apparent, we 

provide the option of turning on animation as the 1-D Boussinesq model is running. 

There are three subroutines for animation which are al l wr i t ten i n C. The first sub­

routine is called plotinit.c which initializes the SGI Graphic Library such as window 

size and camera position. The second is called plot.c which is called by the main 

program to plot the surface elevation T) at the specified t ime step. The t h i r d is called 

plotfn.c which closes down the graphic windows. The option of turning on anima­

t ion is provided by using the makefile Makefile. To tu rn off animation for non-SGI 

computers, we should use the makefile Makefilebg. The funct ion of animation can be 

switched off on SGI machines by setting ianm = 0 i n the input file funwaveld.data. 

I n the 2-D case, the computation of the Boussinesq model takes quite a long t ime 

for SGI machine, even w i t h smaller grid numbers {e.g. 50 x 50). Therefore, adding 

animation to the 2-D model would be less effective. Instead, we wri te out data of r] as 

much as possible ( l imited by machine capacity) to the file f7n. A separate program 

which consists of SGI Graphics Library routines is used to read the data ƒ 7n and to 

plot animation image of the computing results. 
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4 E X A M P L E CALCULATIONS 

The numerical model has been applied to compute wave fields for several cases of wave 

propagation. I n the following, seven examples of running the model are described. 

The first two are for 1-D programs to simulate wave propagation over a planar beach. 

The th i rd case is the evolution of an in i t i a l ly Gausaian elevation i n a rectangular 

basin. The last four examples are regular wave propagation over submerged shoals and 

adound a conical island. Agreement between model results and available experimental 

data is found to be quite reasonable. 

4.1 Wave Propagat ion over a Planar Beach: Mase & K i r b y 

(1992) 

To study random-wave properties of shoaling and breaking, Mase and Ki rby (1992) 

conducted a laboratory experiment of random wave propagation over a planar beach. 

Figure 7 shows the experiment layout, where a constant depth on the left connects to 

a constant slope on the right. Two sets of random waves w i t h peak frequencies 0.6Hz 

(runl) and l.Oiï^; {run2) are generated by wavemakers on left end and propagate 

through the flat bo t tom and then over the slope. Start ing at the toe, 12 wave gages 

are deployed along the slope at locations whose water depths are h = 47, 35, 30, 

25, 20, 17.5, 15, 12.5, 10, 7.5, 5, 2.5 cm. T ime series of surface elevation r] at these 

locations are collected simultaneously for about 14 minutes for runl and 12 minutes 

for run2. 

Figure 7: Experiment layout of Mase & K i r b y (1992). 
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The 1-D model is used to simulate the wave propagation. Here we present the model 

results for run2 and compare them w i t h the experimental data. The dispersion 

coefficient kh for the peak frequency wave in run2 is about 2, which is out of the 

validity range for the standard Boussinesq equations. However, as shown in the 

following, the extended Boussinesq model is applicable for this case as good agreement 

between the numerical results and experimental data is observed. 

The closest gage to the wavemaker is at the toe w i t h h = 47cm. The measured data of 

7] at that location is used as an input to the Fortran program Idsource.f to generate 

t ime series of source funct ion amplitude. The input file for Idsource.f is: 

$data_0 

imeth = 2 

$end 

$data_l 

f l = 0.4 f2 = 2.0 nf = 161 

$end 

$data_2 

f n i n = 'r2d470.dat' 

ntd = 15000 dtd =0.05 nttrans = 1024 

hscale =0.01 

$end 

Since the t ime series of 77 (t) is used as an input to generate t ime series of source 

funct ion amplitude s{t), we chose imeth = 2. The parameters i n $datal define the 

interested frequency range to be modelled. I n order to use FFT to perform transform 

between t ime domain and frequency domain data, the value of nttrans is required 

to be power of 2. The experimental data of ri{t) is divided into 14 segments, each 

of which has 1024 data. The to ta l number of r]{t) used to generate s{t) is 14 x 1024 

= 14336. The t ime length of the output t ime series of s{t) is the same as the input 

r}{t). However, due to smaller t ime step dt = 0.01 (see file funwaveld.data below) 

required to run the wave model, the to ta l number of data for s{t) is 14336 * dtd/dt = 

71680. 

Owing to the absence of data near the wavemaker, the computing domain is somewhat 

different f r o m the physical domain. The source location for the model is at the 

toe (instead of at the wavemaker) where measured data is available. The shoreline 

boundary is handled by the permeable-seabed method. Sponge layers are added at 

both ends of the domain to absorb wave energy. The depth data file is generated by 
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the program depth./. The in i t i a l wave field of r] and u are set to zero everywhere by 

using the program initw./. 

Figure 8 shows the comparison of t ime series of r] between the model and the mea­

surement for the 11 gages at the depths h=3b, 30, 25, 20, 17.5, 15, 12.5, 10, 7.5, 5, 2.5 

cm. Except for small discrepancies for wave phases and wave heights, the computed 

wave shoaling and breaking agree quite well w i t h the experimental data (most waves 

start breaking at the depth h = 15cm). 

T I \ I I I I I T 

: : : : : : : : h=2.6om 

20 22 24 26 28 30 32 34 36 38 40 
Time (sec) 

Figure 8: Time series comparison of T] between model (dashed lines) and data (solid 

lines) at 11 wave gage locations. 

The specification file /unwaveld.data for this case is 

$datal$ 

ibe = 1 

aO =0.05 

dx = 0.025 

mx = 521 

itbgn = 1 

i t s c r = 100 

cbkv =0.35 

imch = 1 

hO =0.47 

dt =0.01 

nt = 35840 

itend = 35840 

i t f t r = 200 

ck_bt =0.0 

ianm = 0 

tpd =1.0 

i t d e l = 100 
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d e l t a =0.01 

i s l t b = 101 

$end 

slmda =50.0 

i s l t e = 521 

$data2 

i s r c = 81 

cspg = 10.0 

ispg = 51 61 

swidth = 

cspg2 = 

1.0 

0.0 cspg3 0.0 

ngage = 13 

ixg = 101 177 217 257 297 317 337 357 377 397 

417 437 0 0 0 0 0 0 0 0 

i t g = 21 51 101 4001 5001 6001 

$end 

$data3 

f i n = 'depth.mskb' 

f2n = 'initw.data' 

f3n = 'mskb_r2.data' 

f4n = 'eta_ts.out' 

f5n = 'tmp.out' 

f6n = 'eta_sp.out' 

f7n = 'eta_xt.out' 

$end 

$data4 

i t i d e = 0 

tideco =7.89 9.107e-05 -1.3737e-09 

$end 

As defined in the above data file, a numerical filter is applied every 400 t ime steps i f 

there is no wave breaking. I n the event of wave breaking, extra filtering is required in 

order to stabifize the model. We define the t ime step at which wave breaking occurs 

as breaking time step, then the extra numerical filter is apphed for every 50 breaking 

t ime steps. We run the model for the entire input t ime series of s{t) and no problem 

occurred to stop the program. Time series comparisons for other data segments 

between the model results and the experiment data are as good as that of Figure 8. 

To further demonstrate the applicabUity of the model, we performed t h i r d moment 

computation for the resulting t ime series of r]{t). Figure 9 shows the comparisons of 

skewness and asymmetry between the model results and experiment data. The close 

agreement proves that the model is capable of simulating wave shoaling and breaking. 
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Figure 9: Comparison of slowness (o) and asymmetry (*) at different water depths. 

Solid lines is experimental data (Mase & Kirby, 1992). Dashed line is numerical 

result. 

4.2 Bichromat ic-Wave Runup : Mase (1995) 

I n a study of frequency downshift i n the swash motion, Mase (1995) presented exper­

imental results of bichromatic- wave t ra in runup on a slope. The experiments were 

conducted using the same wave flume and experimental setup as those in Mase and 

Ki rby (1992) described in preceding section. Mase's laboratory measurements, includ­

ing shoaling, breaking and swash motion, provide good test cases for the verihcation 

of the runup scheme in combination w i t h the wave breaking model. 

We chose two typical test cases f r o m Mase's (1995) series of experiments. Each of 

them represents a different kind of wave pattern, or group pattern. The hrst one, 

named W P l , contains fives waves in each wave group w i t h a mean frequency ƒ = 0.6 

Hz, while i n the second case WP2, each wave group consists o f t e n waves w i t h ƒ = 1.2 

Hz. I n both cases, the nonlinear interactions of wave components and the variation 

of breaking point i n the wave train, among others cause considerable low frequency 

swash oscillations. We use the Boussinesq model incorporated w i t h the improved slot 

scheme and the breaking model to simulate these two test cases. 
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Incident waves are generated using the source funct ion technique. The measured t ime 

series of free surface at Gauge 1 near the toe of the slope is used as an input to the 

model. The same procedure as described in the preceding section is employed to 

prepare the input data files. Similar to the physical experiment, no special treatment 

is taken to include the bound second harmonics i n the incident waves. Due to the 

presence of the slot inside the dry beach, the whole channel is an active computational 

domain w i t h two closed boundaries at both ends of the wave flume. To be able to 

resolve super harmonics i n the wave t ra in , the grid size and the t ime step is chosen 

to be 0.02 m and 0.01 s, respectively. W i t h respect to the wave breaking model, the 

parameter ,ril^\ is chosen to be the lower l i m i t as described in Section 1.4. For the 

slot scheme, we use 5 = 0.005, and A = 80. 

The specification file for the case of W P l is as follows 

$datal$ 

ibe = 2 imch = 1 

aO = 0.025 hO = 0.47 

dx 0.02 dt = 0.01 

mx = 801 nt = 5121 

itbgn = 101 itend = 5121 

i t s c r = 100 i t f t r = 100 

cbkv = 0.65 ck_bt = 0.0 

delt a = 0.005 slmda = = 70.0 

i s l t b = 251 i s l t e = 801 

$end 

ianm 

tpd 

0 

1.6667 

i t d e l = 1 

$data2 

i s r c = 

cspg = 

ispg = 

ngage = 

ixg = 

i t g = 

$end 

251 

10.0 

180 

13 

251 

671 

501 

swidth = 0.5 

cspg2 = 0.0 

80 

cspg3 =0.0 

371 421 

691 721 

1001 2001 

471 521 546 571 

0 0 0 0 

3001 4001 5001 

596 621 646 

0 0 

$data3 

f i n = 

f2n 

f3n 

f4n 

f5n 

'depth.mase' 

'initw.data' 

'wpl06.data' 

'eta_106.out' 

'tmp.out' 
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f6n = 'eta_106.out' 

f7n = 'etaxt.out' 

$end 

$data4 

i t i d e = 0 

tideco =7.89 9.107e-05 -1.3737e-09 

$end 

The specification file for Case WP2 is similar to the case of W P l , thus i t is omit ted 

here. Comparisons of computed and measured surface elevation for the two test cases 

are presented in Figs. 10 and 11, including 11 wave gauges along the slope and a 

runup gauge. The dashed lines represent the computed results while the f u l l lines are 

the measurements. Generally good agreement is found in both test cases. 

First, we notice that the nonlinear shoaling of the bichromatic wave trains is weU pre­

dicted by the Boussinesq model. Near the shoreline where wave breaking occurs, al­

though a slight discrepancy is observed, the overall agreement is satisfactory between 

the computed surface elevation and Mase's (1995) data. Moreover, the modelled 

swash motions are in good agreement w i t h the measurements. The good agreement 

demonstrates that the present Boussinesq model w i t h the incorporation of the wave 

breaking model and the improved slot technique works reasonably well for the simula­

t ion of wave shoaling, breaking, and swash oscillation. The true value of the schemes 

is their feasible extension to two horizontal dimensions as shown in the foUowing 

sections. 
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Figure 10: Comparisons of computed (dashed lines) and measured ( fu l l lines) free 

surface elevation including runup in the case of W P l 
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Figure 11: Comparisons of computed (dashed lines) and measured ( fu l l lines) free 

surface elevation including runup in the case of W P 2 

4.3 Wave Evo lu t ion i n a Rectangular Basin 

The complexity of the 2-D model requires careful programming and objective testing. 

One simple yet elScient testing case is wave evolution i n a closed basin. By providing 

in i t i a l values of ry, u and v for the first three t ime steps {i.e.,it = —1,0,1) to the 

model, we can obtain the subsequent variations of T], U and v. Analyzing these data 

has enabled us to correct coding errors and to discover the property of the model. 

First, we use program depth.f to generate the bathymetric data. Secondly, program 

inite.f is invoked for the generation of in i t i a l condition. Unlike other cases for running 

the model w i t h a 'cold start ' condition, the in i t i a l values of ry are not zero and are 
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defined as 

rfr. = ao*exp[-P[{i-i,f{Axf + { j - j , f { A y f ] ] (90) 

z = l , 2 , . . , M ; i = l , 2 , . . , i V ; A; = - 1 , 0 , 1 

where ao is the in i t i a l height o f t he Gaussian hump as specified i n funwave2d.data (set 

ao = 0 after running initw.f), (5 is the shape coefficient [(5 = 0.4 in this case), ic and jc 

are the grid numbers for the center o f the basin i n x and y directions, respectively. The 

Gaussian hump water is released in a rectangular basin w i t h dimensions 10m x 10m 

and w i t h constant water depth /lO = 0.5m. Due to gravitational forcing, waves are 

generated and propagate out of the center and then are refiected back in the domain 

by four side walls. Since no sponge layers are used in this case and there is no wave 

breaking, there should be no energy loss. Though there exist no analytical solutions 

or experiment data for this case, the symmetric characteristics of the basin and in i t i a l 

conditions should result i n symmetric spatial profiles of r], which are shown i n Figure 

12. The symmetric property had been proved to be an efficient way for checking 

coding errors i n 2-D models. 

The corresponding control parameter file funwave2d.data is: 

$datal$ 

ibe 1 imch = 1 

aO = 0.1 hO 0.50 tpd 1.0 

dx = 0.1 dy = 0.1 dt 0.02 

mx = 101 ny 101 nt 2501 

itbgn = 2301 itend = 2501 i t d e l = 1 

i t s c r = 100 i t f t r = 100 theta = 0. 

cbkv = 0.0 delt a = 0.0 slmda = 1.0 

i s l t b 101 i s l t e = 101 

$end 

$data2 

i s r c = 

cspg = 

ispg = 

ngage = 

ixg 

iyg = 

i t g 

cbrk 

i s l d 

j s r c 

10, ,0 cspg2 =0.0 cspgS 0.0 

1 1 1 1 

6 

1 26 51 1 101 101 1 1 1 1 

1 1 1 1 1 1 1 1 1 1 

1 26 51 101 101 1 1 1 1 1 

1 1 1 1 1 1 1 1 1 1 

1 501 1001 1501 2001 2501 

0.0 ck. .bt = 0.0 c _dm = 0.0 

= 0 idout = 0 i d f t = 0 
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$end 

$data3 

f i n = 'dpdata.gau' 

f2n = 'inwdata.gau' 

fSn = 'srcdata' 

f4n = 'eta_ts.out' 

f5n = 'muv_ts.out' 

f6n = 'etaxy' 

f7n = ' /tmp/etts_w.out 

$end 

Notice t l ia t the parameter tpd is meaningless in this case, but i t should be larger 

than zero. The ratio of i n i t i a l wave height to water depth is ö = ao//^o = 0.2, which 

is quite large. However, the subsequent wave height to water depth is only about 

0.1, indicating that nonlinear effect is small. The numerical hlter is applied for every 

i t f t r = 100 t ime steps. 

By keeping all parameters in funwaveld.data the same except changing ihe f r o m 1 

to 4 {ihe = 1 corresponds to Nwogu's equations, ihe = 2 to fu l l y nonlinear Boussinesq 

model, ihe = 3 to standard Boussinesq model and ihe = 4 to nonlinear shallow water 

model), we obtained and compared results f r o m these four models. Figure 13 shows 

the t ime series comparisons of surface elevation r] at the corner point and the center 

point of the rectangular domain. The resulting r] f r o m nonlinear shallow water model 

does not converge and causes the program to stop running at about t = 21.7 s (or 

it = 1085) due to excessive i teration times. Therefore, results f rom nonlinear shallow 

water model are not shown in Figure 13. Results of r]{t) f r o m other three Boussinesq 

models are quite close, indicating that both effects of dispersion and nonlinearity are 

weak. 

I n addition to symmetry of rj, another important property for this case is the conser­

vation of water volume inside the basin. Since a source funct ion is not applied here to 

generate waves and the four wall boundaries around the basin prevent the exchange 

of water i n and out of the basin, the water volume should remain constant i f correct 

boundary conditions are used in the numerical model. Figure 14 shows t ime series 

comparison of relative error of water volume E, which is defined as as 

where V{t) is the to ta l water volume of the Gaussian hump and is obtained at each 
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Figure 13: Comparisons of t ime series of surface elevation rj for three models: dashed 

hne - Nwogu's model; dash dot line - fu l l y nonlinear Boussinesq model; dot line -

standard Boussinesq model, (a) is at corner point and (b) at center point. 

t ime step by the approximate formula 

M - l , A f - l 

V{t) = lAxAy J2 iVij + Vi+ij + + Vi+i,j+i) (92) 

As shown f r o m Figure 14, the relative errors E of water volume f r o m three Boussi­

nesq models are all less than 1% of the in i t i a l values, indicating that the conservation 

property of these models works quite well. The smallest values of E correspond to 

the standard Boussinesq model, where the corresponding wall boundary conditions 

described i n Section 2.2.1 are exact, due to the use of depth-averaged velocity as a de­

pendent variable. For Nwogu's model and the fu l l y nonlinear Boussinesq model which 

use velocity at the depth Za = -0 .53 / i as a dependent variable, the wall boundary 

conditions described in Section 2.2.1 are only accurate to the order of approximation 

for these models. Therefore, results f rom these two models are not as good as those 

f r o m the standard Boussinesq model. 

Al though no problems have been found related to the mass conservation properties of 

the model for simulation of nearshore wave propagation wi thout wave breaking, the 
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Figure 14: Comparisons of t ime series of relative error of water volume E for three 

models: dashed line - Nwogu's model; dash dot line - f u l l y nonlinear Boussinesq 

model; dot line - standard Boussinesq model. 

accumulation of error i n the to ta l water volume of the domain may affect the com­

putat ion of breaking-induced wave setup. This error has been removed by correcting 

the mass residual i n the 2-D code. A more formal correction by str ict ly imposing 

the zero-flux condition on closed boundaries w i l l be made in the future release of this 

model. 

4.4 Wave Propagat ion over a Shoal: B e r k h o f f et al. (1982) 

The experiment conducted by Berkhoff et al. (1982) has served for a number of 

years as a standard test for verifying models based on mi ld slope equation. Correct 

reproduction of measured wave heights i n this experiment depends on a number 

of factors, including shoaling, refraction, diffract ion and nonlinear dispersion. I n 

particular, the central importance of nonhnearity i n the experiment was demonstrated 

by K i r b y & Dalrymple (1984). 

However, due to large kh values i n the experiment {kh = 1.9 near wavemaker), models 

based on nonlinear shallow water equations or standard Boussinesq equations are not 

appropriate i n this situation. However, w i t h improved hnear dispersion property i n 

intermediate water depth, the present model based on Nwogu's extended Boussinesq 

equations or the f u l l y nonlinear Boussinesq equations can be apphed and give accurate 

prediction of the data. 

First, we generate the bathymetric data using program depth, f . The bo t tom topogra­

phy is shown in Figure 15, which consists of an elliptic shoal resting on a plane beach 
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w i t h a constant slope 1/50. Bot tom contours on the slope are oriented at an angle of 

20° to the y axis. Regular waves w i t h period I s and amplitude 2.32cm are generated 

by a wavemaker at a; = —10m and propagate across the domain. Experiment data 

are collected along 8 transects as shown in the figure. Two vertical side walls are 

located at y = —10m and y = 10m. Detailed information on the geometry may be 

obtained in Berkhoff et al. (1982) or K i rby and Dalrymple (1984). 

12m 

Om ^ 

-10 m 1 

-10 m Om 10m 

Figure 15: Bo t tom topography for experiment of Berkhoff et al. (1982) 

The computing domain used in the model is the same as i n the Figure 15 except for 

two sponge layers w i t h w id th 2 m and 3 m si t t ing behind wavemaker and on the end 

of the beach. Instead of shoreline boundary, a min imum water depth of 0.07 m is used 

in the model. The source function for generating the corresponding monochromatic 

wave is located at the wavemaker. The model is run w i t h a cold start. Again, the 

data file for the in i t a l condition is generated by the use of program initw.f. We give 

the specification file f unwave2d.data as follows: 

$datal$ 

ibe = 1 imch = 1 

aO 0.0232 hO = 0.45 tpd = 1.0 

dx 0.05 dy = 0.1 dt = 0.01 

mx = 561 ny = 201 nt = 4001 
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itbgn = 3601 itend = 4001 i t d e l = 1 

i t s c r = 100 i t f t r = 400 theta = 0.0 

cbkv = 0.0 delta =0.0 slmda = 1.0 

i s l t b = 561 i s l t e = 561 

$end 

$data2 

i s r c 41 j s r c = 1 

cspg 10.0 cspg2 =0.0 cspg3 =0.0 

ispg = 41 61 1 i 

ngage 14 

ixg 141 241 261 301 341 381 421 441 261 301 

341 381 421 441 1 1 1 1 1 1 

iyg 101 101 101 101 101 101 101 101 81 81 

81 81 81 81 1 1 1 1 1 1 

i t g = 401 801 1601 2401 3201 4001 

cbrk = 0.0 ck_bt =0.0 c_dm = 0 .0 

i s l d = 0 idout = 0 id f t ; = 0 

$end 

$data3 

f i n = 'dpdata.bbr' f2n = 'inwdata.bbr' f3n = ' srcdata 

f4n = 'eta_tsx. out ' f5n = 'eta_tsy.out' f6n = 'etaxy' 

f7n = Vtmp/ett ;s.out' 

$end 

From the above input data file, the number of time steps for the model to run for 

this case is nt = 4001, which is equivalents to 40 wave periods. Numerical filter (2-D 

nine point weighted-average) is used in this example for every 400 t ime steps {i.e. 

itftr = 400), which ehminates the potential unstable problem caused by short waves 

generated by the model. Figure 16 shows the spatial profile of surface elevation at 

the last t ime step f r o m the model. The dark and light shade regions corresponding 

positive and negative values of T], respectively. The solid lines in the plot denote the 

contours of bo t tom geometry. The surface profiles show strong focus of wave energy 

behind the shoal, indicating large effect of wave diffract ion which prohibits the use 

of ray tracing method but is valid for models based on m i l d slope equation. The 

uniformly grey shade at the two sponge layer regions corresponds to near zero surface 

elevation, indicating wave energy was absorbed properly at those boundaries. 

Figure 17 shows the t ime series of surface elevation 77 at various locations, w i t h their 

corresponding coordinates {x,y) indicated in the plot. Since cold start was used as 

in i t i a l conditions i n the model, surface elevation 77 at t = 0 are zero everywhere. As 
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Figure 16: Computed t ime series of surface elevation at various locations 

waves are generated in the source region and propagate, surface elevations at specified 

points start to increase in magnitude, un t i l reach corresponding stable values, w i t h 

points close wavemaker taking less t ime for the transit ion period. Surface elevations 

f rom the points inside strong focus region have narrow crests and broad troughs, 

indicating that nonlinear interaction has effect on wave transformation. However, 

there is no experimental data available to compare w i t h these results. Figure 17 

shows that the computed wave field reaches a stable state after t = 30 s. 

Once the model reaches quasi-stable condition, wave amplitude at various points can 

be computed f r o m the corresponding t ime series of r]. The output file ƒ 7n stores the 

spatial profiles of 77 for the last 400 t ime steps {i.e., f r o m it = 3601 to it = 4001, 

or 4 wave periods), which is equivalent to storing the t ime series of 77 for the last 

400 t ime series for every gr id point. Using a zero-crossing method, the corresponding 

wave amplitude for every grid point can be computed. This is done by the post­

processing program b2dp2.f. Figure 18 shows comparisons between model results 

and experimental data along the eight transects where measurements were made. 

The computing results of wave heights f r o m the numerical model agree quite weh w i t h 

experimental data, i n bo th sections parallel or normal to incident wave direction. I n 

the past, models based on mi ld slope equations have been applied to this case and. 
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Figure 17: Computed t ime series of surface elevation at various locations 

in general, good agreement has been found, see, for example, Berkhoff et al. (1982), 

K i r b y and Dalrymple (1984), and Panchang and Kopriva (1989). Among m i l d slope 

models, the one given by K i r b y and Dalrymple (1984) used third-order Stokes wave 

dispersion and showed the best agreement, indicating nonlinearity is important for 

accurate modeling. This is also verified by the present Boussinesq model which results 

in better agreement w i t h data compared to m i l d slope models using linear dispersion 

relation. 

4.5 Wave Propagat ion over a Shoal: Chav^la et al. (1996) 

4.5.1 Non-breaking Waves 

To study wave transformation i n coastal regions and to provide measured data for 

comparison w i t h REF/DEF model and other wave models, Chawla et al. (1996) 

conducted a series of experiments in the wave basin at the Center for Appl ied Coastal 

Research in the University of Delaware. The experiments consist of regular and 

random waves, w i t h low and high wave amplitude (corresponding to nonbreaking 

and breaking cases, respectively), and w i t h broad and narrow frequency band and 
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Figure 18: Comparisons of amplitude along specified sections: sofid line - model, 

circle - experiment data. 
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Figure 19: Experiment setup of Chawla et al. (1996). 

directional spreading. Figure 19 shows the experiment layout, where a circular shoal 

w i t h radius of 2.57 m is bui l t on a f lat bo t tom basin of dimension 18.2m x 20m. 

Incident waves are generated by a flap-type wavemaker on the left end of the domain 

and propagate across the basin. On the right end there is a beach which consists of 

small rocks and dissipates wave energy. The top and bo t tom edges are vertical walls 

which allow waves to reflect back to the domain. Time series of surface elevation rj 

are collected by the gage array which locates along the transects oi A — A, B — B, 

C - C , D - D , E - E , F - F , and G — G. The corresponding wave amplitudes at 

the wave gage locations are computed f r o m the collected data. The detailed setup of 

the experiment can be found in Chawla (1995). 

Three sets of data (TEST 1, T E S T 2 and T E S T 4) are available for nonbreaking 

regular wave experiments. The numerical model was applied to all three test cases 

and good agreement between data and model was found. I n the following, only results 

f r o m TEST 4 f r o m data and model are compared in details. First, the bathymetric 

data file is generated by program depth, f . The next step is to prepare the in i t i a l data 

file using program initw.f. We start the model f r o m s t i l l water (i.e. cold start) . The 

specification file f unwave2d.data for this case is: 
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$datal$ 

ibe = 1 imch = 1 

aO 0.00583 hO = 0.45 tpd 1.0 

dx 0.05 dy = 0.1 dt 0.01 
mx = 441 ny = 183 nt 4001 

itbgn = 3601 itend = 4001 i t d e l = 1 

i t s c r = 100 i t f t r = 200 theta = 0.0 

cbkv = 0.0 delta = 0.0 slmda = 1.0 

i s l t b = 441 i s l t e = 441 

$end 

$data2 

i s r c = 41 j s r c = 1 

cspg = 10.0 cspg2 ! = 0,0 cspg3 = 0. ,0 

ispg = 41 61 1 1 

ngage = 20 

ixg = 103 140 165 177 189 201 219 232 244 256 

143 168 168 201 201 201 234 234 234 234 

iyg = 91 91 91 91 91 92 91 91 91 91 

113 101 113 101 113 127 101 113 128 143 

i t g = 401 801 1601 2401 3201 4001 

cbrk = 0.0 ck_bt = 0.0 c_dm =0.0 

i s l d = 0 idout = 0 i d f t = 0 

$end 

$data3 

f i n = 'dpdata.cacr' 

f2n = 'inwdata.cacr' 

f3n = 'srcdata' 

f4n = 'eta_tsx.out' 

f5n = 'eta_tsy.out' 

f6n = 'etaxy' 

f7n = '/tmp/etts.out' 

$end 

Except for the number of grids {i.e. mx, ny) and input data file names for f i n and 

f2n, The parameters i n the above input file are the same as those in previous section. 

Since the experiment data for t ime series of surface elevation 'r]{t) are available, we 

compare these results of r]{t) w i t h the numerical models, as shown in Figure 20. 

Good agreement is found not only i n wave heights and wave phases, but also i n the 

asymmetry of wave shapes, 
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the radius and the center hne of the island in the incident wave direction. I n other 

words, a zero degree is the front side of the island while the location w i t h 180 degrees 

is the lee side. Runup heights are normalized by the height of the incident solitary 

wave. The model results of runup are stored in rpild.out. As the measurements 

show that the maximum runup heights are not perfectly symmetric about the center 

line of the island, we compare the numerical results w i t h the averaged data. Good 

agreement between model predictions and measurements is observed. The runup 

scheme captures the signature of two dimensional runup as shown by the correct 

variation of the runup heights around the island. Although a shght discrepancy is 

found on front side of the island in the comparison of Case 3, the overall agreement 

is as good as the non-breaking cases. 

I n addition to the distr ibution of maximum runup heights, we compare the computed 

t ime series of free surface w i t h the measurements at five locations in Case 2. Gauge 

3 is located close to the input boundary while the other four gauges are around the 

island near the s t i l l water shoreline. Figure 27 shows that the computed pr imary 

waves agree reasonably well w i t h the measurements. 

The present model w i t h permeable-seabed technique for shoreline runup, however, 

appears to under-predict the depression of the free surface, or the refiected waves by 

the island. This is shown by the model/data comparison of Gauge 9 located in f ront 

of the island. The discrepancy is at tr ibuted to the slight loss of wave energy and 

momentum because of the presence of the narrow slot. Owing to the very steep slope 

of the island (1:4) and the high nonhnearity of the solitary waves in Cases 2 and 3, 

a slot wid th ten times larger than the optimal values (see Kennedy et al., 1999) are 

used here for the concerns of numerical instability. A low pass filter localized in the 

swash region is also utilized to suppress possible noises due to the use of a slot. 

As discussed in L i u et al. (1995), a collision of the trapped solitary waves on the 

lee side of the island could lead to a runup height which can exceed the maximum 

runup on front side o f t h e island. Figure 28 illustrates the collision process i n Case 2. 

The t ime sequence of the computed free surface shows the scenarios of head on and 

collision of the trapped solitary waves on the lee side of the island. The generaUy good 

agreement in this section demonstrates the capability of the model for the simulation 

of shoreline runup in two horizontal dimensions. 
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Figure 26: Comparison of computed and measured runup heights. Stars: measured; 

solid lines: computed. 
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Figure 27: Comparison of computed and measured t ime series of free surface in Case 

2. Dashed Mnes: measured; solid lines: computed. 
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(a) t = 9.8 s 

Figure 28: Sequence of solitary wave runup on the lee side of the island in Case 2. 
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Appendix A: FUNWAVE 1.0: One-Dimensional Ver­
sion. 

The package of funwaveld model contains the following hies: 

funwaveld.f - main program; 

depth.f - program to generate bathymetry; 

initw.f - program to generate i n i t i a l conditions; 

Idsource.f - program to generate data for incident waves; 

param.h - parameters for the arrays; 

funwaveld.data - s p e c i f i c a t i o n f i l e for funwaveld.f; 

Idsource.data - s p e c i f i c a t i o n f i l e for Idsource.f; 

p l o t s t u f f l . f - for online animation; 

p l o t s t u f f 2 . f - no animation; 

plot.c - animation; 

p l o t i n i t . c - animation; 

plotfn.c - animation; 

funwaveld.web - source code with documentation for funwaveld.f; 

Idsource.web - source code with documentation for Idsource.f; 

Makefile - To generate * . f f i l e s from *.web f i l e s , 

to compile the funwaveld.f and Idsource.f, and 

to generate *.tex f i l e s i n latex format. 

Makefileng - A counterpart of Makefile for machines without GL. 

79 



Appendix B: F U N W A V E 1.0: Two-Dimensional Ver- i 

The package of funwave2d model contains the following hies: 

funwave2d.f - main program; 

depth.f - program to generate bathymetry; 

initw.f - program to generate i n i t i a l conditions; 

b2dpl.f - program to extract free-surface data from f7n; 

b2dp2.f - program to compute zero-crossing wave height; 

b2dp3.f - program to extract mean-current data from f7n; 

funwave2d.data - s p e c i f i c a t i o n f i l e for funwaveld.f; 

funwave2d.web - source code with documentation for funwaveld.f; 

Makefile - To generate * . f f i l e from *.web f i l e , 

to compile the * . f f i l e s , and 

to generate *.tex f i l e i n latex format. 

S i o n . 
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