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Abstract—Benchmarks for quantum network systems cur-
rently are an underrepresented subject in the research field.
This paper evaluates how informative a distributed CNOT
gate application is, in recognizing errors in the total quantum
system. The goal is to decide whether it should be included
as a benchmark in a newly developed benchmark suite for
quantum network systems. The application is simulated and
its error rate on certain inputs is plotted against properties
of the quantum network system. This way it is evaluated
that the application is sensitive to certain parameters of the
quantum link and quantum devices in the nodes. Additionally,
a quantitative analysis on the results shows which inputs are
most effective in reacting to errors in the total quantum system.
That way it is possible to conclude that inputs in the x-basis
are sensitive to the most parameters and that combining these
results with the inputs |10) or |11) yields an optimal result.
It can be included in a benchmark suite if it is sensitive to
parameters to which non of the other applications in the suite
are sensitive.

I. INTRODUCTION

With the emergence of quantum computing to the reper-
toire of computer science, certain applications could be im-
plemented which are proven to be impossible in the classical
domain. One example is the unconditionally secure quantum
key distribution algorithm [1]. These quantum applications
also play a role in the domain computer networking, which
creates the need for quantum networks.

A classical network of computers can be extended with
a quantum link which shares entangled particles between
network nodes. The quantum teleportation protocol [2] is an
example where these entangled particles are used to share
quantum states between nodes. A combination of these quan-
tum nodes and quantum links is called a quantum network.
However, such a full quantum network stack is still in its
early stages of development and there are multiple challenges
laying ahead before such a system could be deployed as a
service which runs in parallel to the current day internet [3].

One of these challenges is to construct a proper quantum
benchmark suite to objectively compare the performance of
a range of different quantum hard- and software systems. By
identifying a set of relevant performance metrics, developers
of the stack can have a better hold on the overall workings
of their system, which yields a better sense of direction in
which to improve them on.

A test suite for analysis on quantum devices already exist.
One of these examples presented in the SupermarQ paper [4].
This paper proposed multiple metrics which quantified the
ability of an application to identify errors different properties
of the total system. It then composed a benchmark suite
of multiple applications which all scored well on at least
one of these metrics. This way the benchmark sensitivity to
the total quantum system is maximized. Other attempts to
develop a quantum benchmark suite are more focused on
individual metrics. IBM [5] has developed a widely accepted
metric to quantify the largest circuit a quantum device could
implement, which is called the quantum volume. Another
paper: QPack [6] focuses more on the runtime, accuracy and
scalability in their benchmark.

Inspired by these approaches, the aim of this research is to
develop a benchmark suite fit the needs of quantum network
systems. Moreover, the scope of this research is to evaluate
one specific quantum network application in its ability to be

useful in such a benchmark suite. The application of interest
is a distributed CNOT gate application [7], which operates
on two separate network nodes.
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Figure 1. Distributed CNOT schematic. The control (c) and target (t)
qubits on the control and target nodes are connected via a classical and
quantum channel. The channel is capable of generating EPR-pairs and
sending classical bits during execution.

Similar to a CNOT circuit gate on a single quantum device,
the distributed CNOT application performs a gate operation
on a control and a target qubit. However, these control and
target qubits are located on two separate quantum devices.
These nodes interact with each other through a quantum
and classical link (see Fig. 1). The functionality of the
distributed CNOT gate is comparable to a single CNOT gate
and will generate the same output in a theoretically perfect
environment.

Even though this is the desired case, for noisy
intermediate-scale quantum technology noise is still
one of the key limiting factors [8]. The different way the
properties of the quantum link and device nodes have
an effect on the distributed CNOT gate application are of
interest in this paper. The research question is thus as follows:

RQ: How informative is a distributed CNOT gate
application as a benchmark for properties of the total
quantum network system?

Answering this research question will help achieve the
broader goal to develop an informative quantum network
benchmark suite, which may or may not include the dis-
tributed CNOT gate application as one of its benchmarks. To
evaluate to which properties the application is sensitive and
what not will give information in what benchmark suite this
application as a performance metric could be useful.

To simulate the effect of these properties on the appli-
cation, the SDK called SquidASM [9] is used, which helps
users to write quantum network applications and tweak hard-
ware parameters on which these applications are simulated.
Performance metrics are constructed to which hardware pa-
rameters are tested in order to simulate errors in the quantum
system. The sensitivity of these performance metrics then
give and indication in the amount the distributed CNOT gate
application is informative of properties of the total quantum
system.

The remainder of the paper is organised as follows:
an overview of the benchmark requirements, the quantum
network application, simulation and metrics used to answer
the research question is given in section II. The parameter
settings for the experiments and results are described in
section III. A critical analysis on the validity of the scientific
method used in this paper is given in section IV. Lastly,
the discussion, conclusions drawn from the data and future
recommendations are stated in sections V & VI



II. METHODOLOGY

In this section some of the concepts related to the
research goal are explored. Moreover, the reasoning behind
the proposed method is explained to answer the research
question. This section is divided in the following subsections:
subsection II-A explains what is expected of an informative
benchmark. Subsection II-B gives a quick introduction to
quantum computing and explains the distributed CNOT
application. Lastly, subsections II-C & II-D explain what
system will be simulated to what performance metrics in the
application.

A. Benchmarks

A benchmark is defined as a “standard tool for the com-
petitive evaluation and comparison of competing systems
or components according to specific characteristics, such as
performance, dependability, or security” [10]. In the case of
this paper, we are evaluating whether the distributed CNOT
gate application can properly function as a tool to compare
properties of the quantum network system.

More specifically, we evaluate whether it has the ability
to compare different properties in such a way that this
application can be part of a bigger benchmark suite which
test properties of the total quantum network system. Such
a suite is the most informative on the errors in the system
if every property of the system has an effect on at least
one of the benchmarks in the suite. Therefore, for as many
properties of the total quantum network its needs to be
evaluated whether they have an affect on the performance
of the distributed CNOT gate application as a benchmark to
quantify as accurately as possible how informative it is in a
benchmark suite.

The distributed CNOT gate application on its own is not
a benchmark, since running it does not necessarily give a
quantitative assessment of the quantum network system.
However, the application can yield different performance
metrics. These could be sensitive to different properties and
thus need to be carefully constructed in order to give the
desired result. There are different quality criteria [11] for
choosing what benchmark is the correct one to use:

1) Relevance: Benchmarks should measure important fea-
tures.

2) Representativeness: Benchmark performance metrics
should be broadly accepted by industry and academia.

3) Equity: All systems should be fairly compared.

4) Repeatability: The benchmark results should be verifi-
able.

5) Cost-effectiveness: Benchmark tests should be econom-
ical.

6) Scalability: Benchmark tests should measure from a
single server to multiple servers.

7) Transparency: Benchmark metrics should be readily
understandable.

Since the goal of this research is to choose performance
metrics and measure their sensitivity to errors in the total
quantum system, the first criterion is the most relevant for this
paper. However the other criteria nonetheless give a proper

sense of direction as it comes to evaluation of the benchmark
as a whole.

B. Application

The distributed CNOT gate application is a quantum
application composed of quantum bits, quantum gates and
entangled EPR-pairs. Firstly, a short explanation of these
concepts is given. This is by no means a full explanation for
all quantum concepts presented in this paper, but it is meant
to give a quick intuition of the application and performance
metrics used in the experiments. A more in depth introduction
to quantum computing can be found at [2].
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Figure 2. The Bloch Sphere which is used to represent qubit states [2].
The two pole states at the z-axis represent qubit state |0) and |1). The pole
states on the x-axis are |+) and |—).

Just like classical bits have two states 0 and 1 which can be
manipulated by applying gates in circuits, quantum bits (or
qubits) can have state |0) and |1) which can be manipulated
by quantum gates in quantum circuits. The difference being
that classical bits are limited by being either O or 1, as qubits
have a continuous space of quantum states it can be in. This
space is called the Bloch Sphere (Figure 2). The state of
a qubit can be represented as a point on this sphere and a
single qubit gate can be interpreted as rotating this point on
the sphere around a certain axis. For the most part the pole
states of this sphere are relevant in this paper (shaded in
blue).

One qubit gate of interest is the CNOT gate. This is a
two qubit gate which performs an operation simultaneously
on a control (c¢) and target () qubit. With inputs similar to
classical bits (]0) and |1)), the output on the target qubit acts
similar to a classical XOR gate by flipping the |0) to a |1)
on the target qubit if the control qubit is |1). However, due
to the inputs being qubits, they are not limited to just |0) and
|1). Most interesting is the case of | + —), where the control
qubit is |[+) and the target qubit |—)). The phase of ¢ is then
said to be transferred to ¢ and the output is thus | — —). This
phenomenon is called "phase kickback’.

By cleverly manipulating qubit states it can be that two
qubits become entangled. This means that measuring the state
of one qubit gives information about the state of the other
qubit. For example the state 09411 te]ls us that the two
qubits have a 50% chance of being state |00) and a 50%
chance of being state |11). Measuring one qubit therefore
immediately gives information about the state the other qubit



is in. This particular state is called a Bell state and the qubit
pair is called and EPR-pair.
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Figure 3. Implementation of the distributed CNOT circuit [7]. The control
node holds qubits ¢ and v, while the target node holds qubits ¢); and t.
Qubit ¢ and ¢t have the same control and target qubit functionality as the
typical CNOT gate. Qubit ¢ and 1 are an entangled EPR-pair, generated
by the quantum link between the control and target node. Moreover, the
classical measurement results of 1o and 1 at ¢1 and t4 respectively are
sent over the classical channel to perform controlled X and Z gates.

The distributed CNOT gate application runs in two parts
on two different quantum devices connected via a quantum
link. Even though it behaves like the quantum CNOT gate, it
is by no means a component of the system. It rather makes
use of different parts of the quantum network system such as
gates, qubits and the quantum link, which makes it a quantum
network application.

The network nodes are either the ’control” or ’target’ node,
which represent the control and target qubits of a typical
CNOT gate. One possible implementation [7] of the shared
circuit diagram is displayed in Fig. 3. Assuming there exists
no noise in the circuit gates, qubit memory lifetime and EPR-
generation, the following equation holds:

Dist_ CNOT|ct) = CNOT|ct)

The proof for this claim can be found in Appendix A. In
short, ¢ becomes entangled with v); at t; by having similar
outcomes, after which ), acts as the control bit on the target
node with ¢ as the target qubit. ¢3 to ¢5 then handles the
phase kickback on the control qubit c.

C. Simulation

The distributed CNOT application is simulated using the
software stack of QuTech called SquidASM [9]. QuTech is
a company who is developing a full stack quantum network
system. They released SquidASM as a high level SDK for
the public to work with. It translates the code into assembly
like language called NetQASM [12], which can be run on a
simulation back-end called NetSquid [13]. Some applications
are already written by QuTech [14], but they are not assesses
in their ability to benchmark a quantum network system.

SquidASM allows for simulation of different quantum
stack and link types. There are two stack types: a generic
and NV device [15]. The NV device describes nitrogen-
vacancy center qubits [15] which are proven to be able to
generate entanglement over long distances [16]. There is also

the generic stack device. As the name implies, it has a more
idealized simulation model for quantum circuits [15]. An
overview of the hardware parameters of the different devices
which are tested can be found in Table I.

Similar to the stack types are two link types available: a
magic state distributor and heralded link [15]. The magic state
distributor link *magically’ models the generation of an EPR-
pair at both nodes with a certain fidelity and probability of
success. However, the heralded link describes EPR generation
by the double-click model mentioned by the following paper
[17]. For the experiments all simulations with the the magic
state distributor link are conducted with generic device types
as the nodes. Similarly, simulations with the heralded link
have the NV device as nodes. An overview of all the
hardware parameters of the different links can be found in
Table II.

The amount of parameters which are tested on the stack
devices is less extensive than the testing on the link param-
eters. The timing parameters of both the generic and NV
devices are omitted from the experiments. The reason for this
being, that the experiments of this research only focus on the
fidelity of the application (see subsection II-D: Performance
metrics) and increasing gate time reduces fidelity, which
is expected to be similar to the effects on the depolarise
probabilities. The results of the experiments conducted will
therefore not include the ability to be able to detect errors in
timing parameters.

NV device

electron init
electron single qubit
carbon init

carbon z rotation

ec gate

0 error

1 error

Table I
DEPOLARISE PROBABILITY PARAMETERS OF THE SIMULATED QUANTUM
NETWORK STACK TYPES.

Generic device
single qubit gate
two qubit gate

probability of success

Magic state distributor link Heralded link
fidelity length
t cycle init loss probability

length loss probability

dark count probability
detector efficiency
visibility
number resolving
Table II
HARDWARE PARAMETERS OF THE SIMULATED QUANTUM NETWORK
LINK TYPES.

D. Performance metrics

Due to the exploratory nature of the research question, it
is only possible to first evaluate theoretically in what ways
the distributed CNOT application interacts with the quantum
hardware and based on that: make an educated guess which
measurable workings of the application could be particularly
sensitive to certain hardware parameters, before they are



tested. Based on these results one could even tweak these
performance metrics again to make an even better educated
guess.

Regarding the quantum circuit presented in Fig. 3, it is
possible to extract at least two functionalities. Firstly, the
target qubit needs to be flipped in the classical basis, based
on the input of the control qubit. Secondly, the control bit is
flipped in the x-basis, based on the input of the target qubit.
Both of these functionalities are the two nodes interacting
with each other, which implies that the quantum link is
being used. Therefore, the first performance metrics is giving
different inputs in both the z and x-basis, and comparing the
output with the expected case. These in and output sets are
particularly useful, since none of these in- and output pares
are expected to be entangled:

CNOT|00) = |00
CNOT|01
CNOT|10
CNOT|11) = |10

) )
) = [01)
) =[11)
) )

CNOT|++) =|++)
CNOT|+—)=|-—)
CNOT|—+)=|—+)
CNOT|—=)=1|+-)

The performance metrics which are constructed are thus
the fidelities of these sets of in- and outputs. This can
be calculated by applying Y_rot and Z_rot gates to rotate
the ¢ and t qubits to their desired input state, applying
Dist_CNOT|ct) and lastly rotate the expected qubits back
to the |00) state and measure them in the computational basis.
This way we can construct an oracle. If |ct) = |00) we have
a hit, so the oracle returns 0. Any other state represents a
miss, which means some form of error has occurred and thus
it returns 1. By running the application N amount of times
and averaging the errors, we can extract the error rate of the
application, which converges to the actual error rate when N
grows to infinity. Moreover, we also calculate the standard
error per data set and plot the results in a graph. In total we
plot 10 different values per hardware parameter.

The approach used to generate results is having a perfect
configuration for the node’s stack and link except for one
parameter we are tweaking. The result of interest is if there
is any noticeable effect in the error rate of the application
when adjusting this particular parameter. This means that any
of the performance metrics change depending on what value
the hardware parameter has. We can say that the performance
metric is dependent on the hardware parameter if non-ideal
inputs vary significantly compared to the ideal input.

After identifying which plots do have an effect, some
statistics can be calculated on the data of the plots itself. Most
importantly some quantitative analysis of the sensitivity could
be of use, since it makes it possible to compare different
performance metrics. First the results need to be interpolated
to model the trend of the effect as a polynomial by mini-
mizing the square error. The maximum of the derivative in

the interval of values tested could be calculated to see which
effect is the steepest at any point in the model. There is no
difference in use between a negative and a positive slope.
Therefore the maximum value of the absolute value of the
derivative is calculated for the sensitivity.

To speed up the simulation, the the results are simulated
in parallel on a pool of different processes. The number
of processes which are spawned depends on the number of
available processing threads on the host computer. To have
good separation of concerns, the parameter configuration for
a single data point is only set up once and all experiments
are conducted and evaluated in the same process. Once the
mean and standard error of the data point are returned the
process can pick up a new data point to simulate if there are
any left.

III. EXPERIMENTAL SETUP AND RESULTS

The previous section explained some key concepts of the
experiments necessary to answer the research question. This
section will elaborate on these experiments by giving detailed
instructions to generate results and showing these results.
Since the experiments were conducted via simulation, many
parameters used in the simulation are explained.

Firstly, there are system specific parameters. All experi-
ments are processed on a 6-Core Intel Core i7-8750H on
a 64-bit Ubuntu operating system version 22.04.2 LTS. The
application is written in Python version 2.7 executed in the
environment of the SquidASM SDK [9]. During execution,
the application is forked into a pool of 12 processes, due
to the processor of the system having 12 threads. Before
running the distributed CNOT gate, a call is made to the
NetSquid simulator [13] to renew its RNG seed. This part
was necessary to make sure no two processes using the same
seed due to it being copied while forking.

In total 26 different hardware parameters are plotted
against the error rate of 8 different application inputs. Of
the 26 hardware parameters, 3 are from the magic state
distributor link configuration, 5 from the heralded link, 4
from the generic device and 14 from the NV device. Both
the parameters of the generic and NV device are doubled
due to it being tested on either the control or target node.
An overview of all parameter values which are used in these
plots can be found in table II & I. Every performance metric
tests 10 different parameter values, which are the data points
for the plot. One of the data points always represents a
perfect parameter value. Each of the data points simulates the
distributed CNOT gate application 250 times and calculates
the mean, which represents the error rate, and the standard
error of the mean. In total 26 x 8 = 208 plots are generated.

All these plots are evaluated in whether they show any
effect in the error rate. That is, if the error rate of non-
perfect parameters varies significantly compared to the error
rate of the perfect input parameter. The error rate of the
perfect parameter value is expected to be 0. Therefore, to
decide whether any effect is present caused by adjusting the
parameter value of its perfect configuration, the plots are
visually assessed if they have at least one error rate signif-
icantly higher than 0. To make sure this hypothetical effect
can only be caused by the parameter value being adjusted,
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Figure 4. Error rate of the four input values in the z-basis plotted against
the visibility hardware parameter of a heralded link configuration. The plot
used the performance metrics on 250 runs of the distributed CNOT gate
application to calculate one data point. At any point of the four different
plots the error rate equals 0. These application inputs thus are not sensitive
to the changes in the visibility parameter.
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Figure 5. Error rate of the four input values in the x-basis plotted against
the visibility hardware parameter of a heralded link configuration. The plot
used the performance metrics on 250 runs of the distributed CNOT gate
application to calculate one data point. Non perfect parameters show change
in the error rate since they are not equal to 0. These application inputs thus
are sensitive to the changes in the visibility parameter.

all other parameters adhere to a perfect configuration while
performing the experiment. A list of all perfect parameter
configurations is given in Appendix B. In short, all fidelity,
efficiency and success values are set to 1, the gate execution
times are Os and all gate depolarise and loss probabilities are
set to 0.

Not only the perfect parameter values, but also the range
in which values are plotted vary per parameter. The param-
eters fidelity, probability of success, detector efficiency and
visibility have input values from 0.1 to 1 with a step size of
0.1. This is because of the fact that these input values cannot
have the value 0. For the values, initial loss probability, length
loss probability, dark count probability and all depolarise
probabilities it is the complete opposite. These values cannot
have the value 1. That is why they vary from 0 to 0.9, with
a step size of 0.1. T cycle is varied from the ideal value
of Ons to 1000ns. The length parameter is varied from Okm
to 500km, since any value higher than 500km leads to a

crash. For the length loss probability the length is set as high
as possible, such that it does not get errors when executing
(100km). Lastly, all parameters of the heralded link are tested
with number resolving on set to both false and true.

To illustrate the difference between a sensitive and non-
sensitive performance metric the plots of the visibility param-
eter are shown in Figure 4 & 5. This is a parameter, which
in the value range of 0.1 to 1.0 has an effect on the error rate
of inputs in the x-basis, but not in the z-basis. Notice that the
perfect value for visibility of 1.0 always has an error rate of 0
with a standard error of 0. All plots in the x-basis (Figure 5)
show a non-zero error rate for non-perfect parameter values.
The performance metrics with inputs in the x-basis are all
sensitive to the visibility parameter. To the contrary, Figure
4 shows a perfect error rate for all non-perfect parameter
values. The plots display a flat line at value 0 with an error
rate of 0. The reason that only one line is visible is due to
the fact the four plots lay exactly on top of each other. The
performance metrics with inputs in the z-basis are thus not
sensitive to the visibility parameter.
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false.

The which performance metrics are sensitive is presented
in Tables IIl, IV & V. Table III shows the performance
metrics which are sensitive to the link parameters of the
magic state distributor and heralded link. The same is done in
Table IV & V. These tables show the whether a performance
metric is sensitive to the depolarise probabilities of either
the control or target node. Lastly, the last row of these tables
shows the averaged amount of inputs the parameter has an
effect on. This is calculated by summing the amount of
sensitive inputs and dividing this number by the total amount
of inputs tested, which is 8.

Also the sensitivity of every sensitive plot is presented
in Tables VI, VII & VIII. This sensitivity is calculated by
minimizing the squared error of a polynomial with degree 2.
This degree is chosen due to the fact that by experimenting
with different plots, all plots fitted at least a quadratic of
linear relation. After that the maximum point of the absolute
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value of the derivative of the polynomial az? + bz + c is
calculated as follows:

max(|2a * min_value + b|, |2a * max_value + b))

Lastly the average sensitivity is calculated per parameter
by summing all values and dividing it by the amount of per-
formance metrics, which is 8. The non-sensitive parameters
are assumed to have a sensitivity of 0.0. The sensitivity is
not normalized across parameters, since all parameters which
are sensitive already have the same value range of 1.0.

IV. RESPONSIBLE RESEARCH

Since the research conducted in this paper is an attempt
to broaden the knowledge in the public domain, it is impor-
tant to reflect about the integrity and reproducibility of the
claims made. This section explains how one could verify and
reproduce the plots and data shown in Section III. Moreover,
some reflection on the validity of the approach is explained.

In order to verify the results presented in Section III, all
plots and results are zipped and saved on SURFDrive, which
is accessible by QuTech. If the results of this research were

to be peer reviewed and published, these results could also
be made public on a public data repository such as 4TU [18].

All plots are in a .png file format and the plotted data
is stored in a .txt file. The title of these two files are the
same for every experiment, except for the file extension. The
data file has its own syntax. The first line is the title of the
data. After that, every line represents one data point with the
following syntax:

7 < experiment_type >, < parameter_value >,
< mean >, < standard_error >"

The experiment,ype represents with which performance
metric the data point is calculated. It can be ‘00, ‘01, '10/,
/11/’/_|_+/’/_|__/,/_+/ or’ — —1.

Additionally, the code repository used in the experimental
setup is publicly available [19]. The repository includes a
README.md file which explains the installation procedure
and how to use the files in the repository in order to get the
same plots presented in Section III. Moreover, the code itself
is thoroughly commented and has variable names similar to
the concepts used in the paper. The latter is true except for the
’magic state distributor link’, which is called the ’depolarise
link’ by the SquidASM repository. Lastly, there is also a tool
in this repository which looks at all chart data in a given
directory and calculates the sensitivity metric, which method
is similar to the one used in the experiments.

Next to the data being verifiable and reproducible, it is
also good practice to reflect on the validity of the data. Even
though the plots do not show any anomalies, it is possible that
there are bugs present in the code used for the experimental
setup or code used for the SquidASM simulation. These
bugs could cause the data to be misrepresented. The code
in the experimental setup is especially vulnerable since its
functionality is only tested by plotting data. However, the fact
that both repositories are publicly available makes it possible
to verify whether the code used is valid or not during the peer
reviewing process. Any mistakes could be filtered out before
any claims were to be published.

V. DISCUSSION

The goal of evaluating the sensitivity of different
performance metrics on properties of the network system
is to substantiate whether the distributed CNOT application
is informative enough to be put into a benchmark suite for
quantum network systems. Previous section summarized
the results of which parameters have an effect on the eight
performance metrics proposed by this paper. Of the sensitive
cases, a quantitative estimate is given on their sensitivity.
This section will highlight the interesting trends in this data
and discuss their validity.

First of all, the check marks in Tables III, IV & V show
that the performance metrics are sensitive to exactly half the
parameters tested, when counting the parameters for which
at least one of the eight performance metrics have an effect.
However, most of these parameters are hardware parameters
which show errors in one of the stack devices and not in the
link. Only errors in the fidelity of a magic state distributor
link and dark count probability and visibility of a heralded



link are noticeable. The dark count probability only has an
effect when no photon-number-resolving detectors are used
for the Bell-state measurement.

Furthermore, there is a different in device parameters on
the control and target node. The initialization error of the
electron spin is only noticeable in the target node, and not
in the target node. Similarly O and 1 measurement errors are
only noticeable if they are present in the control node and
not in the target node.

Differences per performance metric are also present. The
effect of the visibility of a heralded link is only present
when inputs are used in the x-basis and not in the z-basis.
Moreover, the electron initialization errors in the target node
are not noticeable only when using the inputs |00) and |01).
Equivalently, carbon initialization errors in the target node
only do not have an effect on the metrics with input |10)
and |11). So to summarize, the metrics with inputs in the x-
basis have the most effect on the tested parameters and there
exists no parameter to which only an input in the z-basis is
sensitive.

&
S
Q&
& S
S &* N
N >
K & &
00 0.68 121 -
01 0.71 1.37 -
10 075 133 -
11 075 138 -
++ 0.79 0.60 0.60
+- 097 0.60 0.58
-+ 0.67 0.63 0.65
- - 0.71 0.84 0.60
avg 075 1.00 0.30
Table VI

SENSITIVITY OF DIFFERENT PERFORMANCE METRICS AGAINST ALL
LINK PARAMETERS. ONLY THE SENSITIVITY IS DISPLAYED OF THE
EXPERIMENTS WHICH ARE LABELLED AS SENSITIVE IN TABLE III.

Additionally, the amount to which a particular performance
metric is sensitive to a parameter is presented in Tables VI,
VII & VIII. These results show that metrics with inputs in
the z-basis are significantly more sensitive to the dark count
probability of a heralded link than with inputs in the x-basis.
The sensitivities of the metrics to fidelity of a magic state
distributor link do not vary significantly. For the metrics with
inputs in the z-basis their highest sensitivity per parameter
of the control stack is never significantly lower than the
highest sensitivity of the metrics with an input in the x-
basis. However, in reverse it is the case for the depolarise
probability of the two qubit gate, electron single qubit and
EC gate. Conversely, in the target node the highest sensitivity
of metrics with an input in the x-basis are always higher or
not significantly lower than the of the z-basis. In short, the
z-basis is more sensitive to the depolarise probabilities in the
control node and the x-basis to the depolarise probabilities
in the target node.

Lastly, there are a few parameters for which the sensitivity
of metrics differs significantly between inputs in the same
basis. For the single qubit gate depolarise probability in the
control node, the inputs |00) and |01) are way less sensitive
than [10) and |11). Similarly, in the target node |00) is

& @& o &
AN & -%\e% & VO&%
& °§° & N > > &
& S & &L &
& & ¥ © & & <
00 029 099 - 1.93 0.52 1.71 1.67
01 0.39 0.82 - 198 054 1.59 1.80
10 1.19 090 053 218 - 1.76  2.14
11 1.23 1.06 0.82 216 - 1.66 2.26
++ 1.03 0.68 0.52 1.50 0.59 1.44 1.53
+- 1.32  0.58 0.50 1.59 0.51 1.32 1.45
-+ 1.20 0.66 0.62 147 0.59 1.38 1.42
- - 1.48 045 0.54 1.34 0.54 1.46 1.32
avg 1.02  0.77 044 1.77 041 1.54 1.70
Table VII

SENSITIVITY OF DIFFERENT PERFORMANCE METRICS AGAINST ALL
CONTROL STACK DEPOLARISE PROBABILITY PARAMETERS. ONLY THE
SENSITIVITY IS DISPLAYED OF THE EXPERIMENTS WHICH ARE
LABELLED AS SENSITIVE IN TABLE IV.

& e &
NS ESP °
\@o‘? & & & s & & &
5—}&0 & & o’§o c?{o @o Q & N &
00 029 0.60 132 050 058 137 219 049
01 1.06 052 1.63 056 123 141 237 0.56
10 074 047 142 055 110 134 230 044
11 081 072 150 064 1.12 132 233 044
4 1.66 0.87 191 0.63 137 181 2.14 0.52
+- 209 100 204 049 188 163 232 0.56
-+ 146 103 184 062 129 150 230 049
- - 198 1.09 215 061 175 1.71 228 043
avg 126 079 173 058 129 151 228 049
Table VIII

SENSITIVITY OF DIFFERENT PERFORMANCE METRICS AGAINST ALL
TARGET STACK DEPOLARISE PROBABILITY PARAMETERS. ONLY THE
SENSITIVITY IS DISPLAYED OF THE EXPERIMENTS WHICH ARE
LABELLED AS SENSITIVE IN TABLE V.

way less sensitive than |01), |10) and |11) to the depolarise
probability of both the single qubit gate and carbon z rotation.
The sensitivities of metrics in the x-basis is more or less the
same per parameter.

To summarize, any performance metric with an input in
the x-basis will recognise all errors in the given parameters
the distributed CNOT application is able to recognise as a
benchmark. However, if more sensitivity is needed, it can be
combined with an input in the z-basis, excluding |00) and
|01).

The validity of these observations is limited by certain
factors however. First and foremost, the accuracy of the
sensitivity is quite low, due to the it being based on a
model which may not represent the relationship between
parameters and metrics well enough. The data points are now
interpolated by minimizing the squared error of a second
degree polynomial. Adding more data points could already
improve the accuracy by a lot. Moreover, the polynomial
being modelled could also be replaced by a function with a
more accurate representation of the data points. This process
uses more trial and error per plot, but give more accurate
results. Lastly, the data points itself could be more accurate
by increasing the amount of runs of the application. This is
now 250, but with an increase to 1000 runs per data point
the standard error will already shrink by a factor of 2. A



more accurate estimation for the sensitivity of the metrics
may yield even more insights on what performance metrics
would be better to include in a benchmark suite.

Secondly, the estimation whether these performance met-
rics are informative in properties of the total quantum system
is limited by the fact that the focus on this research lies
on measuring fidelity and not metrics such as runtime.
Even though quantum systems in the NISQ-era are primarily
limited by fidelity constraints [8], in the future runtime may
play a more important role as stressed in the paper [6]. At
that time, this benchmark alone will fall short by being less
relevant [11].

There are several suggestions for future research on this
topic. First of all, it would be interesting to see whether
more insights on the proposed performance metrics would
arise by better modeling the effect of hardware parameters.
Moreover, maybe the performance metrics are sensitive to
more parameters when some parameters do not have a perfect
value. This is for example the case for length loss probability,
for which the length parameter of the heralded link was set
to 100km for the experiments. Additionally, the metrics were
only sensitive to the dark count probability when no photon-
number-resolving detectors are used.

Another suggestion would be to search for measurable
effects outside the domains proposed by this paper. To
start the gate times could be tested against the performance
metrics to see if actually no different effect is present.
More fidelity performance metrics could be constructed for
entangled inputs and outputs of the control and target qubit.
As already stated, runtime metrics could be constructed of the
distributed CNOT application which stress the compilation
and execution capabilities of the quantum network stack.
Lastly, it could be an interesting to assess scalability. It is
possible to construct larger applications from the distributed
CNOT gate application to stress the stack even more and
maybe amplify the sensitivity of the benchmark. An example
of such an application is a distributed quantum swap gate.
Which is constructed by three consecutive and alternating
CNOT gates.

VI. CONCLUSIONS AND FUTURE WORK

The goal of this research is to evaluate and explore whether
the distributed CNOT gate application could be used for a
benchmark which is informative about properties of the total
quantum network system. An informative benchmark would
mean it is sensitive to errors in a wide arrange of parts of
the quantum network system. Moreover, if it were to included
in a benchmark suite together which other applications, it is
important to know to which properties the distributed CNOT
gate application is sensitive and to which it is not.

The distributed CNOT gate application behaves similar to
a CNOT quantum gate. However, it is composed of multiple
gates on two separate nodes, connected via a quantum link.
The fact that it has all these components makes it an
application which interacts with a quantum network system.

Some performance metrics can be constructed from the
functionalities of this distributed CNOT gate. Since it behaves
similar to a CNOT circuit gate, it is possible to compare the
input with the expected output and calculate the error rate by
running the application multiple times.

For the experiment the application is simulated using the
SquidASM SDK. The error rate of inputs in the z and x-basis
are tested against multiple hardware parameters in both the
link and stack devices in the nodes. These results are plotted
and the sensitivity of these inputs is calculated.

From these experiments it is concluded that the application
is sensitive to a wide arrange of errors in different hardware
parameters. It was most sensitive to errors in the depolarise
probabilities in the stack devices and to a few in the link
parameters, namely the fidelity of a magic state distributor
link and dark count probability and visibility of a heralded
link.

Additionally, there was a difference in sensitivity to pa-
rameters depending on the input used. The inputs in the
x-basis are sensitive to all parameters the application is
sensitive to. However, when the optimal sensitivity want to
be achieved it can be combined with either the input |10)
or |11). No noticeable difference between the sensitivity
of the inputs in the x-basis could be concluded. However,
specific inputs could be recommended for a benchmark suite
if the sensitivity is more accurately calculated by running
the application a bigger amount of times, running more data
points or modelling the plot more accurately.

The application being sensitive to a range of different
properties in both the quantum link and stack devices makes
it viable option to put in a benchmark suite. However, it
being suitable to put in a benchmark suite also depends to
what degree it is mutually exclusive in which parameters
it is sensitive with respect to the other applications in the
suite. The way the performance metrics are chosen is that it
is made sure that input in both the control and target node
have an effect on the output of the other node. Therefore, it
is designed that the performance metrics are as sensitive as
possible to errors in both nodes. If other network applications
in the suite have a more one way sensitivity to a node, the
distributed CNOT gate application as a benchmark could be
particularly useful.

The future work of this research includes the following.
Parallel to this research, three other quantum network appli-
cations are graded in a similar fashion. When the results of
four different quantum network applications are concluded,
it is possible to evaluate whether these applications can be
a composed in a benchmark suite which test properties the
total quantum networking system. Moreover, even when a
quantum network system benchmark is developed from the
results of this research it is important that it is frequently
updated to the needs of the rapidly changing field of quantum
computation [20].



APPENDIX A
IDEAL DISTRIBUTED CNOT PROOF

Proof. Dist_CNOT|ct) = CNOT|ct) in the ideal case.

Assume the entangled EPR-pair at ¢y is the following:

1
V) = [Yhoth1) = NG

Moreover we represent |c) and |t) at to as follows:

|¢) = a|0) + BI1), [t) = 7/0) + 4[1)

(100) + [11))

to!

1
) = ﬁ(a|0>(|00> +[11)) + AI1)(|00) + [11))

t1: perform CNOT |ctbo)

1

|cy) = E(a|0>(|00> + |11)) + B[1)(|10) + [01))
1

o) = 75 (al000) +alo11) + B[110) + B[101))

to: measure g, which is either O or 1. When it is 1 perform
X on ’(/)1.
lcyp1)(0) = a[00) + B[11)

1) (1) = a|00) + B[11)
|cnt) = (al00) + B[11))(v]0) +4[1))
leyrt) = ay|000) + «d|001) + Sv|110) + B6|111)
t3: perform CNOT |y1t)
lcp1t) = ay]000) + ad]001) + B|111) + 45]110)
ty:

|eipnt) = \%(ml0>(|0> +[1))10) + ad]0)(|0) + [1))[1)

+47(1)(10) — [1)[1) + £5[1)(0) — [1))]0))
|eynt) = \%((OWW + B6]1))|00) + (ad0) + 5[1))[01)
+(an[0) = B4[1))[10) + (ad]0) — B~[1))[11))

t5: measure 1, which is either 0 or 1. When it is 1 perform
Z on c.

|ct)(0) = (a7]0) 4 B6]1))0) + (ad]0) + S~|1))[1)
|ct)(1) = (a7]0) 4 B6]1))0) + (ad]0) + S~|1))[1)
|ct) = ay]00) 4 ad]|01) + By|11) + B3|10)
Which means that Dist_ CNOT does the following to |ct):
Dist_CNOT|ct) = ay|00) + «]01) + B~|11) + B6]10)

When performing CNOT on |ct) directly instead of
Dist_ CNOT:

CNOT|ct) = av|00) + ad|01) + By|11) + 35]10)
Therefore the following equation holds in the ideal case:
Dist_CNOT|ct) = CNOT|ct)
QED.

APPENDIX B
PERFECT CONFIGURATION

The following parameter values are assumed to be the
perfect configuration for the magic state distributor link,
heralded link, generic device and NV device, used in
SquidASM to simulate the experiments conducted in Section
1.

Magic state distributor link
« fidelity: 1.0

e t_cycle: 0.0

¢ prob_success: 1.0
Heralded link

« length: 0.0

o p_loss_init: 0.0

e p_loss_length: 0.0

o speed_of_light: 200_000

o dark_count_probability: 0.0
o detector_efficiency: 1.0

o visibility: 1.0

o num_resolving: False
Generic device

o num_qubits: 2

o T1: 10_000_000_000

o T2: 1_000_000_000

e init_time: 0

« single_qubit_gate_time: 0

e two_qubit_gate_time: 0

o measure_time: 0

« single_qubit_gate_depolar_prob: 0.0
e two_qubit_gate_depolar_prob: 0.0
NV device

e num_qubits: 2

« electron_init_depolar_prob: 0.0
« clectron_single_qubit_depolar_prob: 0.0
¢ prob_error_0: 0.0

e prob_error_1: 0.0

o carbon_init_depolar_prob: 0.0
o carbon_z_rot_depolar_prob: 0.0
o ec_gate_depolar_prob: 0.0

e clectron_T1: 1_000_000_000
e electron_T2: 30_000_000

e carbon_T1: 150_000_000_000
e carbon_T2: 1_500_000_000

e carbon_init: 0

e carbon_rot_x: 0

o carbon_rot_y: 0

e carbon_rot_z: 0

e electron_init: 0

e electron_rot_x: 0

o electron_rot_y: 0

e electron_rot_z: 0

e ec_controlled_dir_x: 0

¢ ec_controlled_dir_y: 0

o measure: 0
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