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Experimental identification of the transition from elasticity to inelasticity

from ultrasonic attenuation analyses

Auke Barnhoorn', Jeroen Verheij', Marcel Frehner?, Alimzhan Zhubayev®, and Maartje Houben*

ABSTRACT

The transition from recoverable elastic to permanent in-
elastic deformation is marked by the onset of fracturing
in the brittle field. Detection of this transition in materials
is crucial to predict imminent failure/fracturing. We have
used an ultrasonic pulse transmission method to record
the change in waveform across this transition during fractur-
ing experiments. The transition from elastic to inelastic
deformation coincides with a minimum in ultrasonic attenu-
ation (i.e., maximum wave amplitude). Prior to this attenu-
ation minimum, the existing microfractures close. After this
minimum, new microfractures form and attenuation in-
creases until peak stress conditions, at which point, larger
fractures form leading to complete sample failure. In our
experiments, velocity changes are not sensitive enough to
be indicative for the transition from elastic to inelastic de-
formation. Analysis of attenuation, not velocity, may thus
detect imminent failure in materials. Our results may help
detect fracturing in borehole casings or the near-wellbore
area, or they may help predict imminent release of energy
by seismic rupture.

INTRODUCTION

The presence of fractures, either natural or induced, has a strong
control on fluid flow in the earth’s crust and becomes increasingly
important for oil and gas exploration, geothermal energy, and
other geologic near-surface applications (e.g., Curtis, 2002;
Cramer, 2008). The production of earth resources is shifting from

increasingly scarce conventional resources (traditional high-
porosity, high-permeability rocks) toward abundant, but more
difficult to produce, unconventional reservoirs that contain natural
or man-made fracture networks (e.g., fractured carbonates, shale
or tight sandstone reservoirs, and deep geothermal reservoirs). In
addition, the formation of fractures or the reactivation of faults or
fractures due to high fluid pressure has caused induced seismic
events that are of great concern to society (Haering et al.,
2008). Increasing our understanding of how and when fracture
networks are formed and what characteristics of fracture networks
we can detect (e.g., using seismic measurement techniques) is thus
vital for maintaining sufficient and safe exploitation of earth’s re-
sources in the coming decades.

Seismic waves are significantly affected by the presence of frac-
tures and faults. Fractures and fracture networks can cause reflec-
tion and/or diffraction of seismic waves (Groenenboom and Falk,
2000; Ionov, 2007), may lead to seismic anisotropy (Maultzsch
et al., 2003; Zhong et al., 2014), and even give rise to additional
seismic wave modes (Frehner and Schmalholz, 2010; Maksimov
et al., 2011; Frehner, 2014; Shih and Frehner, 2016). Elastic wave
velocities are generally reduced by the presence of open micro-
cracks and fractures and during an increase in fracture density
(Peacock et al., 1994; Sayers and Kachanov, 1995; Saenger and
Shapiro, 2002; Schubnel and Guéguen, 2003; Sarout et al.,
2017). Similar to changes in velocities during fracturing and
compaction (e.g., Fortin et al., 2006, 2007; Eslami et al., 2010;
Nicolas et al. 2016, 2017; Bonnelye et al., 2017), elastic moduli
can also be affected by the increase in damage in a rock body (e.g.,
Sarout and Guéguen, 2007; Heap et al., 2010). Therefore, spatial
changes in elastic wave velocity may reveal fracture-related rock
properties (e.g., increase or decrease in fracture density). Temporal
changes in wave velocity (Peng and Ben-Zion, 2006) may be used
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to monitor the progressive formation of fractures over time, e.g., in
near-well-bore environments (e.g., Charléty et al., 2006) or
from 4D seismic (e.g., Alassi et al., 2010) provided that the wave-
length of the seismic signal is sufficiently sensitive to the fracture
dimensions. In addition to changes in velocity, a decrease in am-
plitude (i.e., attenuation) of the reflected or transmitted elastic
waves and the coda can also reveal changes in fracture properties
(Herriaz and Espinosa, 1987; Snieder et al., 2002). Fracture-
related attenuation can be due to increased frictional sliding
on fracture surfaces and grain boundaries (Mavko, 1979), viscous
fluids in the fractures (Rubino et al., 2013, 2015; Quintal et al.,
2014), or scattering at the fractures (Main et al., 1990). As wave
velocities often decrease when they encounter fractures, the
amplitude of the seismic wave can also decrease (increase in at-
tenuation) due to the presence of fractures. Because of the high
sensitivity of the wave amplitude to the presence of fractures
amplitude/attenuation analysis is in addition to velocity analyses
potentially another promising method for fracture detection,
analysis, and interpretation.

Attenuation of ultrasonic waves (defined here as P- and S-waves)
with increasing stress (isotropic and deviatoric) and strain has been
measured in laboratory studies on different rock types. Such exper-
imental studies generally show a decrease in attenuation with in-
creasing stress applied to the rock samples (Toksoz et al., 1979;
Winkler and Nur, 1979; Guo et al., 2009; Wei and Fu, 2014; Zhu-
bayev et al., 2016). This attenuation decrease is generally attributed
to pore or crack closure (Winkler and Nur, 1979). Open microcracks
present prior to the experiment cause relatively high attenuation
compared with a medium without any microcracks. Progressive clo-
sure of microcracks causes a decrease in attenuation up to a level at
which a further increase in stress results in no additional attenuation
reduction of the ultrasonic waves (Guo et al., 2009; Zhubayev et al.,
2016). The stress-dependent attenuation reported in these studies
occurs within the elastic deformation field, i.e., below the yield
stress levels, and thus no new cracks/microfractures have been
formed in these experiments.

At deviatoric stress levels just above the yield strength and at
temperature/pressure conditions in which brittle deformation is
dominant, the first new microfractures start to form (Barnhoorn
et al., 2010). With increasing stress, fractures nucleate, grow,
and coalesce until a connected network of fractures has developed,
at which point, macroscopic failure of the rock sample occurs
(Kranz, 1983; Paterson and Wong, 2005). The formation of new
fractures beyond the elastic limit generally decreases the wave
velocity (Hadley, 1976; Granryd et al. 1983; Yukutake, 1989;
Sayers, 2002a; Fortin et al., 2007; Eslami et al., 2010; Nicolas et al.
2016, 2017; Bonnelye et al., 2017). However, the change in attenu-
ation during the fracturing process beyond the elastic limit has not
yet been investigated extensively (Couvreur et al., 2001; Goodfel-
low et al., 2015); it is the main objective of this study. In analogy to
fracture closure, where attenuation generally decreases (Zhubayev
et al., 2016), fracture formation should cause an increase in attenu-
ation. Indeed, Couvreur et al. (2001) measure in a limestone sample
a decrease, stabilization, and increase of attenuation with increasing
stress, and they relate this effect to pore closure and appearance of
cracks. Here, we report an experimental study on shale, limestone,
and sandstone samples, in which P- and S-wave velocities and at-
tenuation were measured during an increase in stress and fracture
formation until complete failure of the rock samples.

MATERIALS AND METHODS
Rock-sample material

We subjected a total of 13 rock samples to unconfined fracturing
experiments and simultaneously recorded the ultrasonic P- or
S-wave transmission waveforms. These were six Whitby shale/
mudstone samples, four Bentheimer sandstone samples, and three
Indiana limestone samples.

We collected the Whitby shale samples from outcrops along the
coast at Runswick Bay (Yorkshire, UK). They consist of finely
(mm) laminated shale layers with some quartz and a clay matrix.
The Whitby shale is of Lower Jurassic age and is the lateral equiv-
alent of the Posidonia shale in northern Europe (Littke et al., 1991;
Powell, 2010; Ghadeer and Macquaker, 2012). The Whitby shale
has generally a low porosity (<7%) and is relatively clay-rich
and quartz-poor (Houben et al., 2016), and it has an ultrasonic
P- and S-wave velocity anisotropies of approximately 30% (Zhu-
bayev et al., 2016; Douma et al., 2017). The porosity mainly occurs
in the clay matrix and is generally unconnected in 2D and even not
always in 3D preventing fluid flow through the samples. The per-
meability depends on the confining pressure and is in the order of
1 x 1072 m? (Houben et al., 2017).

The Bentheimer sandstone is a Lower Cretaceous pure coarse-
grained sandstone outcropping in Bentheim (Germany) with poros-
ity between 21% and 27% and permeability between 0.5 x 10712
and 3 x 10712 m? (Peksa et al., 2015).

Indiana limestone is a pure calcite-cemented grainstone of
Mississippian age from the United States. It contains some fossil
fragments and oolites (Hart and Wang, 1995), has porosity of
19%, and permeability of 70 x 10~1> m?.

All cylindrical samples that we cored (Bentheimer sandstone and
Indiana limestone) have a diameter of 40 £ 0.5 mm and a length of
32 + 0.5 mm. The Whitby shale was too fragile to core, and we
polished the samples manually into cylindrical shapes (Zhubayev
et al., 2016) with a diameter of 40 + 0.5 mm and lengths ranging
from 27 £ 0.5 to 41 £ 0.5 mm. Due to the difficulty of preparing
long shale samples because of its fragile nature, the length/diameter
ratio of the samples is smaller than the ideal 2:1 ratio (Paterson and
Wong, 2005). This probably caused some stress-shadowing effect
in the samples that in turn affected the strength values somewhat
and caused fractures to preferentially start forming in the center
of the sample (at the highest stress regions) instead of randomly
positioned in the material.

Laboratory methods

To simultaneously study fracturing and elastic wave propagation
in rocks at elevated stress conditions, we integrated an ultrasonic
setup within a high-stress uniaxial deformation system. In this com-
bined setup, it is possible to measure P- or S-wave velocities while
the sample is put under stress uniaxially up to failure (Figure 1). The
uniaxial deformation setup can apply a maximum force of 500 kN,
which corresponds to stress of approximately 400 MPa for cylin-
drical samples with a diameter of 40 mm. We placed the oven-dried
at 70°C Bentheimer sandstone and Indiana limestone or as-received
Whitby shale rock samples between two aluminum buffers (Zhu-
bayev et al., 2016), and ultrasonic P- or S-wave transducers (one
transmitter and one receiver) were coupled to each of the buffers
with a viscous gel. The vertical stress applied to the system ensured
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coupling at the buffer-sample interface. We uniaxially shortened the
sample at a constant strain rate (approximately 1 — 2.5 x 107 s71)
in the absence of any confining pressure, at room temperature. We
recorded the uniaxial stress with a load cell and the vertical dis-
placement applied to the sample with two diametrically opposed
linear variable displacement transducers. The average strain of
the sample is obtained by dividing the displacement by the initial
length of the sample. For the shale samples, vertical stress was ap-
plied perpendicular to the shale layering. After a certain incremental
change in strain or stress, we halted the experiment and recorded the
ultrasonic P- or S-waveform transmitted through the sample.

During the ultrasonic measurement, we held the strain constant
by stopping the axial actuator. Consequently, the stress relaxed
slightly in the inelastic regime during the measurement (maximum
stress drop <1 MPa). Using this procedure multiple times during a
single fracturing experiment, we typically performed tens of ultra-
sonic measurements (Figure 2) across the complete deformation
range (in the elastic part, in the strain hardening part, during micro-
fracturing, and up to complete failure of the sample; Figure 3). As a
reference, we duplicated every experiment across the complete
range of stress values on an aluminum sample with exactly the same
dimensions (length and diameter) as each rock sample. To measure
ultrasonic velocity and attenuation, we used compressional (P) and
shear (S) source and receiver transducers with a central frequency of
1 MHz. The polarization of the shear source and receiver transduc-
ers was always aligned. We corrected the velocity and attenuation
values for the shortening of the aluminum and rock samples due to
the applied stress.

We used the laboratory method described by Toksoz et al. (1979)
to determine the ultrasonic attenuation (i.e., inverse of the quality
factor Q), as is also described in detail in Zhubayev et al. (2016).
Assuming constant Q, the spectral ratio is

A G
ln(A—;) = (ﬂz—ﬁl)xf-i-ln(G—l), (D

where A; is the Fourier amplitude, f is the fre- 0

equation 1. The slope of the best-fit linear regression in the range
around the central frequency of 1 MHz is then used to calculate the
attenuation (Q!) of the rock sample (Toksoz et al., 1979). The at-
tenuation Q™! is small when the wave amplitude in Figures 2 and 3
is large, and it is large when the wave amplitude is small. Similarly,
as in Zhubayeyv et al. (2016), absolute errors in the velocity and at-
tenuation were estimated to be at maximum approximately 3% and
12%, respectively.

To quantify the transition from elastic to inelastic deformation,
we calculated the gradient of the stress-strain curves (Figure 4).
At low stresses, the increase in gradient is caused by settling of
the machine or closure of preexisting microcracks. This interval
is followed by elastic deformation characterized by a linear

.4

Aluminium
reference
sample

1

Figure 1. Experimental setup used to measure axial strain, P- and
S-wave velocities, and attenuation at different uniaxial stress con-
ditions for rock samples (Whitby shale, Bentheimer sandstone, and
Indiana limestone) and aluminum reference samples of exactly the
same length and diameter as the rock samples.

‘ ——> Uniaxial stress

P/S wave source

Aluminium buffer

—> LVDT sensor

P/S wave receiver

Spring

1

quency, x is the propagation distance, and G;
. . . . 10H i
is the scaling factor due to spherical spreading,
which is independent of frequency. Subscripts 20H i
i=1 and 2 refer to the reference aluminum
sample and the rock sample (shale, limestone, 30H ) I
or sandstone), respectively. Finally, f; is related @ 40F = = S S |
. El ¢ S 93 f
to the quality factor Q by o
£ 50H -
b3 =
i = 2 60 g
o BV 2
701 H
where V is the ultrasonic P- or S-wave velocity, 80
depending on the performed experiment. Source ] 1
and receiver functions are considered to be the 90H i
same. Due to very low attenuation (Q =~
150,000; Zemanek and Rudnick, 1961) in alumi- 0 20 30 40 50 60 70 80
num, #; in equation 1 can be assumed to be zero. ‘ Trace ‘
Only the response of transmitted P- and S-wave Yield point Stress ~ 50 MPa Peak stress

effects is taken into account, and we used a rel-

atively short time window so that we capture
only the first-arrival wavelet of the full P- or
S-waveform to calculate the spectra for the
rock sample and for aluminum to be used in

Figure 2. All 82 S-wave traces recorded during the uniaxial unconfined compression
experiment of Whitby shale sample 47B. The deformation experiment was halted 82
times to record an S-wave signal transmitted through the sample (shale layering
perpendicular to the wave-propagation direction). Traces related to the yield point, a
stress of 50 MPa, and peak stress conditions are highlighted.
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stress-strain relationship and hence a constant gradient value.
With increasing deformation, we define the transition from elastic
to inelastic behavior as the point at which the stress-strain gradient

decreases again (Figure 4b).

RESULTS

After initial setting of the machine at very low
stresses, the stress-strain curves are linear (con-
stant gradient in Figure 4a) describing the elastic
(reversible) part of the deformation. After that,
the gradient decreases indicating the transition
from elastic to inelastic deformation (Figure 4).
In the inelastic regime, the first brittle microfrac-
tures start to form (e.g., Barnhoorn et al., 2010).
However, only at peak stress conditions do the
first macroscopic fractures and connected net-
works (Barnhoorn et al., 2010) form, which ex-
press themselves by minor stress drops in the
stress-strain curve (Figure 4a). With increasing
strain, the sample eventually fails catastrophi-
cally, which is indicated by a final and significant
stress drop (Figure 4a). In addition, this coincides
with the release of large amounts of audible en-
ergy in the laboratory.

The recorded ultrasonic data sets (Figure 4c
and 4d for S-wave measurements on a Whitby
shale sample) show that the velocity continues
to increase from the onset of the experiment
across the transition from elastic to inelastic de-
formation. This increase in velocity is caused by
the closure of microcracks preexisting in the
sample (Walsh, 1965). This behavior is typical
for velocity measurements under stress (e.g.,
Hadley, 1976; Yukutake, 1989; Mavko et al.,
1995; Sayers, 2002b; Stanchits et al., 2006).
Only at around peak stress conditions, when
the first larger connected fractures form, is the
continuous increase in velocity halted. The ear-
lier formation of microfractures, here, does not
contribute to a change in the trend of velocity in-

Barnhoorn et al.

crease. Only the larger fractures affect the trend in velocity, and the
steady increase in velocity with strain is halted and eventually re-
versed (e.g., Lockner et al., 1977). The transition from elastic to

inelastic deformation can thus not always be deciphered from
the velocity measurements.

We also recorded the amplitude of the waveforms during the
fracturing experiment. Wave amplitudes can be very sensitive to
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Figure 4. (a) Axial stress-strain diagram for Whitby shale sample 47B. (b) Gradient of
the stress-strain data shown in (a). The solid line represents a smoothed average of the
gradient data. After an initial increase, the gradient remains relatively constant (elastic
regime). The transition from a constant gradient to a decrease in gradient represents the
transition from elastic to inelastic deformation behavior. Accompanying measurements
of (c) S-wave velocity with strain and (d) S-wave attenuation with strain. The strain at
which the transition from elastic to inelastic deformation behavior occurs is indicated
with the dashed vertical line.
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Figure 3. Comparison of P-wave traces in Figure 2 at (a) yield stress, intermediate stress (50 MPa) and peak stress and (b) before and after
sample failure of Whitby shale sample 47B. Small changes in the first-arrival time and first-arrival amplitudes can be seen. From these data, the
velocity and attenuation evolution with strain is calculated.
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fractures because relatively large amounts of energy can be ab-
sorbed by the fractures. Wave attenuation can thus be significant
when traveling through a fractured medium. For S-waves traveling
through the Whitby shale sample (Figure 4d), the attenuation (Q~")
decreases (the wave amplitude increases) in the elastic part of the
deformation. This is commonly observed in stressed samples (e.g.,
Mavko et al., 1995; Guo et al., 2009; Zhubayev et al., 2016), and it
is generally attributed to the closure of microcracks. At the transi-
tion to inelastic deformation, attenuation is increasing again and
continues to increase up to peak stress conditions (the wave ampli-
tude decreases). Here, in contrast to the ultrasonic velocity (Fig-
ure 4c), the ultrasonic attenuation (Figure 4d) exhibits a clear
change in the trend at the transition from elastic

to inelastic deformation. At and after peak stress

conditions, when larger fractures form, a more

be used to determine the transition from elastic to inelastic defor-
mation. Analysis of P- and S-wave velocity might not always show
the same sensitivity to this transition.

The applied uniaxial stress preferentially results in microfractures
that are parallel to the propagation direction of the transmitted ultra-
sonic waves (i.e., vertical in our setup). These microfractures cause
dissipation of ultrasonic energy along the open fracture surfaces
(Lockner et al., 1977). The P- and S-waves are attenuated; however,
S-waves are slightly more sensitive to the presence of micro-
fractures and attenuate more than P-waves (Figure 5). At the same
time, the newly formed microfractures hardly influence the ultra-
sonic velocity in this study (Figures 4—7). This can be qualitatively

Whitby shale
P-wave S-wave

complex attenuation pattern emerges. 80

We repeated these attenuation and velocity
measurements during fracturing for P- and S-
waves for multiple Whitby shale samples (Fig-
ure 5), for porous and coarse-grained Bentheimer
sandstone samples (Figure 6), and for porous In-
diana limestone (Figure 7). In general, all experi-
ments show the same behavior as described
above. The transition from elastic to inelastic
deformation coincides with a change from
decreasing attenuation to increasing attenuation,
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whereas the velocity continues to increase across 0
this boundary. The Indiana limestone samples
show the same behavior (Figure 7), but the
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strain-attenuation curves are a bit more erratic 3200
than the ones for the shale samples. However, the
lowest attenuation value still coincides with the
elastic-to-inelastic transition. The Bentheimer
sandstone samples show a large initial decrease
in attenuation during the elastic part of the defor-
mation (Figure 6), presumably due to the rela-
tively large amount of microcrack closure at
elevated stresses due to the high initial porosity.
However, also for the Bentheimer sandstone, the
lowest attenuation value coincides with the tran- 2400
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sition from elastic to inelastic deformation. 0

DISCUSSION
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A decrease in attenuation with increasing
strain and stress in the elastic regime is often ob-
served in ultrasonic measurements on rocks (e.g., 0.06} %
Toksoz et al., 1979; Winkler and Nur, 1979;
Mavko et al., 1995; Guo et al., 2009; Wei and

—
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Fu, 2014; Zhubayev et al., 2016), and it is attrib- g 0.04} - \l :

uted to the closure of preexisting microcracks.
The subsequent increase in attenuation in the in-

rock types confirms the observation of Couvreur 0.01bs,
et al. (2001) that an increase in attenuation can be ' 0

attributed to the appearance of new brittle frac-
tures. Here, we have shown consistently that a
minimum in attenuation occurs at the onset of
inelastic deformation. This means that the attenu-
ation analysis of ultrasonic P- and S-waves can
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Figure 5. Axial stress-strain data, P- and S-wave velocity-strain data, and P- and S-wave
attenuation-strain data for Whitby shale. The large black squares indicate the transition
from elastic to inelastic deformation; different gray levels indicate different experiments.
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understood because stress-driven microfractures formed more or
less parallel to the ultrasonic propagation direction (vertical in Fig-
ure 1). Those stress-driven microfractures occupy a negligible area
of the sample cross section that is relevant for estimating the effec-
tive medium properties (e.g., velocity). If area averaging is applied
in this propagation-perpendicular cross section (Backus, 1962), the
propagation-parallel fractures almost do not contribute and the ef-
fective medium is virtually equal to the rock without these micro-
fractures. Also, with further stress increases, the favorably oriented
preexisting microfractures (mainly horizontal in Figure 1) continue
to close and hence the ultrasonic velocity can continue to increase.
In experimental studies in which microfractures have formed
perpendicular or more oblique to the propagation direction of

Bentheimer sandstone
P-wave

S-wave

Barnhoorn et al.

the ultrasonic waves, and remain open after formation, these frac-
tures may affect the velocity to such an extent that a reduction of
velocity occurs at the elastic to inelastic transition. Several exper-
imental studies have shown a reduction of velocities close to the
transition from elasticity to inelasticity before failure of the sample
(e.g., Ayling et al., 1995; Sarout and Guéguen, 2007; Goodfellow
et al., 2015; Bonnelye et al., 2017). Some of the velocity-strain
experimental curves show a reduction in velocity toward large
strains, whereas other data sets do show more constant velocity val-
ues at large strains (in those studies and here). Whether the velocity
is sensitive enough to the formation of the first microfractures at the
transition of elasticity to inelasticity to show a clear reduction in
velocity depends on several parameters such as crack density

formed immediately after the transition, the pre-

ferred orientation of the fractures with respect to

the main propagation direction of the ultrasonic

80 80

Axial stress (MPa)
D
o

Axial stress (MPa)
N
o

N
o

waves, the aperture of the fractures, and possibly
also of the microstructural characteristics (e.g.,
porosity, anisotropy) of the material. It can be
concluded that velocity analyses may sometimes
\ be sufficient to depict the transition from elastic-

ity to inelasticity. However, as the results of this
study show, the sensitivity of the attenuation of
the ultrasonic waves is more sensitive to the
onset of the formation of the first differential
stress-driven microfractures. Therefore, attenua-
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\ sures will tend to form shear fractures with very
small apertures or close open fractures, thereby
reducing the efficiency to attenuate seismic
waves (Lockner et al., 1977). Therefore, at high
confining pressures (i.e., at large depths in the
subsurface), we expect the increase in attenua-

0 0.002 0.004 0.006 0.008 0
Strain (-)

0.005

0.15 0.15

0

Strain (-)

tion in the inelastic regime due to fracturing to
be less pronounced. On the contrary, higher con-
fining pressures will cause the rock samples, par-
ticularly shales, to deform in a more semibrittle

0.005 0

0.1 0.1

1Q,(-)
1/Q, (-)

ig’dﬁ‘\q"’\ : ] 0.05

0.05

to ductile fashion and we expect fracturing to be
more evenly distributed in the sample (e.g.,
Schueller et al., 2010). The larger amount of mi-
crofractures in such semibrittle/ductile rocks in
turn may cause an increase in attenuation of
the P- and S-waves. The experiments of this
study are performed at high ultrasonic frequen-
cies (a central frequency of 1 MHz correspond-
. ing to wavelengths of a few millimeters). The
aperture of the microfractures is in the order

0 0.002 0.004 0.006 0.008 0
Strain (-)

Figure 6. Axial stress-strain data, P- and S-waves velocity-strain data, and P- and S-
waves attenuation-strain data for Bentheimer sandstone. The large black symbols indi-
cate the transition from elastic to inelastic deformation; different gray levels indicate

different experiments.

0.002 0.004 0.006 0.008
Strain (-)

of tens of micrometers, still significantly smaller
than the wavelength (approximately 2—4 mm).
The fractured rock samples can thus be consid-
ered an effective medium, and point scattering
along individual fracture surfaces is minimal.
Further research is needed to determine if the
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minimum in attenuation is also present at a large range of frequen-
cies and with different pore-fluid contents because attenuation is
highly sensitive to frequency and fluid type (Jones, 1986).

The general observation that a minimum in attenuation coincides
with the transition from elastic to inelastic deformation can poten-
tially be used as a tool to predict if a rock volume is approaching
failure. Microscopic fractures form early in the loading history,
causing the attenuation to increase, but they occur before the macro-
scopic failure of the sample. Therefore, the change in the trend of
attenuation can be used to indicate that the rock has now passed its
elastic limit and large-scale failure may occur soon with a contin-
uing increase in stress. How soon this large-scale failure occurs

Indiana limestone

P-wave S-wave

depends on the rate of stress increase and the mechanical rock prop-
erties. Some material can withstand large amounts of plastic strain
before failure (e.g., ductile materials), whereas others fail very
quickly after the formation of the first microfractures (brittle, stiff
materials).

This method may potentially be useful in monitoring applications
of, for example, the integrity/fatigue of materials in construction
sites or in the integrity of boreholes. Continuous/periodic monitor-
ing of the change in wave amplitude transmitted through a medium
may show when a large-scale failure of the material is approaching
or when fracturing/damage occurs in the near-wellbore environ-
ment. If upscaling in length scales and frequency range predict sim-
ilar sensitivities of the wavefield attenuation to
the onset of fracturing, this method may also
be used in monitoring applications of (induced)
seismicity. Approaching rock failure may be

40 40

[5]
o
W
o

Axial stress (MPa)
N
o

Axial stress (MPa)
N
o

—_
o
—_
o

picked up by analysis of the wave amplitude be-
fore the seismicity/earthquake occurs, similarly
to analyzing passive microseismicity before fail-
ure. However, passive microseismic analyses
have the limitation that some of the energy of
the seismic events may be too low to be picked
up by the microseismic array due to the attenu-
ative nature of rocks. An active high-energy seis-
mic technique can be adjusted to ensure the
energy of the signal is sufficient to travel until

0 0 the recording array. It could then be used to pre-
0 0005 0'01 0015 0.02 0 0005 0'01 0.015 0.02 dict which fault structures are close to failure,
Strain (-) Strain (-) .
and measures can be taken to prevent/minimize
5000 2700 the effect of seismicity along that fault structure.
2600 Although the outcomes of our experimental
4800 . study may have potential for these monitoring
2500 - applications, further research is required to see
@ 4600 B 2400 whether the method is sensitive enough on scales
= £ and frequencies beyond the laboratory scale.
> 2400 >% 2300
2200
4200 CONCLUSION
2100
The transition from elastic to inelastic defor-
40000 0.005 001 0015 0.02 20000 0.005 0.01 0015 002 mation in fracturing experiments coincides with
Strain (-) Strain (-) a minimum in attenuation of ultrasonic waves
transmitted through the rock samples. Formation
0.14 0.14 . .
of the first microfractures after yield stress con-
012 012 ditions is thus marked by the start of the increase
' ' in attenuation. As a result, the start of attenuation
01 04 increase precedes the formation of larger frac-
T ' T ' tures and subsequent macroscopic failure. On the
gﬁ' 0.08 o” contrary, the P- and S-wave velocities during
- = 008 fracturing are in this study not sensitive enough
to be used to identify the transition from elastic to
0.06 0.06 . : ; . ;
inelastic deformation. Potentially, attenuation
analysis of ultrasonic/seismic waves can be use-
0.04 0.04 . o ..
ful in monitoring applications of, for example,
0 0005 0'0? 0015 0.02 0 0005 O-OT 0.015  0.02 the integrity/fatigue of materials, borehole integ-
Strain (-) Strain (-) rity, or near-wellbore fracturing. If attenuation

Figure 7. Axial stress-strain data, P- and S-waves velocity-strain data, and P- and S-
waves attenuation-strain data for Indiana limestone. The large black squares indicate the
transition from elastic to inelastic deformation; different gray levels indicate different

experiments.

changes due to fracturing could also be picked
up in cross-borehole settings, a similar analysis
could be used to predict when a seismic event
is imminent.
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