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The introduction of fast DNA sequencing techniques in the 1970s [1] resulted in a rapidly
growing amount of sequence data. Computational resources became essential for stor-
ing and making this data accessible [2, 3], and for biological sequence comparison [4–6]:
the field of bioinformatics emerged. Since then, bioinformatics has added a new dimen-
sion to biological research. Sequence analyses have for example resulted in prediction
methods that are used to identify specific functional regions in genomic DNA (genome
annotation), and sequence comparison methods are used to find common evolutionary
ancestors, thereby enabling the construction of phylogenetic trees. The emergence of
other high-throughput measurement techniques further expanded the scope of bioin-
formatics research. This, for example, resulted in disease prediction methods based on
gene expression profiles and provided better insight into the high-level cell organization
(systems biology). Currently, advanced modeling and prediction capabilities are mov-
ing bioinformatics into a new era in which computational methods are employed for
(re)designing biological molecules. This thesis deals with the development of sequence-
based predictors and their use to redesign biological molecules, in particular focusing
on industrial production of enzymes in biotechnology.

1.1. INDUSTRIAL PRODUCTION OF ENZYMES

Many centuries ago, humans discovered how to use microorganisms for enhancing food
and beverage products. One of the earliest examples is the use of yeast for making bread
and brewing beer in ancient Egypt, dating back to roughly 2000 BC [7]. Without many
people realizing, nowadays many industries make use of microorganisms and their bio-
logical products for creating and modifying many products we use on a daily basis. An
important biological product that is produced at industrial scale is a specific type of pro-
tein: enzymes.

Enzymes are molecules that catalyze a reaction between two or more metabolites, small
chemical compounds. They are essential for living cells because they enable reaction
rates that provide cells with sufficient nutrient concentrations. Enzymes have found
broad application in foods and beverages, animal feed, paper and pulp, textile, and
leather industries [8, 9]. More recently, a growing environmental awareness [10–12] in-
creased interest in the production of second generation biofuels, in which enzymes are
used for breaking down biomass (agriculture or municipal waste) into sugars that can
be transformed into ethanol [13, 14]; in enzymatic degradation of plastics [15, 16]; and
in the use of enzymes in detergents in order to replace chemicals and to allow for lower
washing temperatures.

Different fungi and bacteria are used for the production of industrial enzymes. The fila-
mentous fungus Aspergillus niger is one such organism that is widely used for this pur-
pose [17]. This organism usually grows on decaying vegetation, soil and plants, where
it secretes enzymes to break down biopolymers and transports the resulting products
back into the cell as food. To this end, the organism has an exceptionally high secretion
capacity, which makes it well suited for the production of industrial enzymes. A. niger is
used as host organism in this work.
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Figure 1.1: The classical secretory pathway. After transcription, mRNA translocation to the cy-
tosol and translation initiation, an N- terminal signal peptide is recognized by a signal recogni-
tion particle (SRP) when the peptide emerges from the ribosome. The SRP directs the ribosome-
nascent protein complex to the translocon in the endoplasmatic reticulum (ER) membrane,
through which the protein enters the ER. Subsequently, vesicular transportation translocates the
protein from the ER to the Golgi, and from the Golgi to the outer membrane where it is secreted. In
both compartments, the protein might be subject to an array of post-translational modifications.
The protein might also be subject to proteases at multiple locations.

In eukaryotic cells, secreted proteins are generally translocated to the cell exterior via
the so-called classical secretory pathway that leads from the nucleus through the en-
doplasmic reticulum (ER) and the Golgi apparatus to the outer membrane (Figure 1.1)
[18, Chapter 17.3]. This is a complex pathway involving many processes, including tran-
scription, translation, co-translational translocation to the ER, post-translational mod-
ifications, protein folding, transport between organelles and to the outer membrane,
and protein degradation [19–21]. Each of these processes might affect production levels,
which makes production optimization difficult.

Much research effort has been spent on improving enzyme production levels. These
works target both the production environment, e.g. fermentation conditions, and the
host organism, e.g. strain improvement [22, 23], proteolysis control [24, 25], gene dosage
[26–28], promoter selection, and codon usage [29, 30]. For homologous gene expres-
sion, this often resulted in production levels sufficient for large-scale production. With
A. niger’s extensive secretome [31–33], this provides a range of potentially interesting
targets for industrial production. The overproduction of heterologous proteins, on the
other hand, often results in low extracellular concentrations, if any. Additional strategies,
such as the use of fusion proteins, have been employed for improving this [34–37], but
success rates are much lower in this case.

The produced enzyme itself has rarely been subjected to modification, even though it
sounds likely that nature has also tinkered with the protein itself for obtaining desired
production and secretion levels. Codon optimization has been used to optimize transla-
tion for the used host organism, but this is a modification at the codon level that does not
affect the protein itself. The only found example that acts on the protein level is the mod-
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ification of N-linked glycosylation sites. This approach has successfully been employed,
but secretion levels do not always improve and the exact details on how the attached
sugars contribute to production levels are unclear. In this thesis, based on observed
sequence-based differences between proteins with low and high production levels, we
aim to improve production levels by altering a protein’s properties through sequence re-
design.

1.2. PROTEIN DESIGN

Proteins are one of the four major classes of organic macromolecules in a cell, in which
they perform a wide variety of functions. They are polymers composed of twenty differ-
ent amino acids that are chained together by peptide bonds. Each of the twenty amino
acids have the same amine (-NH2) and carboxylic acid (-COOH) groups between which
the peptide bonds are formed, and each amino acid has a unique side chain that differs
in size, polarity, and flexibility, thereby providing them with characteristic physicochem-
ical properties. Within a cell, polar water molecules, which make up about 70% of the
cell mass, cause the nonpolar parts of the peptide to pack together in order to minimize
their contact with water. Consequently, proteins fold into their so called native fold, a
state in which the protein’s Gibbs free energy is minimized. However, some proteins are
intrinsically disordered and many proteins have intrinsically disordered parts.

As described in section 1.1, enzymes have found broad application in our everyday
lives. These products often need to be optimized for enhanced functionality or for
altered characteristics in order to enable functioning in different environmental con-
ditions. Protein engineering is the field of research that aims for this goal. Put simply,
protein engineers change a protein’s amino acid sequence to change its properties to
achieve a desired goal. This provides two main challenges: exploring an enormous se-
quence/structure space and efficiently screening for the desired property.

Directed evolution is a successful protein engineering approach that mimics natural se-
lection with controlled selective pressure. Random mutagenesis is used to diversify pro-
teins after which they are screened to select those with the desired property for the next
round of diversification and selection. This is usually done for multiple rounds. Directed
evolution can be applied without any prior knowledge on the protein structure, but the
lab work involved is expensive. Also, high-throughput screening for the desired property
is not always possible.

Protein design is a method that gained popularity in the last decade [38–40]. This ap-
proach employs computational methods to select targets for site-directed mutagenesis.
Relatively few constructs need to be tested in the lab, which makes it relatively cheap.
However, predicting which substitutions result in desired property changes without af-
fecting the protein’s function remains a difficult problem. Even though directed evolu-
tion and protein design are two different approaches, they are not mutually exclusive
[41].

The computational methods employed for protein design help finding amino acid se-
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quences that ’fit’ a predefined backbone fold. They search for an amino acid sequence
with corresponding side-chain angles that have a minimal free energy for that backbone
fold. Efficient search algorithms, such as dead-end-elimination or Monte Carlo simula-
tion, are used to explore sequence/structure space. The fact that the bonds of the amino
acid side-chains take on a limited number of angles is used to constrain the search space
by using so-called rotamer libraries. A free energy function is used to optimize for fold
stability. Many different variations are available, most of which combine both physics-
based terms, such as the Lennard-Jones potential to model the attractive/repulsive force
between two neutral atoms, and statistical terms, such as rotamer probabilities. Some
methods allow for backbone flexibility to better simulate reality, others alter the energy
function to compensate for using a fixed backbone.

Such tools have successfully been employed for designing novel globular folds [42, 43],
but in most cases they are applied to alter properties of existing proteins. These types
of problems can be roughly separated into three categories based on the scale on which
they act. First, targeting the enzymatic function has a very specific focus on the active
site, usually targeting only a few residues in or near the binding pocket in order to alter
substrate binding properties [41, 44–46]. These type of designs require accurate struc-
tural knowledge and usually molecular dynamics simulations to test if substrate binding
is affected. Second, protein interface designs, which target larger surface patches in or-
der to alter binding affinity or specificity [47–49]. Finally, designs that change global
protein properties, such as solubility [50] or thermostability [51–53], which target the
entire protein or protein surface. The common issue in these design problems, includ-
ing our problem of improving production levels, is that selecting target regions is not
always straightforward. Human expertise is usually required to select specific mecha-
nisms and/or specific types of amino acid substitutions that are known be related to the
desired property change. Computational methods are then employed to search the re-
stricted search space for substitutions that fit the structure.

In chapter 5 we introduce a more data-driven approach. Instead of manually select-
ing target regions or mechanisms which we expect to be related to the desired prop-
erty change, we employ a large set of proteins for which data about the desired prop-
erty is available. These example proteins are used to guide the design and therefore no
prior knowledge about a relation between the structure features and the desired prop-
erty change is required. This provides a less biased method in which not the human
expert, but a large set of example proteins decide on what amino acid substitutions to
make. A technique called classification is the basis of this approach.

1.3. CLASSIFICATION

Classification is a supervised machine learning technique that can be used for assigning
class labels to objects based on a set of object features. Classifiers are trained using fea-
tures of many example objects with known class labels, thereby learning the differences
between objects in different classes. Afterwards, the trained classifier can be used for
predicting class labels of new objects (Figure 4.1) [54]. This technique has extensively
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Figure 1.2: An illustrative classification example for discriminating between (a) two types of fruit,
apples and pears. (b) After plotting their widths and heights on a two-dimensional grid, a line can
be drawn that separates the apples from the pears. (c) For new fruit items, this line can now be
used to predict if they are apples or pears by inspecting if their corresponding data points fall on
the apple or the pear side of the decision boundary. For the given example, the objects are fruit
items, the class labels are ’apple’ and ’pear’, and the used set of features are the width and height
of the fruit. Deriving the decision boundary based on a set of objects (the training set) is called
classifier training [54].

been used for developing practically applicable predictors and for identifying predictive
features in order to learn about class characteristics [55]. In the field of bioinformat-
ics, classifiers have for example been developed for finding gene expression signatures
in breast cancer tumors that are predictive for a short distance to metastases [56]. This
provided insight into what genes and metabolic pathways are important to the disease,
and as predictor, such classifiers could help in deciding on patient treatments.

Chapters 2 and 3 of this work describe the development of classifiers that can be used to
predict if the over-production of a given protein in A. niger will result in (relatively) high
extracellular concentrations. These classifiers were trained using the sequence prop-
erties of a set of proteins with known production-levels under the conditions of over-
expression in A. niger.

Developing protein classifiers is not new. Many such classifiers have been developed, for
example for predicting a protein’s subcellular localization [57–70], its nuclear localiza-
tion [71], if it is soluble or not [72–76], if it has a signal peptide or not [77], its structural
class [78–82], or its functional class [83–87]. The features used for characterizing pro-
teins are predominantly derived from protein sequence and annotation data. The use of
structural data is limited, due to the relatively few available protein structures. A simple
but often effective set of features is the amino acid composition. For a given protein se-
quence, these features capture the relative frequency of occurrence of each of the twenty
amino acids in this sequence. These are only twenty features that are easy to calculate,
but they do not capture any information about the sequence-order or location.
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Sequence-order can be captured using di- or tri-peptide compositions, possibly includ-
ing gaps. However, this soon results in an explosion of the number of features. For
support vector classifiers, this problem can be solved by employing the kernel trick,
thereby avoiding explicit calculation and storage of the extensive amount of features
(spectrum and mismatch kernels [88]). Other approaches capture sequence-order in a
limited number of features by calculating residue correlation factors between every two
residues at a defined distance d , which can be done for multiple distances. Features that
use this approach include pseudo-amino acid composition [89, 90], quasi sequence or-
der [91], and autocorrelation features [92–94]. Amino acids can also be clustered based
on some property [95], resulting in a reduced alphabet and thereby a smaller number
of possible di- and tri-peptides [96]. Finally, amino acid scales – mappings from each
amino acid to a value that captures some property [97, 98] – can be used to transform
amino acid sequences into property profiles. After smoothing, these can then be used
for obtaining summed peak areas as features [99]. Sequence location can be included
by splitting the sequence into n equal-sized parts, or using a fixed-length part of the 5’
and 3’ end of the protein, and calculating features for these subsequences separately.
Besides deriving features from the amino acid sequence, similar features can also be de-
rived from the protein’s open reading frame (ORF), using either the nucleotide sequence
or the codon sequence. The codon sequence in combination with the amino acid se-
quence also allows for calculating features capturing codon usage. Chapter 4 of this the-
sis describes a web-based tool that offers of the calculation and visualization of a range
of sequence-derived protein features.

Finding predictive features not only enables predicting class labels of new unlabeled ob-
jects, it might also provide insight into class differences which could help in learning
something about the underlying problem. Feature selection results can indicate what
features are predictive, however, predictive feature combinations might be missed in this
case [100]. Chapter 3 of this work describes an alternative approach in which inspection
of the trained SVM classifier is used to derive the importance of the different features
used by the classifier. This helped us to identify the most important sequence property
differences between proteins with and without high production levels. This approach,
however, is not applicable to all types of classifiers. In chapter 6 we therefore turned to
classifiers performing a little less, but allowing interpretation of sequence-based differ-
ences between neutral and disease associated human missense mutations.

Finally, chapter 5 describes how we used the trained classifier to guide the protein de-
sign for improving production levels. This novel approach basically pushes the protein
in feature space from one side of the decision boundary to the other (the side were the
proteins with high-level production are). It is of course important to recognize that clas-
sifiers identify correlations between object features and class labels, whereas a causal
relation is required for changing production levels with our protein design approach.
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1.4. CONTRIBUTIONS OF THIS THESIS

Enhancing protein production levels is relevant for industrial enzyme production and
can improve our understanding how protein sequence properties relate to their produc-
tion levels. To achieve this, this thesis provides the following contributions.

First, we developed a classifier that predicts if the production of host-own proteins (ho-
mologous expression) under the condition of over-expression in A. niger will result in
extracellular concentrations that are sufficiently high to make them interesting for in-
dustrial production. This classifier is made available online1 and can be used to rank
proteins by their probability of successful high-level production. This tool can be used
to select potential targets for industrial production in A. niger. We also developed classi-
fiers that predict successful over-production in A. niger for proteins from closely related
organisms (heterologous expression) and showed that predictions for these proteins are
much more difficult to make than for host-own proteins.

Second, we contributed by providing insight into the trained SVM classifiers. We showed
which sequence properties are most predictive for (un)successful high-level produc-
tion. Moreover, we showed that there is a similarity between the important sequence-
properties for homologous and heterologous gene over-expression. These observations
provide potential starting points for additional biological research to better understand
the mechanisms that influence production levels. We also used the same SVM inter-
pretation method to provide better insight into trained classifiers that predict if human
missense mutations are neutral or disease associated.

Third, by exploring an extensive range of existing and novel protein features, we con-
tributed by expanding the set of sequence-derived features that can be used for charac-
terizing proteins. The feature calculations and classifier training techniques that were
used for our research were made generally accessible for other research through a devel-
oped web-application2.

Finally, we contribute by developing a protein design approach for which the selection of
amino acid substitutions is, amongst other objectives and restrictions, guided by the pre-
viously trained classifiers. This approach was applied for the redesign of two enzymes,
resulting in up to 10-fold improved production levels for both enzymes.

1http://helix.ewi.tudelft.nl/hipsec
2http://helix.ewi.tudelft.nl/spice

http://helix.ewi.tudelft.nl/hipsec
http://helix.ewi.tudelft.nl/spice
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ABSTRACT

The cell-factory Aspergillus niger is widely used for industrial enzyme production. To se-
lect potential proteins for large-scale production, we developed a sequence-based classi-
fier that predicts if an over-expressed homologous protein will successfully be produced
and secreted. A dataset of 638 proteins was used to train and validate a classifier, using
a 10-fold cross-validation protocol. Using a linear discriminant classifier, an average ac-
curacy of 0.85 was achieved. Feature selection results indicate what features are mostly
defining for successful protein production, which could be an interesting lead to cou-
ple sequence characteristics to biological processes involved in protein production and
secretion.

2.1. INTRODUCTION

The filamentous fungus Aspergillus niger has a high secretion capacity, which makes it
an ideal cell-factory widely used for industrial production of enzymes [35]. Selecting
proteins for large-scale production requires testing for successful over-expression and
protein secretion. Because many proteins are of potential interest, a large amount of
lab work is needed. This can be reduced by developing a software tool to prioritize pro-
teins in advance. Such a tool might also indicate which gene or protein characteristics
influence successful over-expression and secretion.

Various sequence-based classifiers have been developed, for example, to predict protein
crystallization propensity [101], protein solubility [74], and protein subcellular localiza-
tion [68], [65]. Subcellular localization predictors have been used to predict protein
secretion [31], [102], but these methods predict if a protein is inherently extracellular,
whereas our aim is to predict successful secretion of a protein after over-expression.

In this work, we present a classifier to predict if a homologous protein will successfully
be secreted after over-expression in A. niger, using 25 sequence-based features and pro-
viding an accuracy of 0.85.

2.2. MATERIALS AND METHODS

DATA SET

The data set D contained 638 homologous proteins from A. niger CBS 513.88 [17] with
a signal sequence predicted by SignalP [103]. For each protein, the open reading frame
(ORF) and a binary score for successful over-expression was given. To obtain this bi-
nary success score, each protein was over-expressed through introduction of the pre-
dicted gene using the same strong glucoamylase promoter PGl a A . Cultures were grown
in shake-flasks and the filtered broth was put on an SDS-PAGE gel. Successful over-
expression was defined as the detection of a visible band in this gel. D contained 268
successfully detected proteins (Dpos ), and 370 unsuccessfully detected proteins (Dneg ).
The data set will be publicly available soon.
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Table 2.1: Calculated features with class separability score.

guanine (2.5) GC (1.3)

Nucleotide adenine (0.4) CAI (5.3)

compositional thymine (2.3)

cytosine (2.9)

alanine (2.3) leucine (9.0) helix {I,L,F,W,Y,V} (0.4)

arginine (13.6) lysine (9.3) turn {N,G,P,S} (8.9)

asparagine (15.0) methionine (6.3) sheet {A,E,L,M} (10.8)

aspartic acid (7.2) phenylalanine (0.1) acidic {N,D,E,Q} (7.9)

Amino acid cysteine (0.2) proline (5.4) basic {R,K,H} (15.7)

compositional glutamic acid (5.6) serine (1.6) charged {R,D,C,E,H,K,Y} (5.6)

glutamine (0.2) threonine (8.3) small {A,N,D,C,G,P,S,T,V} (9.7)

glycine (9.2) tryptophan (6.3) tiny {A,G,S} (3.5)

histidine (4.2) tyrosine (13.6)

isoleucine (0.9) valine (1.9)

Signal-based hydrophobic peaks (9.1)

features hydrophilic peaks (15.5)

Global features

GRAVY (1.8)

isoelectric point (16.2)

sequence length (5.4)

SEQUENCE-BASED FEATURES.

For each item i ∈ D , a feature vector ~di with 39 sequence-based features was constructed
(Table 2.1). Next to simple compositional features, features that relate to protein sol-
ubility and membrane binding were chosen, because it is expected that these charac-
teristics influence successful protein secretion. Features are calculated using the entire
ORF sequence and corresponding protein sequence, including the signal peptide. A two-
sample t-test with pooled variance estimation was used as class separability criterion to
evaluate the performance of each feature. Features with p-value > 0.001 (gray features in
Table 2.1) were removed, resulting in a set of 25 features used for classifier development.

For this set of features, a heat map of the hierarchical clustered (complete linkage) fea-
ture matrix is shown in Figure 2.1, in which each row is a protein in D and each column
is a feature. The two additional columns on the right depict the measured and predicted
class labels. They show that clustering of the proteins, using this feature set, already
provides a separation of Dpos and Dneg .

COMPOSITIONAL FEATURES

Given a protein sequence, its amino acid composition is defined as the number of occur-
rences of the amino acid (frequency count) divided by the sequence length, providing 20
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Figure 2.1: Heat map of clustered feature matrix. The rows are the proteins in D and the columns
are the 25 features used for classifier development. The two columns on the right depict the pre-
dicted and measured class labels respectively.
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features. The same was done for the nucleotide composition of the coding region, pro-
viding 4 features.

Additionally, we calculated the compositions of amino acid sets that share a common
property. Given a protein sequence and an amino acid set, the amino acid set composi-
tion is defined as the sum of the frequency counts of each of the specified amino acids,
divided by the sequence length. Eight sets were used: helix {I,L,F,W,Y,V}, turn {N,G,P,S},
sheet {A,E,L,M}, charged {R,D,C,E,H,K,Y}, small {A,N,D,C,G,P,S,T,V}, tiny {A,G,S}, basic
{R,K,H}, and acidic {N,D,E,Q}. One nucleotide set was used: GC.

As final compositional feature we used the codon adaptation index (CAI)[104], which
was calculated with the codon usage index of all genes in the A. niger genome.

SIGNAL-BASED FEATURES

Two features capture the occurrence of local hydropathic peaks: hydrophobic peaks and
hydrophilic peaks, both derived from a protein hydropathicity signal [105] that was con-
structed using the (normalized) hydropathicity amino acid scale of Kyte and Doolitle
[106].

An amino acid scale is defined as a mapping from each amino acid to a value. Given a
protein sequence, a hydropathicity signal was obtained by replacing each residue by its
amino acid scale value (Figure 2.2A). The signal was smoothed through convolution with
a triangular function (Figure 2.2B). To capture the extreme values of the smoothed signal,
an upper and lower threshold were set (Figure 2.2C). Hydrophobic peaks is defined as the
sum of all areas above the upper threshold divided by the sequence length, hydrophilic
peaks is defined as the sum of all areas below the lower threshold divided by the sequence
length.

The window size and edge of the triangular function (Figure 2.2B), and both thresh-
olds (Figure 2.2C) can be varied. In each CV loop of the training and validation pro-
tocol (Section 2.2), an exhaustive search was applied to optimize the features’ class sep-
arability score, using: wi ndow si ze = 3,5, . . . ,21; ed g e = 0.0,0.2, . . . ,1.0; thr eshol d =
0.5,0.54, . . . ,0.86 for hydrophobic peaks and 0.5, 0.45, . . . , 0.05 for hydrophilic peaks.

GLOBAL FEATURES

Three global features were used: the grand average of hydrophobicity (GRAVY), i.e., the
sum of all Kyte and Doolitle amino acid scale values divided by the sequence length; the
isoelectric point (pI), i.e., the predicted pH at which the net charge of the protein is zero;
and finally the sequence length, i.e., the number of residues in the protein sequence.

WOLF PSORT

To test whether using predicted localization would improve performance, WoLF PSORT
[65] was used to predict secretion of the proteins in D . Next to the amino acid com-
position and the sequence length, which we also used as features, WoLF PSORT uses
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Figure 2.2: Hydropathic peaks features. A) A raw protein hydropathicity signal obtained by re-
placing each amino acid in the sequence by its value in the normalized Kyte and Doolitle amino
acid scale. B) Triangular function used to smooth the raw signal. C) Smoothed signal obtained by
convolution of the raw signal in A with the function in B.

features based on sorting signals and functional motifs. To use the prediction as feature,
we assigned proteins with intracellular localization prediction a value of 0, and proteins
predicted to be extracellular a value of 1.

PERFORMANCE EVALUATION

We used five measures to evaluate classification performance. Four of these are based on
the confusion matrix. This matrix contains the number of true positives (T P ), false pos-
itives (F P ), true negatives (T N ), and false negatives (F N ). Let the set of positives be P =
T P +F N , the set of negatives N = T N +F P , the set of predicted positives P ′ = T P +F P ,
and the set of predicted negatives N ′ = T N +F N . The confusion matrix-based measures
are; accur ac y = (T P +T N )/(P +N ), sensi t i vi t y = T P/P , speci f i ci t y = T N /N , and
Matthews correlation coefficient score MCC = (T P ×T N −F P ×F N )/

p
P ×N ×P ′×N ′.

The MCC-score [107] is suited in case of different class sizes, which applies in our case.
The score ranges from 0 for random assignment, to 1 for perfect prediction.

The aforementioned scores take into account only one operating point on the receiver
operating characteristic (ROC) curve. As a fifth measure, we took the area under the ROC
curve (AUC), thereby taking into account a range of operating points. Because the goal
is to reduce the amount of lab work, we are mainly interested in low false positive rates,
i.e., the left region of the ROC-curve. Therefore, we used the AUC over the range of 0 –
0.3 false positive rate (ROC0.3) as main performance measure.

TRAINING AND VALIDATION PROTOCOL

To avoid overestimation of classification performance, a double 10-fold CV protocol was
used, based on the protocol in [108]. We used 10-fold CV feature selection with classifier
performance as selection criterion, in which the expected error ((F P/P +F N /N )/2) was
used as performance measure.

The protocol is shown in Figure 2.3. The dataset D is split into ten equal-sized random
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Figure 2.3: Training and validation protocol.

stratified sets. In each outer loop, one of the sets is used as test set, and the remaining
nine as the training set (1). An exhaustive search is done to optimize the parameters of
the hydropathic peaks features for maximal class separability, and 10-fold CV feature se-
lection (inner loop) is applied on the training set to select an optimal feature set (2). As
feature selection methods, we used both forward and backward feature selection. The
optimal feature set is used to train a classifier on the entire training set (3). The result-
ing classifier is applied to the test set that was not employed for training, resulting in a
performance score (4). Finally, the performance scores of the 10 CV loops are averaged,
resulting in an average performance score.

The training and validation protocol was implemented in Matlab, using the PRTools pat-
tern recognition toolbox [109].

CLASSIFIERS

We tested 8 classifiers: linear and quadratic normal density-based Bayes classifiers (ldc,
qdc); nearest mean classifier (nmc); k-nearest neighbor classifier, both with k = 1 and
with k optimized by leave-one-out CV (1nnc, knnc), naive Bayes classifier (naivebc),
Fisher’s least square linear classifier (fisherc), and a radial basis support vector machine
(svm, γ= 1/number of features). We used libsvm [110] for the support vector machine.

2.3. RESULTS

The classifier performance scores are given in Table 2.2. We compared the ROC0.3 scores
of the different methods using a paired t-test (p < 0.05) on the results of the 10 CV loops.
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Table 2.2: Classifier performance scores.

classifier ROC0.3 sensitivity specificity MCC accuracy

ldc
f1 0.232 ±0.03 0.877 ±0.08 0.819 ±0.06 0.691 ±0.08 0.843 ±0.04

b2 0.236 ±0.03 0.873 ±0.08 0.830 ±0.05 0.700 ±0.07 0.848 ±0.03

svm
f 0.228 ±0.03 0.847 ±0.08 0.857 ±0.02 0.701 ±0.07 0.853 ±0.03

b 0.232 ±0.02 0.843 ±0.08 0.854 ±0.04 0.695 ±0.09 0.850 ±0.04

fisherc
f 0.234 ±0.03 0.873 ±0.08 0.819 ±0.06 0.688 ±0.08 0.842 ±0.04

b 0.235 ±0.02 0.881 ±0.09 0.822 ±0.05 0.698 ±0.07 0.846 ±0.03

naivebc
f 0.224 ±0.03 0.854 ±0.08 0.800 ±0.05 0.649 ±0.09 0.823 ±0.04

b 0.230 ±0.03 0.888 ±0.08 0.803 ±0.03 0.684 ±0.07 0.839 ±0.03

qdc
f 0.221 ±0.03 0.877 ±0.06 0.803 ±0.04 0.674 ±0.06 0.834 ±0.03

b 0.227 ±0.03 0.884 ±0.05 0.805 ±0.04 0.682 ±0.08 0.838 ±0.04

nmc
f 0.227 ±0.03 0.910 ±0.07 0.773 ±0.04 0.678 ±0.06 0.831 ±0.02

b 0.224 ±0.02 0.899 ±0.07 0.773 ±0.04 0.666 ±0.05 0.826 ±0.02

knnc
f 0.218 ±0.03 0.858 ±0.09 0.770 ±0.06 0.624 ±0.10 0.807 ±0.05

b 0.214 ±0.02 0.862 ±0.06 0.778 ±0.06 0.635 ±0.05 0.813 ±0.03

1nnc
f 0.195 ±0.04 0.798 ±0.09 0.781 ±0.09 0.578 ±0.15 0.788 ±0.07

b 0.190 ±0.03 0.809 ±0.09 0.749 ±0.08 0.557 ±0.10 0.774 ±0.05

1 forward feature selection, 2 backward feature selection

This showed that the nearest neighbor classifiers perform significantly worse than all
other methods, except for qdc with forward feature selection. The best performance was
obtained with ldc and backward feature selection.

Figure 2.4 shows the ROC0.3 scores of ldcs trained on each of the 25 single features, on
all 25 features, and on features obtained by backward feature selection. The classifiers
are ordered by score. A paired t-test (p < 0.001) on the 10 CV loops showed that all
single-feature classifiers are significantly outperformed by both multi-feature classifiers.
Although using all features provides a higher average score than using backward feature
selection, the paired t-test (p < 0.05) indicates that the difference is not significant.

Applying WoLF PSORT on our dataset provided a sensitivity of 0.96 and a specificity of
0.49. It appears that WoLF PSORT is too optimistic, providing a large amount of FPs. This
could be explained by the difference in the problems we address; WoLF PSORT predicts
extracellular proteins, whereas our method also includes successful protein production
and secretion. This means that extracellular proteins in D , which are positives for WoLF
PSORT, can be part of Dneg because of unsuccessful protein production. We used the
localization prediction as additional feature. Using ldc with backward feature selection,
no significant improvement was observed, probably because the feature contains redun-
dant data.
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Figure 2.4: Single-feature and multi-feature classification scores.

OPERATING POINT EXAMPLE

Figure 2.5A shows the ROC of the ldc with backward feature selection. One could use
this classifier to screen a set of proteins for potential over-expression candidates. For
example, if we have a set S of 100 proteins that we want to screen, containing 42 positives
(Spos ) and 58 negatives (Sneg ) (i.e., the same fraction of positives and negatives as D),
and if we use γ as operating point, a true positive rate of 0.8 will be obtained. In this
case, the classifier will predict 34 true positives and 6 false positives, which means that
only 40 lab experiments are needed to identify 34 positives. Without the classifier, to
identify 34 positives, both the false and the true positive rate will be 0.8 (operating point
γ′). In this case, 80 lab experiments will be needed to identify 34 positives, which means
that the classifier could reduce the amount of lab work by a factor two (Figure 2.5B).

FEATURE OPTIMIZATION

Figure 2.6 shows the optimal parameter settings for the hydrophilic and hydrophobic
peaks feature as obtained in one of the CV loops. For both features, the same optimum
was observed in each CV loop.

Interestingly, when using the optimal parameter settings, the raw signal of the hy-
drophilic peaks is not smoothed. With wi ndow si ze = 3 and ed g e = 0.0, the value
at a specific location in the sequence is simply the amino acid scale value of the amino
acid at that specific location. Therefore, the feature is actually the same as the GRAVY
feature, but using an amino acid scale in which all values greater than the threshold are
set to zero, and all other values are set to the threshold minus the value. In this case,
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Figure 2.5: ROC-curve. A) Average ROC curve of the ten CV loops (ldc, backward feature selection).
The light gray curves are the ROC curves of the separate CV loops. The diagonal line illustrates the
random selection ROC curve. B) Numeric example that shows the amount of lab work that could
be saved for different operating points.

arginine is set to 0.1, lysine to 0.33, and the rest of the amino acids is set to zero. From
another perspective, this feature can be seen as an amino acid set composition for the
set {arginine, lysine} in which the arginine has a higher weight.

It is questionable if the resulting feature is still related to the proteins hydrophilic char-
acter. Since both arginine and lysine are also basic amino acids, it could just as well be
related to the proteins basic character. Furthermore, because of the small window size,
the feature does not take into account sequence order. However, it could be hypoth-
esized that hydrophilic amino acids will mainly contribute to the proteins hydrophilic
character when they have a relatively high occurrence within a larger region.

FEATURE CORRELATION

Figure 2.7 shows a heat map of the hierarchical clustered (complete linkage) feature cor-
relation matrix. The cluster at the top left shows relatively high correlations, which can
be explained by the fact that the features contain redundant data: arginine is part of
both basic and charged, basic is a subset of charged, the isoelectric point is derived from
a proteins charge and therefore correlated with charged, and hydrophilic peaks takes into
account the amino acids arginine and lysine, that are both in basic and charged. There is
also a high correlation between small, turn, and tiny. This can also be explained by data
redundancy: both turn and tiny are a subset of small.
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Figure 2.6: Parameter optimization of hydropathic peaks features. A) Class separability scores
for the hydrophilic peaks feature plotted against different parameter settings. B) The same as in A,
but for the hydrophobic peaks feature. Both plots show the result for one edge value, different edge
values provided similar plots. Both plots were obtained in one of the CV loops, the same optimum
was found in all CV loops.

FEATURE SELECTION

Using ldc with forward feature selection, the feature selection results of the 10 CV loops
showed that: asparagine was always part of the top-3 selected features (7 times selected
first), either hydrophilic peaks or basic was part of the top-3 selected features 9 times
(6 times selected second), hydrophobic peaks was part of the top-4 selected features 9
times (7 times selected third), and tyrosine was part of the top-4 selected features 6 times
(5 times selected fourth).

The high correlation between hydrophilic peaks and basic (Figure 2.7), together with the
fact that both have a high class separability score (Table 2.1), explains their mutual ex-
clusive selection. In Figure 2.4, the colors above the feature names depict what features
are in the same correlation cluster and the arrows indicate what features are most often
in the top-4 selected features. It shows that these features are in different correlation
clusters, and are the best performing ones of their cluster. Therefore, feature selection
seems to select individual features that best represent an underlying cluster of related
features.

2.4. DISCUSSION

To be useful for large-scale production, a protein should be produced and secreted with
high yield. We report a sequence-based approach to classify proteins into successful or
unsuccessful production, which was trained and validated on a set of 638 proteins. We
used 10-fold CV for feature selection and classifier training to avoid biased performance
results. Since we are mostly interested in the operating points of the first 30 percent of
the ROC-curve, we used the AUC of this region as the main performance measure.
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Figure 2.7: Heat map of clustered feature correlation matrix.

We calculated 39 features and used the 25 with highest class separability score for clas-
sification. We showed that both a classifier that uses all features and a classifier trained
with feature selection, outperform classifiers trained on single features. The classifiers
trained with feature selection did not significantly outperform the classifier trained on
all 25 features, indicating that all features contribute to the result.

Furthermore, the feature selection results showed that asparagine, the set {arginine, ly-
sine}, and tyrosine, as well as the hydrophobic peaks feature, were most defining in case
of the linear discriminant classifier. To get more insight into protein secretion, it would
be interesting to link the biological significance of these features to protein secretion
mechanisms. For example, the asparagine composition could be related to N-linked gly-
cosylation, a process that in many cases is important for protein folding and stability
[111].
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ABSTRACT

Protein sequence features are explored in relation to the production of over-expressed
extracellular proteins by fungi. Knowledge on features influencing protein production
and secretion could be employed to improve enzyme production levels in industrial bio-
processes via protein engineering. A large set, over 600 homologous and nearly 2,000
heterologous fungal genes, were overexpressed in Aspergillus niger using a standardized
expression cassette and scored for high versus no production. Subsequently, sequence-
based machine learning techniques were applied for identifying relevant DNA and pro-
tein sequence features. The amino-acid composition of the protein sequence was found
to be most predictive and interpretation revealed that, for both homologous and heterol-
ogous gene expression, the same features are important: tyrosine and asparagine com-
position was found to have a positive correlation with high-level production, whereas
for unsuccessful production, contributions were found for methionine and lysine com-
position. The predictor is available online at http://bioinformatics.tudelft.nl/
hipsec. Subsequent work aims at validating these findings by protein engineering as a
method for increasing expression levels per gene copy.

3.1. INTRODUCTION

In industrial enzyme production, high-level protein production and secretion are key
requirements. The commercial market value was estimated to be nearly US$ 5 billion
in 2009; roughly half of production is accounted for by filamentous fungi [36]. Inter-
est in industrial enzymes is still growing, driven by the increased demand for sustain-
able production processes and the need to move from a fossil fuel-based to a bio-based
economy. This calls for the exploration of novel enzymes, as well as predictable methods
for high-yield production processes. The filamentous fungi Aspergillus niger, Aspergillus
oryzae and Hypocrea jecorina are the major fungal workhorses in industrial enzyme pro-
duction, due to their efficiency in producing polysaccharide-degrading enzymes (par-
ticularly amylases, pectinases, lipases and xylanases) in high amounts. The genome se-
quence of the enzyme producing A. niger strain CBS513.88 was published in 2007 [17]
and compared with a related citric-acid producing strain ATCC1015 in 2011 [112].

Although rational genetic engineering strategies have been developed [34, 35, 37], in-
cluding codon optimization, strong promoters etc., protein overexpression is still often
an art. Heterologous expression in particular is less successful, often hampered by low
production levels [20]. Although protein overexpression, including the secretion process
and quality control mechanisms such as UPR-ERAD, has been studied widely [19, 21,
113–115], no generic solution to improve heterologous overexpression is yet available.
More successful is the use of fusion proteins, at the cost of reduced overall yield due to
the production of the fusion partner. We propose another strategy: to re-engineer pro-
teins to better match the cell’s production and secretion machinery. In this paper, we
take a first step in this direction.

Our aim is to identify protein characteristics that correlate with the production level of
secreted proteins in a library of A. niger strains. Ideally, data on protein structure, fold-

http://bioinformatics.tudelft.nl/hipsec
http://bioinformatics.tudelft.nl/hipsec
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ing and even post-translational modification and processing, both intracellular and ex-
tracellular, should be exploited to enhance our understanding of the cellular processing
of successful and unsuccessful candidates. Such data is however limited and expensive
to obtain, unattainable for large sets of non-commercial proteins. On the other hand,
some of this information is also captured in the protein sequence as such, which there-
fore should be informative. Using a large and diverse library of protein sequences should
allow focus on generic aspects, ignoring protein-specific aspects.

We constructed a unique library of over 2,600 strains to overexpress a selected protein se-
quence. After transformation using overexpression cassettes, productivity of each strain
was screened by shake-flask growth and analysis of the protein composition of the su-
pernatant on gel. Protein production was scored positive when, compared to the mother
strain, an additional band on SDS-PAGE gel was observed in the expected molecular
weight range; otherwise it was scored negative. Characteristics found to distinguish be-
tween proteins in the positive and negative classes may point to sequence features that
could be adapted in optimization schemes to further “streamline” proteins that already
show good expression, in analogy to what has been achieved with codon optimization,
where gene sequences are adapted to match the translational machinery [30].

Statistically significant associations between sequence features and positive and neg-
ative class membership can be obtained relatively easy. However, such analyses are
typically univariate, considering only individual features. In contrast, machine learn-
ing algorithms can combine large numbers of features and by that achieve more optimal
prediction performance. Recently, different machine learning techniques have been ap-
plied on sequence data to predict protein localization [59, 68, 116] or protein solubility
[74]. A disadvantage of machine learning approaches is that they often result in “black
boxes”, not easily providing insight into the properties that are defining for the predic-
tion. With few exceptions [117, 118], sequence-based predictors are rarely interpreted.

We developed a sequence-based predictor for extracellular protein production by A. niger,
with the explicit goal of interpreting which combinations of features are most predictive.
We consider a large number of potentially interesting features and develop predictors
for both homologous and heterologous gene expression. Sequence data was found to
be predictive for both, although less accurate prediction results were obtained for the
heterologous data set. Interestingly, interpretation of the underlying model parameters
show that for both data sets similar properties are predictive for extracellular protein
production. The trained classifier algorithms are made available in a freely accessible
online tool (http://bioinformatics.tudelft.nl/hipsec).

3.2. METHODS

EXPERIMENTAL SETUP

Proteins were experimentally tested for high-level production in A. niger. Binary success
scores were obtained by SDS-PAGE of (at least) triplicate shake-flask samples with strains
over-expressing the introduced gene as described below. A positive success score was

http://bioinformatics.tudelft.nl/hipsec
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given when a clear visible band was present, negative otherwise.

Strain - The strain used in this work is a recombinant strain derived from DS03043, a pro-
genitor of CBS 513.88, in which the g l aA loci (i.e., the promoter and coding sequences)
were deleted, creating the so-called ∆g l aA loci. From this strain, a strain was derived
with a strongly reduced production of abundantly secreted proteins by inactivation of
the major protease pepA and a number of alpha-amylases [119]. This protease- and
amylase-reduced strain was used as host strain for over-expression of proteins.

Molecular biology techniques - In order to obtain targeted integration and expression
of any desired gene in the above-mentioned host strain, a standard expression unit was
used, where the gene of interest was inserted between the host-own glucoamylase pro-
moter (original 2kb 5’ g l aA sequence) and glucoamylase terminator elements (original
2kb 3’ g l aA sequence) in a proprietary Escherichia coli vector. The expression unit, a lin-
ear piece of DNA, was targeted via single-crossover to the ∆g l aA locus using the homol-
ogy in the 2kb 3′- and direct downstream 2kb 3′′-g l aA regions with the identical 2kb-left
and 2kb-right flanks of the expression cassette, as described in [119]. All gene sequences
were cloned in the E. coli vector exactly from start ATG until stop codon.

Shake flask fermentations - A. niger strain spores were pre-cultured in 20 ml CSL pre-
culture medium (100 ml flask, baffle). After growth for 18−24 hours at 34◦ C and 170 rpm,
10 ml of this culture was transferred to Fermentation Medium (FM). Fermentation in FM
was performed in 500ml flasks with baffle with 100 ml fermentation broth at 34◦ C and
170 rpm for the number of days indicated. The CSL medium consisted of (in amount
per liter): 100 g Corn Steep Solids (Roquette), 1 g NaH2PO4 ·H20, 0.5 g MgSO4 ·7H2O,
10 g glucose ·H2O and 0.25 g Basildon (antifoam). The ingredients were dissolved in
demi-water and the pH was adjusted to pH 5.8 with NaOH or H2SO4; 100 ml flasks with
baffle and foam ball were filled with 20 ml fermentation medium and sterilized for 20
min. at 120◦ C. The fermentation medium (FM) consisted of (in amount per liter): 150
g maltose ·H2O, 60 g Soytone (peptone), 1 g NaH2PO4 ·H2O, 15 g MgSO4 ·7H2O, 0.08 g
Tween 80, 0.02 g Basildon (antifoam), 20 g MES, 1 g L-arginine. The ingredients were
dissolved in demi-water and the pH was adjusted to pH 6.2 with NaOH or H2SO4; 500
ml flasks with baffle and foam ball were filled with 100 ml fermentation medium and
sterilized for 20 min. at 120◦ C.

SDS-PAGE electrophoresis - Sample pre-treatment: 30 µl sample was added to 35µl wa-
ter and 25µl NuPAGETM LDS sample buffer (4×, Invitrogen) and 10µl NuPAGETM Sam-
ple Reducing agent (10×, Invitrogen). Samples were heated for ten minutes at 70◦ C in a
thermo mixer. SDS-PAGE was performed in duplicate according to the supplier’s instruc-
tions (Invitrogen: 4−12% Bis-Tris gel, MES SDS running buffer, 35 min. runtime). One
of the two gels was used for blotting, 10µl of the sample solutions and 1µl marker M12
(Invitrogen) were applied on the gels (NuPAGETM BisTris, Invitrogen). The gels were run
at 200 V, using the XCELL Surelock, with 600 ml 20 times diluted MES-SDS buffer in the
outer buffer chamber and 200 ml 20 times diluted MES-SDS buffer, containing 0.5 ml of
antioxidant (NuPAGETM Invitrogen) in the inner buffer chamber. After running, the gels
were fixed for one hour with 50% methanol / 7% acetic acid (50 ml), rinsed twice with
demineralised water and stained with Sypro Ruby (50 ml, Invitrogen) overnight. Images
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were made using the Typhoon 9200 (610 BP 30, Green (532 nm), PMT 600 V, 100 micron)
after washing the gel for ten minutes with demineralised water. Typical detection limit
for the fermentation samples using the described method is around 50 mg/l.

DATA

Two protein data sets were tested for high-level production, one for homologous gene
expression (Supplementary Table S1) and one for heterologous gene expression. Pro-
teins in the heterologous data set originated from 14 different fungal donor organisms
(Supplementary Table S2–S3). All proteins have a signal peptide (length > 10 amino
acids) as predicted by SignalP 3.0 [120], and a total sequence length longer than 100
amino acids. Proteins containing the most common ER retention signal (C-terminal
[HK]DEL) and proteins predicted to be transmembrane by both TMHMM [121] and Pho-
bius [122] were filtered out of the data set.

To avoid biasing subsequent analyses, sequence redundancy was reduced using BLAST-
CLUST [123]. Two sequences were considered redundant when the aligned sequences
shared > 40% identity over a length of minimal 90% for at least one of the sequences.
From the obtained protein clusters, we selected a representative protein, with the short-
est average distance to all other proteins in the cluster, and removed the remainder. If a
cluster contained proteins with both positive and negative labels, one positive and one
negative protein was selected. This resulted in data sets hom and het containing 345
proteins (178 positives, 167 negatives) and 991 proteins (163 positives, 828 negatives),
respectively.

To train a classifier on hom en test it on het , a data set hethom was constructed that
contains the het data set without proteins that share > 40% identity with any protein in
hom. This data set contained 906 (128 positives, 778 negatives) proteins.

PROTEIN REPRESENTATIONS

Figure 3.1 shows the ten different sequences that were used to represent a protein: r0)
the ORF codon sequence, using a 64 letter codon alphabet; r1) the N-terminal signal
peptide sequence; r2) the mature protein sequence (excluding the signal peptide); r3)
the predicted solvent accessibility sequence, using B for buried and E for exposed; r4) the
parts of the mature protein sequence predicted to be buried, and r5) to be exposed, both
using the 20 letter amino acid alphabet; r6) the predicted secondary structure sequence,
using H for α-helix, E for β-strand, and C for random coil; r7) the parts of the mature
protein sequence predicted to be in a helix structure; r8) in a strand structure; and r9) in
a random coil region, all three using the 20 letter amino acid alphabet.

We used randomized versions of the different structural sequences: r ′
4) randomized

buried sequence, r ′
5) randomized exposed sequence, r ′

7) randomized helix sequence, r ′
8)

randomized strand sequence, and r ′
9) randomized coil sequence, to test whether their

actual amino acid content or just their length is predictive. For example, if for a given
protein 50 residues are predicted to be in a helix structure, i.e. the helix sequence has
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Figure 3.1: Different sequence-based protein representations. The different shades of gray de-
note predicted buried (B) and exposed (E) regions in case of the the solvent accessibility, and pre-
dicted helix (H), strand (E), and random coil (C) region in case of the secondary structure.

length 50, a randomized helix sequence is constructed by selecting 50 residues from the
entire protein sequence at random.

STRUCTURAL PREDICTIONS

SignalP 3.0 [120] was used to predict N-terminal signal peptide presence and signal pep-
tide cleavage site. From the neural network output, we used the default D-value thresh-
old (0.43) to decide if a protein contains a signal peptide and used the predicted signal
peptide cleavage site to split a protein sequence into a signal peptide part and a mature
protein sequence part (Figure 3.1A). NetSurfP 1.0 [124] was used to predict structural
location (either buried or exposed) of each amino acid in a mature protein sequence
(Figure 3.1B). PsiPred 3.21 [125] was used to predict secondary structure of the mature
protein sequence, using UniRef90 as a database (Figure 3.1C).
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CLASSIFICATION

A linear support vector machine (LIBSVM [110]) was used for classification [126], in
which the prediction y is a weighted combination of kernels K (si , z) between the train-
ing objects i and a test object z:

y = ∑
si∈S

αi yiΦ(si )Φ(sz ) = ∑
si∈S

αi yi K (si , sz ) (3.1)

For each object (protein) i , αi is the weight assigned to the object as obtained from the
trained classifier (0 < αi ≤ 1 if the object is a support vector, αi = 0 otherwise), yi the
class label (−1 or 1), si the sequence of protein i, and Φ(si ) a mapping from sequence to
feature space. The SVM is trained by optimizing a quadratic programming problem:

max
~α

∑
si∈S

αi − 1

2

∑
si∈S

∑
s j ∈S

yi y jαiα j K (si , s j ) s.t. 0 ≤αi ≤C ∀i and
∑

si∈S
αi yi = 0 (3.2)

The parameter C , controlling the trade-off between training error and classifier com-
plexity, was optimized using a simple grid search over 1.0×10−6,1.0×10−5, . . . ,1.0×106.
Classifier performance on a data set was estimated by running a double 10-fold cross-
validation (CV) loop, in which C was optimized in an inner CV-loop on the training set.
As performance measure we used the area under the receiver-operator characteristic
curve (AUROC) [127]. Classifier performance is defined as the average AUROC over the
CV-loops. When separate training and test sets are used, a classifier was trained on the
first data set, optimizing C in a 10-fold CV-loop, and tested on the second data set, again
using the AUROC as performance measure.

In the cross-validation error estimation procedure, a predictor is repeatedly trained on
90% of the data set and tested on the remaining 10% of the data set. If features derived
from a training set that are important for discriminating between the positive and neg-
ative class also yield good performance on the test set, then these features apparently
allow good generalization. In this sense, a good CV performance can be interpreted as
an in silico validation of the features found.

CLASSIFIER INTERPRETATION AND COMPARISON

For a given set of sequences S, the feature weight vector w from a trained SVM classifier
was obtained using:

w = ∑
si∈S

αi yiΦ(si ). (3.3)

Classifiers were compared by taking the correlation between w of both trained classifiers.



3

34 3. RELATING PROTEIN SEQUENCE CHARACTERISTICS TO THEIR PRODUCTION LEVELS

A high correlation indicates a high similarity between the classifiers, both assigning sim-
ilar weights to the same features.

FEATURE SETS

We derived distinct sets of sequence-based features, f0– f22, which will be described be-
low. A visualization of feature matrices f0, f1, f2, and f12 for hom and het are given in
Supplementary Figures S1–S8. Features f1– f14 were used in an inner product kernel
(K (~x,~y) =~xT~y); for features f15– f22 we used a spectrum kernel (see below).

COMPOSITION-BASED FEATURES:

f0 – f9) The composition of sequences r0 – r9 (Figure 3.1). For a sequence s on alphabet
A, the composition c is defined as:

c(s) = count(l , s)

|s| ∀l ∈ A, (3.4)

in which count(l , s) is a function that counts the number of occurrences of letter l in
sequence s, and |s| is the length of the sequence. The size of the feature vector c de-
pends on the size of alphabet A, e.g. the composition of the codon sequence r0 results
in a feature vector of length 64 and the composition of the protein sequence r2 results
in a feature vector of length 20. This means that f0 and f2 consist of 64 and 20 features
respectively. f ′

4, f ′
5, f ′

7, f ′
8 and f ′

9 are the compositional features of the randomized se-
quences r ′

4, r ′
5, r ′

7, r ′
8 and r ′

9

f10) Predefined amino acid cluster composition of r2 using the 11 predefined clusters in
Table 3.1. The clusters are based on those defined in [128].1 For a sequence s and clusters
G , the cluster composition vector cc is defined as:

cc(s,G) =

∑
l∈g

count(l , s)

|s| ∀g ∈G . (3.5)

f11) Optimized amino acid cluster composition of the protein sequence (r2) using clus-
ters that are optimized for our data set using the method described in the next section
(Amino acid clustering).

1In this clustering it sometimes occurs that an amino acid is both inside and outside a cluster, based on its
state; e.g. a free cysteine is in the polar cluster, while a cysteine that forms a disulfide bridge is outside the
polar cluster. Without structural data, amino acid states are unknown. We therefore removed an amino acid
from the cluster if it also resides somewhere outside that cluster, i.e. cysteine is not considered to be part of
the polar cluster.
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Table 3.1: Predefined amino acid clusters.

cluster amino acids

small V, C, A, G, T, P, S, D, N

polar uncharged S, W, N, Q, T, Y

aromatic F, Y, W, H

acidic D, E

charged H, K, R, E, D

basic K, R, H

hydrophobic I, L, V, M, F, Y, W, H, C, A, T, K

tiny A, G, S

nonpolar A, V, L, I, M, G, F, P

aliphatic I, L, V

polar Y, W, H, K, R, D, E, T, S, N, Q

SEQUENCE-DERIVED FEATURES:

f12) Using r0, codon usage was calculated for the 59 codons that non-uniquely encode
for an amino acid. Codon usage is defined as the codon count divided by the amino acid
count of the amino acid it encodes for.

f13) Four other sequence-derived features: the signal peptide length, the protein se-
quence length, the codon adaptation index [104] that was calculated using a codon us-
age index derived from all A. niger genes, and the isoelectric point. The last two values
were calculated using the codon sequence (r0) and the protein sequence (r2) respec-
tively, both using the Biopython software package [129].

SELECTED FEATURES:

f14) A two-sample t-test (python SciPy package [130]), was applied to a set of 124 fea-
tures, combining the features from feature sets f0, f1, f2, f3, f6, f10, and f13. Features
with a p-value < 1.0× 10−4 were selected for forward feature selection, 36 and 33 fea-
tures for hom and het respectively (Supplementary Table S4).

In a 10-fold cross-validation loop, forward feature selection was applied on the training
set. Features were added one by one, based on their prediction performance as deter-
mined using a second inner 10-fold CV-loop, until prediction performance starts to drop.
To reduce calculation time, parameter C was not optimized but based on observations
fixed to 1.0×103 and 1.0×10−6 for hom and het , respectively. The selected features per
CV-loop for both hom and het are given in Supplementary Table S5.
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PATTERN-BASED FEATURES:

f15, f16, . . . , f22) We employed spectrum kernels [88], which define similarities be-
tween sequences based on fixed-length subsequence (k-mer) counts, as implemented
by Shogun [131] to search for predictive patterns. We calculated k = 2,3,4,5 spectrum
kernels using r2 ( f15, . . . , f18) and r1 ( f19, . . . , f22).

AMINO ACID CLUSTERING

We developed a method that forms amino acid clusters using our data sets, thereby con-
structing new features optimized for our data. A cluster is defined as a set of one or more
amino acids. For the resulting clusters, each amino acid can be in one cluster only, not
every amino acid needs to be in a cluster.

The method starts with selecting the best performing amino acid, i.e. the amino acid
that, when used as the only feature, provides the best classification performance, the
same as in forward feature selection. For example, if the fraction of lysine in a protein
provides the best separation between the positive and negative class, this amino acid
will start the first cluster. In the next iteration, for the remaining 19 amino acids, classifi-
cation performance is tested for two cases: 1) with the amino acid added as new cluster
and 2) with the amino acid added to the existing cluster. In case of the example, when
adding alanine, classification performance is tested both using the fraction of lysine and
the fraction of alanine as two separate features, and using the sum of the fractions of
lysine and alanine as a single feature. The case that provides the best classification per-
formance is selected. In the next iteration, with 18 amino acids remaining, the same
procedure is applied. This iteration cycle is proceeded until there are no more amino
acids left. Finally, the overall best performing clusters are the output of the method.
Consequently, it might happen that some amino acids will not be selected at all.

This procedure is implemented in a 10-fold CV-loop, obtaining the best performing clus-
ters on the training set and using them as cluster composition features on the test set.
The selection protocol is applied in an inner CV-loop to avoid biases towards the training
data. The obtained clusters per CV-loop are given in Supplementary Table S6.

STATISTICAL PATTERN DISCOVERY

The statistical motif finding approach MEME [132] was used to find patterns (described
as position-dependent letter-probability matrix) that occur once in every sequence
(oops mode) of a data set. Discriminative motif discovery was performed using the
successful secreted proteins as input with the unsuccessful secreted proteins as nega-
tive sequences and vice versa. This was done for both hom and het . The minimal and
maximal motif lengths were set to 2 and 15 respectively.
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3.3. RESULTS

SEQUENCE DATA IS PREDICTIVE FOR HIGH-LEVEL PROTEIN PRODUCTION

To test if the sequence data is informative, we used it to predict successful high-level pro-
tein production. Classifiers were built using an extensive set of sequence-based features.
Performance results (AUROC) of 10-fold CV experiments on both hom and het are shown
in Table 3.2, 0.5 indicating random prediction and 1.0 perfect prediction. Best classifica-
tion performances of 0.85 and 0.75 AUROC respectively (boldface in Table 3.2) show that
sequence data is predictive. As additional support, classifier outcome for the A. niger
proteome (Supplementary Figure S11) shows an expected result, predicting successful
high-level production for only a fraction of the proteome.

Considering the composition-based features, similar results were observed for the codon
sequence ( f0) and the protein sequence ( f2), which is expected because of the relation
between the two sequences. For hom, high performance using protein sequences is
in line with results of our previous work [99]. Similarly, results of other previous work,
regarding only protein localization and not production rate, reported different amino
acid compositions for intra- and extracellular proteins [133, 134]. Although the codon
sequence shows a slightly higher score for hom, it does not significantly outperform the
protein sequence (p = 0.14 for a paired t-test on the test scores of the 10 CV-loops).

The predictive power of the amino acid composition of the signal peptide ( f1) proves
to be limited, clearly outperformed by both the codon and protein sequence. More ad-
vanced methods, taking into account letter/pattern location [135, 136], did not improve
prediction results (results not shown).

SIMILAR CHARACTERISTICS ARE IMPORTANT FOR BOTH DATA SETS

Figure 3.2 shows the ROC-curves of the composition-based classifiers discussed thus far.
Figure 3.2A and Figure 3.2B show the average result of a 10-fold CV-loop on hom and het
respectively. Figure 3.2C shows the result of a classifier trained on hom and tested on
het . Remarkably, this shows similar results as the classifiers trained on het , suggesting
that the homologous classifier generalizes well to predict high-level production for het .
In fact, the classifiers trained on het performed even slightly worse. This might be due
to the fact that this data set is too heterogeneous, originating from 14 different species,
which makes it harder to build a generic classifier and may have caused over-fitting in
the CV-loops.

The good generalization of the hom classifier on the het data set suggests that classifiers
trained on hom and het are similar, i.e. perform their predictions based on the same se-
quence characteristics. The correlation of 0.65 in Figure 5.3 shows that this is indeed the
case. The figure shows the contribution of each amino acid as obtained from the hom
and het classifier, both trained using the protein amino acid composition ( f2). Positive
values indicate contribution to successful high-level production and negative values in-
dicate contribution to unsuccessful high-level production.
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Table 3.2: Prediction performance scores (AUROC)

features hom → hom het → het

Composition-based features

f0 0.85 0.70 ORF codon composition

f1 0.66 0.51 signal peptide AA composition

f2 0.83 0.70 mature protein AA composition

f3 0.68 0.51 buried-exposed composition

f4 ( f ′4) 0.80 (0.80) 0.65 (0.64) buried AA composition

f5 ( f ′5) 0.82 (0.78) 0.64 (0.65) exposed AA composition

f6 0.62 0.57 helix-strand-coil composition

f7 ( f ′7) 0.68 (0.70) 0.60 (0.57) helix AA composition

f8 ( f ′8) 0.70 (0.72) 0.61 (0.57) strand AA composition

f9 ( f ′9) 0.80 (0.80) 0.65 (0.65) coil AA composition

f10 0.80 0.63 AA clusters composition

f11 0.83 0.67 optimized AA clusters comp.

Sequence-derived features

f12 0.64 0.54 codon usage

Selected features

f14 0.84 0.75 feature selection

Pattern-based features

f15 0.82 0.63 2-mer counts protein

f16 0.77 0.61 3-mer counts protein

f17 0.68 0.60 4-mer counts protein

f18 0.57 0.47 5-mer counts protein

f19 0.63 0.54 2-mer counts signal peptide

f20 0.59 0.52 3-mer counts signal peptide

f21 0.54 0.51 4-mer counts signal peptide

f22 0.56 0.50 5-mer counts signal peptide
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Figure 3.2: Classification performances. ROC-curves of composition-based classifiers using the
codon sequence ( f0), the signal peptide sequence ( f1), and the protein sequence ( f2). Perfor-
mances are shown for classifiers A) trained and tested on hom, B) trained and tested on het , and
C) trained on hom and tested on het .

For both hom and het , a remarkable positive and negative contribution of respectively
tyrosine (Y) and methionine (M) is apparent. For hom, also asparagine (N) and lysine
(K) show an outstanding positive and negative contribution respectively. Considering
amino acid properties, it is observed that the basic and the sulfur-containing amino
acids have a negative contribution whereas the (uncharged) aromatic amino acids have
a positive contribution.

Besides comparing the amino acid contributions of the hom and het classifier, we also
compared them to amino acid synthesis costs as defined in [137]. With the exception of
the aromatic amino acids, a negative correlation is shown between the hom contribu-
tions and the amino acid costs (Supplementary Figures S9–S10), suggesting a preference
for "cheap" amino acids for high-level secretion.

BASIC AND AROMATIC AMINO ACIDS ARE PREDICTIVE

From a structural and functional perspective, it is often more useful to look at the physic-
ochemical properties of an amino acid, rather than looking at the 20 amino acids as
different entities. Therefore, based on physicochemical properties [128], we defined 11
predefined amino acid clusters (Table 3.1), and used these as features ( f10). In this case,
a correlation of 0.71 was observed between the hom and het classifier (Figure 5.3B). The
aromatic amino acids have a high contribution to high-level production, which, looking
back at Figure 5.3A, is similar to the amino acid contributions, except for the positively
charged histidine (H). A negative contribution is observed for the basic amino acids, also
consistent with the observations in Figure 5.3A.

Since it is unclear which amino acid clusters are suitable for what problem, we developed
a novel method that uses the data set to construct clusters. The best performing clusters
( f11) obtained in ten CV-loops are jointly shown as a heat map in Figure 3.4. The non-
diagonal values show the number of times that two amino acids were found in the same
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Figure 3.3: Comparing hom and het classifiers. Amino acid contributions obtained from hom
and het trained classifiers are the x- and y-values respectively, the correlation is denoted by r .
Contributions are normalized per classifier (axis): each contribution is divided by the maximum
absolute contribution. The plots show the contributions obtained from classifiers trained using
A) the protein amino acid composition ( f2) and B) the predefined amino acid cluster composition
( f10).

cluster. The diagonal values show how often an amino acid was found in any cluster.

The diagonal values correspond to the results observed in Figure 5.3A: highly contribut-
ing amino acids were often found in a cluster. For het , noteworthy exceptions are pheny-
lalanine (F) and glycine (G), both of which always ended up in a cluster despite their low
contribution.

The non-diagonal values also match the results in Figure 5.3A. As can be observed,
amino acids with a positive contribution (green letters) and amino acids with a nega-
tive contribution (red letters) often form clusters, whereas amino acids with contradict-
ing contributions rarely do. The occurrence of only few light cells show that not many
amino acids consistently form the same cluster. Only clusters with phenylalanine (F),
glycine (G), aspartic acid (D), and glutamine (Q) occur relatively often in both data sets,
but those do not share an obvious physicochemical property. Despite the high contri-
butions observed for the aromatic amino acids in Figure 5.3B, clustering of these amino
acids occurred only a few times.

STRUCTURAL SUBSEQUENCES HAVE LIMITED INFORMATION

The secondary structure composition ( f6) shows to be little predictive, with an AUROC

of 0.62 and 0.57 for hom and het respectively. Results using the amino acid composi-
tion of the helix ( f7), strand ( f8), and coil sequence ( f9) suggest that the coil sequence
is more informative than the helix and strand sequence, however, a similar result was
obtained using a randomized version of the sequence ( f ′

9, score between brackets in Ta-
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Figure 3.4: Best performing amino acid clusters. The heat maps show the combined result of the
best performing clusters obtained in 10 CV-loops for both hom (A) and het (B). The values on the
diagonals denote how often an amino acid ended up in a cluster (due to selecting the optimal clus-
ters, amino acids might not be selected at all). The colors on the non-diagonal places denote how
often two amino acids ended up in the same cluster. Complete linkage hierarchical clustering was
used to cluster the heat map, using the euclidean distance as distance measure. The color of the
amino acid letters indicates if the amino acid has a positive (green) or negative (red) contribution
in Figure 5.3A.

ble 3.2). This indicates that the coil sequence, although it provides higher classification
performance, is not more informative than the helix and strand sequence. The better
performance can be explained by the length of the sequence, proteins are on average
composed of 60% coil, 20% helix, and 20% strand.

Considering the solvent accessibility, the distribution of buried and exposed amino acids
( f3) is only predictive for hom (AUROC 0.68). The buried amino acids showed a positive
contribution to high-level production (data not shown). Results using the amino acid
composition of the buried ( f4) and exposed sequence ( f5), separately, are similar to the
randomized buried ( f ′

4) and randomized exposed sequence ( f ′
5), indicating that neither

of the two sequences is more informative than a randomly selected sequence of the same
length.

BEST PERFORMANCE WITH ONLY FEW FEATURES

Thus far, all discussed classifiers were trained on a relatively small set of related features.
Combining all features results in a large feature set which complicates both classification
and interpretation. To resolve this, we used a forward feature selection protocol similar
to the one used in previous work [99].

A classification performance of 0.84 AUROC was obtained for hom ( f14 in Table 3.2), sim-
ilar to the results obtained using the protein’s amino acid or codon composition. In-
terpretation of the selected features shows a similar trend compared to the amino acid
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Figure 3.5: Feature selection - For the first three feature selection iterations (x-axis), the bar plot
shows how often features were selected in the 10 CV-loops for both hom (A) and het (B). Features
with a different shade of the same color are correlated (r > 0.65). The letters between brackets in
the legend are amino acids that denote either which amino acids are in the cluster, e.g. the basic
cluster contains amino acids R, K, and, H, or for which amino acid a codon encodes, e.g. codon
TAC encodes for Y.

contributions observed in Figure 5.3A. As shown in Figure 3.5A, the first three selected
features were almost always lysine (K), tyrosine (Y), and asparagine (N), or, as shown by
a different shade of the same color, a correlated feature (r > 0.65).

For het , feature selection resulted in the best obtained prediction performance of 0.75
AUROC ( f14). A relatively low number of features, on average six, were selected each CV-
loop, most of which were codons. Remarkably, the codon TAC (Y) was consistently se-
lected first (Figure 3.5B). Methionine (M and ATG) and the codons AAC (N) and TTC (F)
were most often selected second and third.

The fact that codons are selected before amino acids suggests the importance of codon
usage. However, taking codon usage as features provided an AUROC of only 0.54 ( f12).
This could be due to the heterogeneous codon usage of the different organisms in het .
With an AUROC of 0.64, codon usage in hom appeared to be a little predictive.
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A ROLE FOR N-GLYCOSYLATION MOTIFS

Functional patterns, often called (short) linear motifs [138] (SLiMs), have been associ-
ated with protein targeting. The most well-known example is the C-terminal [HK]DEL
motif that causes ER retention. Also a case with a secretion specific signal has been iden-
tified [139].

All proteins in our data sets contain a signal peptide, proteins with an ER-retention signal
and proteins with predicted transmembrane regions are filtered out. Still, successful
high-level production was observed for only half of the proteins in hom. Unsuccessful
high-level production could for example be caused by a low production rate or a high
degradation rate, resulting in a too low concentration to detect on the gel (i.e.< 50mg /l ).
An alternative explanation could be the existence of additional retention or targeting
signals. The statistical motif finding approach MEME [132] was used to search for such
signals.

For hom, the pattern N [G I ]T , which matches the N-glycosylation pattern N [∧P ][ST ],
was found for successful high-level production. Instead of retention or targeting, this
indicates importance of this post-translational modification. No other patterns related
to either successful or unsuccessful high-level production were found, indicating the
absence of additional generic targeting or retention signals.

SLiMs related to post-translational modifications can occur more than once in a se-
quence. Therefore we also searched for reoccurring patterns by building classifiers using
fixed length pattern (k-mer) counts as features. Using the signal peptide and the protein
sequence, results for k = 2 to k = 5 are shown in Table 3.2 ( f15 – f22). In general, classifica-
tion performances rapidly drop with increasing pattern length, caused by an explosion
of the number of possible k-mers that results in sparse kernels [126] which are difficult
to use for classification. Again, the N-glycosylation pattern was identified. Inspection
of the 3-mer classifier trained on hom showed that six out of the seven 3-mers with the
most positive contribution match the N-glycosylation pattern.

The N-glycosylation pattern is much more abundant in hom than in het , with on aver-
age 3.37 N-glycosylation patterns per protein for hom compared to an average of 1.42
per protein for het . A clear difference is observed between the positive and negative
proteins in hom, containing an average of 4.71 and 1.95 patterns respectively. Although
much smaller, with an average of 1.72 and 1.36 patterns for the positive and negative
class, respectively, het shows a difference as well, suggesting that the addition of N-
glycosylation sites might be useful to improve heterologous secretion [140].

3.4. DISCUSSION

Using machine learning techniques, we explored which combinations of a large num-
ber of features best helps predicting successful high-level protein production in A. niger.
The results show that composition-based features were most predictive, but that the ex-
act representation – by codons, amino acids or amino acid clusters – has little influence.
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Taking into account predicted structural location of the amino acids did not further im-
prove prediction results. Although all proteins have a signal peptide and the signal pep-
tide is usually cleaved off in the ER [141], its sequence is still somewhat predictive. This
suggests a role for the signal peptide in determining translocation efficiency, possibly
due to a higher affinity to the SRP.

Classifiers trained on hom and het showed similar amino acid contributions, indicat-
ing that the properties found important for high-level production are generic in nature.
The fact that poorer prediction performance was still obtained for het suggests that
organism-specific properties may be important for high-level production. However, the
heterogeneous nature of the het data and the resulting limited number of samples per
donor organism hinder the identification of such properties using machine learning.

Feature selection on a larger set of features, including some derived from the sequence,
confirmed that mainly composition-based features were selected in the first iterations.
In fact, mainly codons and only a few amino acid features were selected for het . In the
first three iterations, only codons were selected, implying room for production improve-
ment by codon adaptation of heterologous proteins.

Among the composition-based features, a number of individual amino acids stood out
as strongly contributing, either positively or negatively, to predicted high-level produc-
tion:

Tyrosine (Y), tryptophan (W) and phenylalanine (F) contribute positively. These aro-
matic amino acids are usually found in the protein core; their ability to form stacks can
contribute to protein stability. A correlation between protein stability and secretion ef-
ficiency has been observed [142–144]. Moreover, improving secretion by increasing the
protein stability is shown to be a successful strategy [145, 146]. It is hypothesized that
proteins with a high stability more frequently escape from the ER quality control system,
since they will more often be in the correctly folded state, which in general is the only
state to leave the ER [143, 147].

Asparagine (N) has a high positive contribution for hom. Since motif analysis showed
the N-glycosylation pattern to be both predictive and abundant in hom the contribution
of asparagine could be related to this post-translational process in which a specific set
of enzymes catalyzes the formation of N-linked glycans. Details are still unknown, but
N-linked glycans are known to play an import role in protein folding and quality control
[148]. Although N-linked glycosylation is not a prerequisite for secretion [149], there
is ample evidence that introduction or modification of glycosylation sites can lead to
improved secretion [140, 150, 151].

Methionine (M) shows a strong negative contribution. The fact that it is a sulfur-containing
amino acid, and that the other sulfur-containing amino acid, cysteine (C) also has a
negative contribution, suggests a negative influence of sulfur-containing amino acids.
Another explanation could be that methionine is encoded by the start codon ATG, which
could slow down translation due to ribosome reinitiation on alternative start sites [152].

Lysine (K) also has a strongly negative contribution, as do the other basic amino acids
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arginine (R) and histidine (H) for hom. The positive charge, usually exposed at the pro-
tein surface, could facilitate binding to the negatively charged cell membrane, thereby
preventing the protein to be filtered out, or could be related to protein thermostability
due to charge-charge interactions on the protein surface [153].

In conclusion, we have exploited a large experimental dataset on production of proteins
in A. niger, using both homologous and heterologous gene expression and employed
machine learning algorithms to find combinations of features optimally predictive of
presence or absence of high-level production. These features were all derived directly or
indirectly from the protein sequences, and could be useful to improve industrial produc-
tion rates of existing targets and to explore possibilities for new products. In future work,
we intend to verify a number of the hypotheses provided here by engineering proteins to
better reflect the features found to be related to high production rates.

3.5. SUPPORTING INFORMATION

Supplementary figures and tables are accessible online2.

2 http://www.plosone.org/article/info:doi/10.1371/journal.pone.0045869#s5

http://www.plosone.org/article/info:doi/10.1371/journal.pone.0045869#s5
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ABSTRACT

Amino acid sequences and features extracted from such sequences have been used to
predict many protein properties, such as subcellular localization or solubility, using clas-
sifier algorithms. Although software tools are available for both feature extraction and
classifier construction, their application is not straightforward, requiring users to install
various packages and to convert data into different formats. This lack of easily accessible
software hampers quick, explorative use of sequence-based classification techniques by
biologists.

We have developed the web-based software tool SPiCE for exploring sequence-based
features of proteins in predefined classes. It offers data upload/download, sequence-
based feature calculation, data visualization and protein classifier construction and test-
ing in a single integrated, interactive environment. To illustrate its use, two example
datasets are included showing the identification of differences in amino acid composi-
tion between proteins yielding low and high production levels in fungi and low and high
expression levels in yeast, respectively.

SPiCE is an easy-to-use online tool for extracting and exploring sequence-based features
of sets of proteins, allowing non-experts to apply advanced classification techniques.
The tool is available at http://helix.ewi.tudelft.nl/spice.

4.1. BACKGROUND

The sequence of a protein contains valuable information about its characteristics. Var-
ious sequence-based prediction methods exploit this to classify proteins according to
specific properties, such as localization [154], function [155], or solubility [72]. This has
resulted in relevant and frequently used bioinformatics tools [64] that are offered by a
growing number of easily accessible websites and webservices 1,2,3.

Sequence-based protein classifiers assign class labels to proteins based on a set of fea-
tures, real numbers that capture some sequence property. This process entails three
distinct steps. First, feature extraction is required to map protein sequences to points
in a feature space (Figure 4.1A). Next, a classifier is constructed to optimally separate
protein classes in this feature space (training, Figure 4.1B), using a set of proteins with
known class labels. Finally, the trained classifier can be applied to predict class labels for
new proteins (testing, Figure 4.1C). Additionally, features and feature distributions can
be visualized to explore differences between protein classes by eye.

Software tools are available for each of these three steps. Feature extraction is avail-
able as software package [156] and through web services [95, 157–159] and an extensive
range of classification software has been developed [131, 160], some of which include
feature visualization [161]. However, combined application requires installing different

1EBI bioinformatics services: http://www.ebi.ac.uk/services
2CBS Prediction Servers: http://www.cbs.dtu.dk/services
3PredictProtein: http://ppopen.informatik.tu-muenchen.de

http://helix.ewi.tudelft.nl/spice


4.1. BACKGROUND

4

49

FASTA

sequence length

al
an

in
e 

fr
eq

u
en

ti
e 

o
f 

o
cc

u
ra

n
cetraining sequences

> protein1

MSSVSPIQIPSRLPLLTH...

> protein2

MPDSNFAERSNRRSTEED...

...

> protein 24

MLNPKVAYMVWMTCLGLT...

> protein 25

MHWAHKPTAIADENGVEA...

...

sequence length

al
an

in
e 

fr
eq

u
en

ti
e 

o
f 

o
cc

u
ra

n
ce

class 1
class 2

FASTA

test sequence

> test_protein

MSSVSPIQIPSRLPLLTH...

...

class 
1class 

2

tr
ai

n
in

g
te

st
in

g

2D-feature space

fe
at

u
re

 e
xt

ra
ct

io
n

protein 24

protein 1

2D-feature space

B

C

A

decis
ion boundary

decis
ion boundary

classifier

Figure 4.1: Protein classification. A) Feature extraction maps protein sequences to feature space.
In this case, calculation of the sequence length (x-axis) and the relative frequency of occurrence of
alanines (y-axis) map each protein sequence to a point in two-dimensional feature space. B) Clas-
sifier training using proteins with known class labels: class 1 (orange) and class 2 (green). After
mapping to feature space, a classifier is trained to obtain a decision boundary (dashed line) that
optimally separates the classes. C) Predicting class labels of new proteins using the trained classi-
fier. After mapping to feature space, the point in feature space determines what label is assigned
to the protein. Label class 1 will be assigned to the example protein, because of its location on the
class 1 side of the decision boundary.

software packages and programming efforts to convert data according to the require-
ments of each tool. For the construction of specialized high-performance classifiers, the
overhead of deploying such a pipeline may be acceptable or even required, because this
usually involves extensive exploration of many combinations of (customized) features,
types of classifiers, and parameter settings. However, it precludes easy access to these
methods for non-expert users.

We set out to offer basic protein classification functionality in a single environment to
allow for quick and easy exploration of user-defined protein classes, without the need
for any programming, data conversion or software installation. To this end we introduce
SPiCE, a web-based tool for Sequence-based Protein Classification and Exploration.
SPiCE makes powerful data exploration techniques accessible to non-experts; addition-
ally, expert bioinformaticians can exploit the back-end software to perform customized
and/or computationally expensive tasks on a local computer.
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Table 4.1: Offered classifiers with corresponding parameter ranges

Classifier Parameter optimization grid

SVM (linear kernel) C = 10−3,10−2, . . . ,103

SVM (RBF kernel) C = 10−1,100,101

α= 10−1,100,101

k-neighbors (unif.1) k = 1,2, . . . ,5,10,20, . . . ,50,100

k-neighbors (dist.2) k = 1,2, . . . ,5,10,20, . . . ,50,100

Nearest centroid r = 1,2, . . . ,10

LDA3 classifier -

QDA4 classifier -

Gaussian Naive Bayes -

Decision Tree default scikit-learn parameters

Random Forest default scikit-learn parameters

1uniform resp. 2distance-based neighbor weights
3linear discriminant resp. 4quadratic discriminant analysis

4.2. IMPLEMENTATION

Before describing the SPiCE functionality, some classification concepts and the offered
sequence-based features will be introduced in the following two sections.

CLASSIFICATION

Classifiers are algorithms that assign discrete class labels to objects. These objects are
typically represented as vectors of features, real numbers that reflect a property thought
to be potentially different for proteins in the different classes. Protein sequences should
therefore first be mapped onto such feature vectors, a process called feature extraction
(Figure 4.1A). This should ideally result in a small number of discriminative features. In
SPiCE, feature vectors are always normalized to zero mean and unit standard deviation.

Given a training set of proteins with known labels, a classifier can then be trained, i.e. its
parameters can be tuned to yield optimal performance (Figure 4.1B). For problems with
two classes A and B , performance is often estimated based on a receiver-operator char-
acteristic (ROC) curve. Such a curve represents all possible trade-offs between classifi-
cations of proteins in class A as being in class B and vice versa. If class A corresponds to
“positive” and class B to “negative”, the ROC curve is traditionally drawn as false positive
rate vs. true positive rate and the area under the ROC curve (AUC) is used as a measure
of classifier performance, with 1 indicating perfect classification and 0.5 random classi-
fication. Once trained, the trained classifier can be used to predict the class label for any
new protein, a process called testing (Figure 4.1C).

To avoid overtraining, i.e. setting the parameters such that the training set is classified
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Table 4.2: Sequence-based feature categories

Feature category Parameters Number of features

Composition features

AA composition∗ number of segments 20× number of segments

Dipeptide composition number of segments 400× number of segments

Terminal end amino acid count N- or C-terminal end, length 20

SS composition∗ number of segments 3× number of segments

Per SS class AA composition∗ - 3×20

SA composition∗ number of segments 2× number of segments

per SA class AA composition∗ - 2×20

Codon composition - 64

Codon usage - 64

Protein length - 1

Property profile-based features

Signal average AA scale(s), window, edge 1 per AA scale

Signal peaks area AA scale(s), window, edge, threshold 2 per AA scale

Autocorrelation type, AA scale(s), distance 1 per AA scale

Pseudo AA composition (type 1)∗ AA scale(s), λ 20+λ

Pseudo AA composition (type 2)∗ AA scale(s), λ 20+λ

Amino acid distance-based features

Property CTD∗ property 21

Quasi-sequence-order AA distance matrix, λ 20+λ

∗AA: amino acid, SS: secondary structure, SA: solvent accessibility, CTD: composition, transition, distribution

well but test samples will be classified poorly, a stratified cross-validation scheme is
used. This entails splitting the training set in k parts reflecting the original class dis-
tributions (where the “fold” k is a parameter) and iteratively training classifiers on k −1
parts and estimating its performance on the remaining part. The average performance
is then an estimate of the performance to be expected on new, unseen data.

A large number of classification algorithms are available, differing in complexity and of-
ten applicable to specific problems. SPiCE implements the most well-known classifier
types (see Table 4.1). In case the classifier has parameters, they are optimized in an inner
k-fold cross-validation loop [108] using the parameter ranges in Table 4.1 as search grid,
optimizing for the AUC.

For a more in depth discussion of classification and feature extraction, the reader is re-
ferred to relevant reviews [55, 162] or textbooks [163, 164]. Below, an overview of the
specific features SPiCE extracts from protein sequences is given.
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Figure 4.2: Overview of the four main functionalities. A) Sequence-based feature extraction,
mapping each protein in a FASTA file to a list of feature values (a row in the feature matrix). The up-
loaded protein labels will be used for classifier construction. B) Visual inspection of the calculated
feature data, in this example showing (part of) the feature matrix in the form of a clustered heat
map with in each row the feature values of one protein and the corresponding protein labels in the
rightmost column. C) Classifier construction using the calculated feature matrix and the provided
labels (train data). A k-fold cross-validation protocol is used to assess classification performance.
D) The trained classifier can be used to predict class labels for a set of new proteins (test data).

SEQUENCE-BASED FEATURES

Table 4.2 lists the feature categories that can be calculated; these categories are briefly
discussed below. More details can be found on the SPiCE documentation page 4.

COMPOSITION FEATURES

These features calculate letter counts divided by sequence length for a number of se-
quence types: amino acid, codon, secondary structure, and solvent accessibility. The
’number of segments’ parameter subdivides sequences into equal length parts and re-
turns the composition of each segment separately. For the amino acid sequence, there
is also the option to calculate the dipeptide composition, i.e. amino acid pair counts di-
vided by sequence length−1, and the amino acid counts for a given length of the N- or
C-terminal end of the protein sequence. For the codon sequence, the codon usage can

4http://helix.ewi.tudelft.nl/spice/doc

http://helix.ewi.tudelft.nl/spice/doc
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Figure 4.3: SPiCE screenshot.

be calculated.

PROPERTY PROFILE-BASED FEATURES

Amino acid scales map each amino acid to a value that captures a physicochemical or
biochemical property, such as hydropathicity or size. These scales are used to obtain
a property profile for a protein sequence by mapping all of its residues to the corre-
sponding values. The profiles are in turn used for calculating property profile-based
features. The AAIndex data base [97] contains a large collection of scales that can be se-
lected for feature calculation. Because the data base contains many correlated scales, a
set of 19 uncorrelated scales derived from the entire AAIndex database [98] can also be
selected. Amino acid scales are normalized (zero mean, unit standard deviation) before
using them for feature calculation.

Signal average features capture, based on the selected amino acid scale used for gener-
ating a property profile, the average property over the entire protein sequence by calcu-
lating the average profile value.

Signal peaks area features use the property profiles to capture occurrences of property
peaks by calculating the sum of all areas under a protein profile above and below a given
threshold. A window and edge parameter define the width and edge weights of a triangu-
lar filter with which the profile is convoluted to smooth it before calculating the features
[165].
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Autocorrelation features employ the property profiles to calculate property correlations
between two residues at a given distance over the entire protein sequence. As in PRO-
FEAT, three different types are implemented: normalized Moreau-Broto [92], Moran [93],
and Geary [94].

Pseudo-amino acid composition features calculate the amino composition with ad-
ditional features that include sequence-order information up to a given distance λ.
Sequence-order information is incorporated by calculating residue correlation factors
between two residues at a given distance over the entire protein sequence, for distances
1,2, ...,λ. The correlation factors are based on one or multiple user-defined amino acid
scales as offered by the PseAAC web server [158]. Both the parallel-correlation type
(type 1), as introduced in [89] for predicting protein cellular attributes, and the series-
correlation type (type 2), as introduced in [90] for predicting enzyme subfamilies, are
offered by SPiCE.

AMINO ACID DISTANCE-BASED FEATURES

These feature categories use amino acid distances for feature calculation, either by using
a amino acid distance matrix or by using predefined amino acid clusters.

Property composition, transition, distribution (CTD) features were previously used to
predict protein folding classes [96]. Our implementation is based on PROFEAT [159]. The
twenty amino acids are subdivided into three groups; A, B, and C, based on a given prop-
erty. Protein sequences are then mapped to the reduced three-letter alphabet (ABC),
which are used to calculate i) the property composition, letter counts divided by se-
quence length, ii) property transitions, the number of AB and BA transitions divided
by the sequence length - 1 (likewise for AC and BC), and iii) the property distribution,
relative protein sequence positions of the first occurrence, the 1st, 2nd, and 3rd quantile,
and the last occurrence of each property letter. The used properties – hydrophobicity,
normalized Van der Waals volume, polarity, polarizibility, charge, secondary structures
and solvent accessibility – and corresponding amino acid subdivisions are the same as
in PROFEAT.

Quasi-sequence-order descriptors have been used to predict protein subcellular local-
ization [91]. They are comparable to the pseudo amino acid composition, but the
Schneider-Wrede amino acid distance matrix [166] is used for calculating correlation
factors instead of amino acid scales.

FUNCTIONALITY

SPiCE has four main functionalities, as illustrated in Figure 5.4. First, users can upload a
FASTA file with protein sequences for which a range of sequence based features can be
calculated (Figure 5.4A). The resulting feature matrix (Figure 5.4B) can then be visually
explored using histograms, scatter plots, and heat maps. Classifiers can be trained for
a set of user-defined class labels (Figure 5.4C) and the resulting classifier can finally be
used to predict class labels of new protein sequences (Figure 5.4D).
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Figure 4.4: Scatter plot showing class separation for the A. niger secretion project using the amino
acid composition features with the lowest (negative) and highest t-value, arginine and asparagine
respectively.

To access these functions, the SPiCE web-based user interface offers four areas: home,
projects, features, and classification, accessible through the main tabs. The web applica-
tion can be freely explored without registration. A user account bar – situated directly
underneath the main tabs (Figure 4.3) – enables users to login to their account or to
create a new account, providing them with a secure personal work space in which their
projects will be stored.

Home contains general information and news items. Additional documentation and tu-
torials can be accessed through the documentation link in the header menu at the top of
the page (Figure 4.3).

Projects are initiated by uploading a FASTA file with either protein (amino acid) or ORF
(nucleotide) sequences. After initiation, one or more labeling files can be uploaded in
which each protein is assigned a label, for example its subcellular localization. Users can
also upload (predicted) secondary structure and solvent accessibility sequences, which
enables the calculation of additional features.

Features can be calculated for all proteins in the project. A list of available sequence-
based features is given in Table 4.2. Additionally, users can upload their own calculated
features. The resulting feature matrix can be explored using different visualizations.
Feature-value distributions and class separation can be explored using histograms (e.g.
like in Figure 4.3) and scatter plots. Another way of exploring predictive features is to vi-
sually inspect the feature matrix using a hierarchically clustered heat map (Figure 5.4B),
in which the protein labels are added as an extra column (not used for clustering).

Classification offers the ability to train classifiers using the proteins in the current project.
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Figure 4.5: Hierarchically clustered feature matrix of the A. niger secretion project with the
amino acid composition features as columns and the proteins as rows. The corresponding class
labels, gray for ’low’ and white for ’high’, are shown in the column on the right.

Users can select: i) the type of classifier to use, ii) the classes to train for, iii) the features
to use for training, and iv) the number of cross-validation loops k. A (double) k-fold
cross-validation protocol is used to assess classifier performance and to optimize clas-
sifier parameters if required. After training, a table with performance measures is re-
ported, together with a receiver operating characteristic (ROC) curve in case of two-class
classification. The final classifier is trained on the entire train set using the optimized
parameter settings. Trained classifiers can be applied to predict class labels of new pro-
teins by selecting any of the user’s projects, in which case class labels will be predicted
for each protein in that project.
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Figure 4.6: Table with t-statistics of the yeast expression-level project. The table shows the t-
statistics for the amino acid composition features and is ordered by t-value. High absolute t-values
indicate a difference in class means of the two (assumed normal distributed) class distributions.

SOFTWARE FRAMEWORK

The website is developed in Python 2.7.3 5, using the minimalist python web framework
CherryPy 3.2.0 6. The back-end uses the Python package spice for feature calculation and
classification. Within this package, the featext module manages feature extraction using
a dataset module to manage protein sequence data and a featmat module to manage the
labeled feature matrix. The classification module offers a set of classification tasks, which
basically is a layer on top of the machine learning software scikit-learn 0.14.1 [160]. Fea-
ture extraction and classification tasks are put in a job queue which is handled by a sep-
arate compute server.

4.3. RESULTS AND DISCUSSION

To validate the system, we reproduced results of previous work in which a data set was
employed to construct classifiers predicting successful high-level production of extra-
cellular proteins in Aspergillus niger [167]. The used data set consists of 345 secretory
proteins that were over-expressed in A. niger and tested for detectable extracellular con-

5www.python.org
6www.cherrypy.org

www.python.org
www.cherrypy.org


4

58 4. SPICE: SEQUENCE-BASED PROTEIN CLASSIFICATION AND EXPLORATION

Figure 4.7: Histograms of the yeast protein expression-level project. Histograms are shown for
the two amino acid composition features with largest positive and negative t-values (Figure 4.6),
alanine and serine respectively, showing different means of the class distributions.

centrations by putting the obtained extracellular medium on a gel after growing the cul-
ture in shake flask. A label ’high’ was assigned to proteins for which a band on the gel
was observed and a label ’low’ to the others, resulting in 167 high-level and 178 low-level
proteins. This labeled protein set can be loaded as an example project in SPiCE.

The amino acid composition was calculated and used for the construction of a linear
support vector machine (10-fold double-loop cross-validation), providing results that
are in agreement with the results described earlier [167]. Similar to the observations in
that work, the t-statistics reveal strong predictive capacity for the tyrosine, asparagine,
arginine, and lysine features (Figure S1), which can also be observed in the histograms
(Figure S2). The scatter plot in Figure 4.4 shows the obtained class separation by us-
ing the two features with the lowest (negative) and highest t-value respectively. For the
hierarchically clustered feature matrix in Figure 4.5, clustering of proteins (rows) with
the same label indicate that these features are useful for classification. Classifier con-
struction resulted in a cross-validation performance of 0.837 area under the ROC curve
(Figure S4), again similar to results obtained in [167].

Additionally, we used a yeast protein expression data set to illustrate the ease with which
one can explore differences between user-defined protein classes. For this data set, yeast
proteins were split into low-level and high-level expressed based on data found in [168],
in which Saccharomyces cerevisiae open reading frames were tagged with a high-affinity
epitopes and expressed from their natural chromosomal location after which protein
abundances were measured during log-phase growth by immunodetection of the tag. As
a pre-processing step, to avoid a bias for sets with highly similar proteins, BLASTCLUST
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Figure 4.8: Receiver operator characteristic (ROC) curve showing performance of a classifier
trained for the yeast expression-level project. The ROC curve shows the performance of a lin-
ear support vector machine classifier that was trained using the codon composition as features.
Results for the 10 cross-validations are shown in gray, the average performance is shown in blue.

[123] was used to reduce sequence redundancy. After that the list of proteins was or-
dered by expression level. The top and bottom 1000 proteins were labeled ’high’ and
’low’ respectively. This data is also available as an example project.

Using the t-statistics table in Figure 4.6, quick exploration of the amino acid compo-
sition reveals a preference for alanine, valine, and glycine in the high-expression class,
whereas low-expression proteins contain relatively many asparagines and serines. The
alanine and serine histograms in Figure 4.7, the features with minimal and maximal t-
value respectively, indeed show shifted means of the class distributions. A classification
performance, again using a linear support vector machine and 10-fold cross-validation,
of 0.794 area under the ROC-curve (Figure S8) showed good predictive capability of the
amino acid composition. The predictive capability using the codon composition proved
even better, resulting in a performance of 0.856 area under the ROC-curve (Figure 4.8).

For further exploration of the system, two additional example projects can be initiated.
One entails protein subcellular localization in human, a data set of 2580 proteins catego-
rized into 14 different subcellular locations as taken from [169]. The other is a solubility
data set obtained from [74], consisting of 17.408 yeast proteins that are split into two
equal sized classes: soluble and insoluble.
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4.4. CONCLUSION

SPiCE provides easy access to visualization and classification methods for a set of labeled
protein sequences. After uploading a FASTA file with protein sequences and a label file
with protein labels, the website can be used to calculate sequence-based features, to
visualize the resulting feature matrix, and to train and test classifiers for predicting class
labels, enabling quick exploration of sets of labeled proteins. The back-end software is
made available for expert users to perform customized and computationally demanding
tasks on a local computer.

4.5. SUPPORTING INFORMATION

Project name SPiCE

URL http://helix.ewi.tudelft.nl/spice

Source code python package https://github.com/basvandenberg/spice

Source code web site https://github.com/basvandenberg/spiceweb

Web browsers Chrome, Firefox, Opera, Safari

Operating system Platform independent

Programming language Python 2.7

License GNU GPL v3

Additional file 1: Showing the use of SPiCE by means of two example projects.7

7 http://www.biomedcentral.com/content/supplementary/1471-2105-15-93-s1.pdf

http://helix.ewi.tudelft.nl/spice
https://github.com/basvandenberg/spice
https://github.com/basvandenberg/spiceweb
http://www.biomedcentral.com/content/supplementary/1471-2105-15-93-s1.pdf
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ABSTRACT

Protein redesign methods aim to improve a desired property by carefully selecting mu-
tations in relevant regions guided by protein structure. However, often protein struc-
tural requirements underlying biological characteristics are not well understood. Here
we introduce a methodology that learns relevant mutations from a set of proteins that
have the desired property and demonstrate it by successfully improving production lev-
els of two enzymes by Aspergillus niger, a relevant host organism for industrial enzyme
production. We validated our method on two enzymes, an esterase and an inulinase,
creating four redesigns with 5-45 mutations. Up to 10-fold increase in production was
obtained with preserved enzyme activity for small numbers of mutations, whereas pro-
duction levels and activities dropped for too aggressive redesigns. Our results demon-
strate the feasibility of protein redesign-by-learning. Such an approach has great poten-
tial for improving production levels of many industrial enzymes and could potentially
be employed for other design goals.

5.1. INTRODUCTION

Proteins are engineered to enhance structural characteristics or to confer new interac-
tions or catalytic functions, with industrial applications in the manufacturing of phar-
maceuticals, the processing of food, the composition of detergents, the production of
bioplastics and biofuels, and in the bioremediation of waste streams [170]. For the pro-
duction of industrial enzymes, redesign becomes more and more adopted as an essential
tool for attaining economically relevant rates and yields in setting up production pro-
cesses of high-value proteins [8, 9]. Next to optimization of transcription and transla-
tion, e.g. by applying strong and inducible promoters and codon optimization, proteins
are redesigned to optimize signal sequences, add N- and C-terminal (solubility) tags,
create fusion proteins or co-express with foldases [36]. More recently, there is a growing
interest in applying protein redesign for changing properties of the enzyme itself, e.g. to
enhance catalytic activity, (thermo)stability, or solubility. In this work, we used a novel
protein redesign-by-learning strategy to enhance enzyme production levels.

Over the last decades, protein engineering has moved from the use of directed evolution
where large libraries are screened, to rational protein (re)design using computational
methods [38, 171, 172]. Proteins have been computationally redesigned to improve fold-
ing and stability [51–53, 173], to change binding affinity and specificity [47–49, 174] and
even to construct novel enzymatic activities [41, 44, 45]. Redesign methods often start off
with a desired backbone and use an energy function to find a corresponding sequence
with optimal free energy. This search space is very large and hard to explore using ex-
isting search methods [39]. Rational design approaches therefore usually exploit known
relationships between a protein’s structure and physicochemical properties to target a
limited number of residues. For example, Gribenko et al. specifically targeted charge-
charge interactions on a protein’s surface based on the knowledge that optimization of
these interactions could enhance its stability [51]. Tian et al. targeted glycine-to-proline
substitutions in flexible regions, as decreasing conformational entropy is thought to lead
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Figure 5.1: Protein redesign-by-learning: a sequence-based predictor is trained on a large set of
example proteins with known property and then used as a criterion in a search algorithm that
optimizes the desired property. Additional objectives and constraints are required to account for
protein structure.

to increased stability [53]. In these cases, targeting a limited number of residues for re-
design has the advantage that computationally expensive modeling techniques can be
employed to guide the redesign.

In previous work [175], we observed a relation between a global sequence property,
the amino acid composition, and high-level production of extracellular proteins by As-
pergillus niger, a relevant host for industrial enzyme production [17]. Mechanisms by
which a protein’s characteristic amino acid composition could affect production and
secretion processes are unknown, so we cannot target specific structural regions. As a
result the number of possible mutations to consider is enormous, rendering the appli-
cation of computationally expensive optimization methods infeasible. However, given
a sufficient number of examples, it is possible to learn global sequence-activity mod-
els [176] that can then be used to guide protein redesign. Such approaches were suc-
cessfully applied for improving thermostability [177] and for removing T-cell epitopes
[178]. Datasets sufficiently large to successfully train such models are increasingly avail-
able and can be successfully exploited [179].

Therefore, as an alternative to the use of energy functions, we propose a methodology
that learns how to redesign proteins from examples (Figure 5.1). First, a predictor is
learned from a large set of sequence-based measurements of example proteins, that is
indicative for a protein property of interest. Next, this predictor is used as a criterion
in an optimization scheme, which iteratively modifies sequences to achieve a certain
desired or maximum value for the protein property of interest. We demonstrate this ap-
proach by successfully redesigning enzymes for improved production levels by A. niger.
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5.2. MATERIALS AND METHODS

GENERAL APPROACH

In earlier work, we studied sequence characteristics predictive for high-level production
of extracellular proteins by A. niger [175]. Briefly, we exploited a large data set of fun-
gal genes, over-expressed in A. nigerand tested for high versus low (or no) extracellular
protein production. Proteins were divided into classes Shi g h and Slow , respectively. Sub-
sequently, we used machine learning algorithms to identify DNA and protein sequence
features discriminating between these two classes. Extensive analyses indicated the pro-
tein amino acid composition to be most predictive: the aromatic amino acid and as-
paragine fractions are positively correlated with high-level production, the lysine frac-
tion with low production (Figure 5.3, for more details, see [175]). For the purpose of
protein redesign, we trained a production-level classifier exploiting amino acid compo-
sitions of 345 tested A. nigergenes (170 in Slow and 175 in Shi g h).

The trained classifier (Figure 5.2a) is capable of predicting high-level production given
an input protein sequence: the higher the classifier outcome, the higher the predicted
probability of high-level production. This outcome is then used as a criterion for opti-
mization. In essence, the classifier is “inverted”, allowing us to predict what sequence is
most likely to result in a certain desired (maximum) production level. This is the core of
our protein redesign-by-learning methodology (Figure 5.2b).

As the classifier is based on sequence data only, optimization of this objective alone is
likely to lead to proteins that lose structure, stability or function. Consequently, we use
additional constraints in the optimization that prevent the redesigned sequence deviat-
ing from these aspects. The final protein redesign strategy thus optimizes a combination
of multiple objectives. Next to optimizing the classifier output (Figure 5.4a), a multiple
sequence alignment with highly similar proteins is used to avoid mutations at conserved
positions (Figure 5.4b). Furthermore, mutations in the protein core and in the vicinity of
active sites are not allowed (Figure 5.4e), based on the assumption that these have high
risk of affecting function. Finally, the difference between the amino acid composition
of the redesigned protein and the average Shi g h amino acid composition is minimized
(Figure 5.4c). This avoids repeatedly selecting the same amino acid substitution, which
could result in a skewed amino acid composition.

PRODUCTION-LEVEL CLASSIFIER

We set up a support vector machine classifier based on experience gained in previous
work [175] and trained it to discriminate between genes for which over-expression re-
sulted in low and high production levels, respectively. The DSM industrial strain used
as a host for over-expression of enzymes in A. nigeris a protease and amylase reduced
strain derived from DS03043. A standard expression unit was used for targeted integra-
tion of desired genes between the host-own glucoamylase promoter and terminator el-
ements in a proprietary Escherichia coli vector [180]. After growing the cultures in shake
flask fermentations, extracellular medium was filtered and protein concentrations were



5.2. MATERIALS AND METHODS

5

67

decis
ion boundary

Shigh
Slow

feature space

decisi
on boundary

wild-type

classifier training protein redesign

structural constraints

additional objectives

classification objective

wild-type
Slow

redesign

Shigh 

+

+

optimize:

a b

ta
rg

et redesign

Figure 5.2: Redesigning proteins for improved production levels. (a) A classifier is trained to dis-
criminate between two protein classes Sl ow and Shi g h , in our case a set of proteins that has low
production levels and a set that has high production levels. (b) When redesigning a protein, the
trained classifier is used as objective in order to find mutations that moves the classification out-
come of the wild-type protein towards the target classification outcome. Additional objectives
prevent mutating conserved residues and too much deviation from the average Shi g h amino acid
composition. Furthermore, structural constraints prevent mutating buried residues and residues
near the active site.

measured using SDS-PAGE electrophoresis. SDS-PAGE was used to evaluate successful
high-level production, the label high-level was assigned to genes resulting in a visible
band, and the label low-level was assigned to the remainder. For more details, see [175].

Since we aimed for redesigning a host-own protein, a classifier was trained using a set
of A. nigergenes tested for homologous overexpression. We only selected proteins that
were expected to be secreted, based on predicted presence of signal peptides and no ER-
retention signals nor transmembrane helices. Signal peptide presence and signal pep-
tide cleavage sites were predicted with SignalP 3.0 [181], transmembrane helices were
predicted with TMHMM 2.0 [121]. To avoid a bias for sets with similar proteins, we used
BLASTCLUST [123] to remove proteins that share more than 40% sequence identity over
a length of 90% with any of the other proteins. This resulted in a set S of 345 proteins, split
into 170 low-level proteins (Slow ) and 175 high-level proteins (Shi g h). Both redesigned
enzymes and their high-level paralogs were not in this set.

Using the amino acid sequences (excluding the signal peptide), optimal classification
performance was obtained using the amino acid composition as features [175]. This re-
sulted in an area under the receiver-operator characteristic curve of 0.83 (10-fold cross-
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Figure 5.3: Amino acid weights retrieved from a classifier trained for optimal separation of Shi g h
and Slow based on a protein’s amino acid composition. Positive and negative weights indicate
importance for high- and low-level production respectively.

validation), indicating good performance of the classifier. Analysis of the classifier pro-
vided the feature contribution weights w in Figure 5.3, in which negative and positive
weights denote negative and positive contributions to predicted high-level production,
respectively. The classification outcome for a protein sequence s is defined as:

cl (s) = wT ·cs +b, (5.1)

where cs is the amino acid composition of s, i.e. a vector with the relative frequency of
occurrences for the 20 amino acids, and b is a constant.

Figure 5.4: Design method overview showing the three objectives that are combined into a fit-
ness function. The esterase (An08g11860) is used as an example, with original values w t in purple
and the target values t in green. (a) Histogram of classification outcomes of proteins in Slow and
Shi g h . This objective will favour mutations that move the original classification outcome (0.34)
towards the average classification score of Shi g h . (b) Shows a multiple sequence alignment of
An08g11860 with a set of similar proteins and a derived position frequency matrix. This objective
promotes mutations from infrequently occurring amino acids into frequently occurring ones. (c)
Histograms and fitted normal distributions of the compositions of Shi g h for two amino acids, as-
partic acid and tryptophan. This objective promotes mutations that move the esterase amino acid
composition towards the average Shi g h composition. (d) The overall fitness function. Each of the
objectives is evaluated using a quadratic function with the target score positioned at the top of the
parabola. Maximization of the sum of these function results in a combined optimization of the
three objectives. (e) Predicted structure model with buried residues in white and residues near
active sites in orange. Only blue residues are allowed to be mutated.
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DESIGN METHOD

An overview of the design method is shown in Figure 5.4 in which w t denotes the wild-
type protein (excluding signal peptide) to be redesigned. At the core is an algorithm to
optimize multiple objectives: a classification objective (ocl ), a position frequency objec-
tive (op f ), and an amino acid composition objective (oaa) per amino acid (aa) in the
amino acid alphabet (A). These objectives are combined into a single fitness function
for a sequence (s) using:

f f i t (s) = ocl (s)+op f (s)+ ∑
aa∈A

oaa(s). (5.2)

Each objective is evaluated with quadratic functions of the form:

o(s) =− 1

d 2 × (h(s)− t )2, (5.3)

where h(s) is a specific score for sequence s, t is a preset target score, for which the func-
tion evaluates to 0 (top of the parabola, maximum fitness) and d is a scale parameter,
the distance to the target score at which the objective evaluates to −1 (Figure 5.4d). The
latter parameter is chosen for each objective individually and controls its relative contri-
bution to the overall fitness function. In general, d is set such that the wild-type design
evaluates to an objective function of −1.

Classification objective ocl (s) uses the outcome of the classification function cl (s) as a
score. We do not expect a continuing production-level increase when maximizing the
classifier outcome without limits. Therefore, we set the target score t to 1.10, which is a
little (0.2) above the average classification outcome of the proteins in Shi g h . The distance
d is set to the difference between the target and the wild-type classification outcome
(Figure 5.4a).

Position frequency objective op f (s) optimizes for mutations to amino acids that are often
observed at the same position in highly similar proteins from other organisms. Protein
similarity was assessed with BLAST using w t as query against the NCBI NR database, us-
ing default parameter settings. Only proteins with sequence identity i > 0.35 and cov-
erage c > 0.9 were selected, assuming that their structures are comparable to w t . To
avoid a bias due to multiple occurrences of the same sequence, redundant sequences
(i > 0.9,c > 0.9) were filtered out using BLASTCLUST [123]. This resulted in redundancy-
reduced sets of similar protein sequences Hw t (Table TODO-S-tab:msa_ids). A multiple
sequence alignment was constructed for w t ∪ Hw t using Clustal Ω [182], in which all
columns with a gap in w t were removed. Subsequently, a 20× |w t | position frequency
matrix was constructed, which is used for calculating position frequency scores p f (s) by
taking the sum of logs of the residue frequencies of s (Figure 5.4b). This score is used
to calculate the position frequency objective op f (s) using (5.3). The target score t is set
to the maximum possible p f for the given number of mutations m, which means that t
differs per design. This is done to render the weight of this objective similar for different
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numbers of mutations. The distance d is set to the distance between the target and the
wild-type position frequency score.

Amino acid composition objectives oaa(s),∀aa ∈ A optimizes for an amino acid com-
position close to the average composition of proteins in Shi g h . The goal is to prevent
repeated selection of certain mutations, which could result in a skewed amino acid com-
position. For a given amino acid, this objective takes the relative frequency of occurrence
of the amino acid as score. Target scores t are set to the mean frequency of occurrence of
the amino acids in the Shi g h proteins; d is set to five times the standard deviation (Fig-
ure 5.4c). This setting was based on test designs, aiming for the objective to start to have
an effect for designs with relatively many mutations (m > 10, Supplementary Figure S3),
for which the risk of a skewed amino acid composition becomes more relevant.

The fitness function f f i t was optimized using a genetic algorithm (see Supplementary
Methods for details). The population size and the number of generations were set to 1000
for all designs. The best result of twenty runs (redesign with highest fitness score) was
selected for the redesigns with five mutations; the best result of fifty runs was selected
for the designs with more than five mutations.

STRUCTURE MODELS AND STRUCTURAL ALIGNMENT

Structure models were predicted for proteins excluding the predicted signal peptide us-
ing the I-TASSER webserver [183]. To improve confidence in model accuracy, proteins
will only be considered for design if a structure with sequence identity i > 0.3 and cover-
age c > 0.9 was present in the Protein Data Base (PDB). Also, predicted structure models
will only be considered for redesign if their by I-TASSER predicted TM-score exceed 0.5,
indicating a correct topology. For comparing redesigns to their paralogs, TMAlign (ver-
sion 2012-01-24) was employed for structural alignment [184], obtaining the fraction of
aligned residues that are identical as a similarity measure.

FIXED RESIDUES

The I-TASSER output also provides ligand-binding residues as predicted using COFAC-
TOR [185]. Only binding residues predicted with confidence score C > 0.5 and binding
site score BS > 1.1, indicating a good local match with a template binding site, were ac-
cepted. Predicted ligand-binding residues were fixed, i.e. no mutations were allowed at
these positions. PyMol [186] was used to determine which residues reside within 8Å of
any of the ligand-binding residues, by selecting all residues that have an atom within
8Å distance from an atom in a ligand-binding residue; these residues were fixed as well.
The fixed (near) ligand-binding residues in the esterase (An08g11860) are shown in or-
ange in Figure 5.4e. Accessible surface areas (ASA) of all residues in a predicted structure
were calculated. Relative ASAs were obtained by scaling for the extended states of Ala-
X-Ala for every residue X. Residues with relative ASA smaller than 5% were considered
buried and therefore fixed. The fixed buried residues in the esterase are shown in grey in
Figure 5.4e.
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EXPERIMENTAL SETUP

Protein sequences were codon optimized using the method described in [187]. The same
as with setting up the learning data set, a protease- and amylase-reduced A. nigerstrain
was used as host for protein over-expression and a standard expression unit was used for
targeted integration of desired genes between the host-own glucoamylase promoter and
terminator elements in a proprietary Escherichia coli vector [180]. In this case, result-
ing enzyme concentrations were measured quantitatively using qSDS-PAGE (see Sup-
plementary Methods for details). For determining inulinase activity, a standard endo-
fructanase assay using azo-fructan as substrate (Megazyme assay kit S-AZFRXOI 11/99)
was used. Details about the esterase activity measurements are in the Supplementary
Methods.

5.3. RESULTS

TWO REDESIGNED ENZYMES

To demonstrate our method we redesigned two enzymes (see Supplementary Table S1):
an esterase (An08g11860) and an inulinase (An11g03200). The redesigns were tested in
the lab for improved production levels. Both enzymes are expected to be secreted into
the extracellular medium: they have a predicted signal peptide, lack predicted trans-
membrane helices, and are predicted to be extracellular. However, previous work did not
yield measurable extracellular concentrations for these enzymes after over-expression
[175], i.e. both enzymes are in Slow . These enzymes were selected because i) their clas-
sification outcomes (0.42 and 0.51, respectively) are lower than the target classification
outcome (1.10), which leaves room for optimization, and ii) accurate predicted structure
models are available for both, which enabled us to fix buried and active residues. Addi-
tionally, these two enzymes were of particular interest because of available paralogs in
Shi g h , which enabled in silico validation by comparing redesigned low-level enzymes to
their high-level paralogs. To avoid a bias, these paralogs were not used during the re-
design process, which means that they were removed from Shi g h and from the multiple
sequence alignment with similar proteins.

In our redesign, we can decide on the number of mutations m allowed, enabling vari-
ation between conservative redesigns with just a few mutations, and liberal ones con-
taining many. To study the influence of the number of mutations, fitness scores – a
score that indicate how well a redesign fits our desires – were obtained for redesigns
in the range m = 1,2, . . . ,88 and plotted against m (Supplementary Figure S2). The point
where the fitness score saturates was taken as the maximum number of mutations: 45
for the esterase, 30 for the inulinase. Using uniform sampling, esterase redesigns with
m = 15,30,45 mutations were created and inulinase redesigns with m = 10,20,30 mu-
tations. To test the effect of only a few mutations, an additional redesign with m = 5
mutations was created for both enzymes. Sensitivity of the redesigns to the choice of
the parameters d was assessed for the inulinase by varying these by ±20%. The result-
ing redesigns show only limited variation in the selected mutations (Supplementary Fig-
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ure S9, S10, and S11). For wet lab testing, all redesigns were translated into DNA, codon-
optimized [187] and expressed in A. niger.

INCREASED SIMILARITY COMPARED TO HIGH-LEVEL PARALOGS

To verify whether our redesigns resembled known high-level produced paralogs, we cal-
culated sequence identity, i.e. the fraction of identical residues in a structural alignment.
The esterase was compared to hydrolase An16g08870, and the inulinase was compared
to exo-inulinase An12g08280. Results are given in Table TODO-S-tab:redesign_ident.
In general, redesigning increased the similarity to known high-level produced proteins,
but not by much. The initial identity between the esterase and An16g08870 was 40.0%.
As about half of the mutations in the esterase resulted in the amino acids present in
An16g08870, sequence identity increased up to 44.5% for the redesign with 45 mutations.
On the other hand, up to five identical residues were lost for the redesigns with more
than 5 mutations (Supplementary Figure S4b). The initial inulinase and An12g08280
were 32.6% identical, increasing up to 34.0% for the redesigns. For the conservative re-
designs (m = 5,10), half of the residues changed into amino acids identical to those in
An12g08280. Fewer identical residues were gained for the more liberal redesigns (m =
20,30). In contrast to the esterase, no identical residues were lost for any of the redesigns
(Supplementary Figure S4b).

10-FOLD PRODUCTION INCREASE WITH RETAINED ACTIVITY

Redesigns were tested in triplo for improved extracellular concentrations after over-
expression in A. niger. A wild-type and codon-optimized version were tested as ref-
erence. Resulting extracellular concentrations are shown in Figure 5.5; original qSDS-
PAGE results in Supplementary Figures S7 and S8. Concentrations obtained for the
wild-types were lower than the detection limit in previous work [175], confirming that
both enzymes are in Slow . The codon-optimized version resulted in slightly higher con-
centrations of up to 0.1 mg /ml , i.e. both enzymes were secreted. For the esterase, a
redesign with 5 mutations resulted in a 10× concentration increase, whereas redesigns
with more than 5 mutations gave no measurable concentrations. For the inulinase, the
redesign with 5 mutations gave a 5× concentration increase, and redesigns with 10 and
20 mutations a 10× concentration increase. Only the redesign with 30 mutations failed.

Our method aims for improved production levels, and although constraining mutations
to residues away from the active site lowers the risk of affecting enzymatic activity, re-
tained activity is of course not guaranteed. Therefore, redesigns were also tested for
retained enzymatic activity. Resulting activities for each inulinase sample are plotted
against the corresponding protein concentration for each sample in Figure 5.6. High cor-
relation (r = 0.96) between concentration and activity can be observed for the redesigns
with 5 and 10 mutations, confirming retained activity. Lower activities with respect to
the observed protein concentration for the redesign with 20 mutations indicate affected
activity for this redesign. Based on the closest biochemically characterized similar pro-
tein, the esterase was expected to accept tributyrin as substrate [188], but no activities
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Figure 5.5: Extracellular concentrations for wild-type enzymes and their redesigned versions after
over-expression in A. niger: left, the esterase (An08g11860); right: the inulinase (An11g03200). In
both cases, the first two bars show concentrations measured for the wild-type (w t ) and codon-
optimized wild-type version (co). The next four bars indicate concentrations obtained for codon-
optimized redesigns for increasing numbers of mutations. Most experiments were done in tripli-
cate, some in duplicate (due to failed experiments), as indicated by n. Dots indicate results of each
experiment separately, the bars indicate average concentrations with standard deviations.

were observed for any of the samples using a lipase plate assay, including the wild-type
and codon optimized version. Additionally, spectrophotometric determination of lipase
activity using p-nitrophenyl palmitate as substrate and the determination of the esterase
activity using pNP-butyrate as substrate did not yield any activity. Therefore it was not
possible to test for retained activity for the esterase redesigns.

5.4. DISCUSSION

All redesigned enzymes more closely resembled high-level produced paralogs in terms
of sequence similarity, even though these paralogs were not used by the redesign method
in any way, i.e. there is no bias in the method to modify the sequence in that direction.
This suggests that protein redesign-by-learning is able to generalize well, and that se-
quence characteristics are identified which correlate with naturally occurring high-level
produced proteins. Experimental results confirmed that our redesign method can in-
deed be successfully applied to improve production levels. While too liberal redesigns
failed, it was possible to obtain concentration increases of up to 10× by only 5-20 muta-
tions.

Understanding the relation between improved production and the underlying biology
is difficult, since protein production and secretion involves many steps, all of which
may influence the obtained extracellular concentrations. It cannot be excluded that
the amino acid substitutions affect transcription and translation and thereby influ-
ence protein production. However, the large effect with only few mutations (10× in-
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Figure 5.6: Inulase activities plotted against corresponding protein concentrations. This is shown
for the wild-type (w t ), codon optimized version (co) and the redesigns with 5, 10, and 20 muta-
tions (m5, m10 and m20). Experiments were done in duplo or triplo, each dot represents a single
experiment. The green line is a linear fit through the origin for the measurements of all samples ex-
cept the ones of the 20 mutations redesign, showing that absolute activities linearly increase with
concentrations. The blue line is a linear fit through the origin for the samples of the 20 mutations
redesign, in this case showing a clear drop in activity.

crease given 5 mutations) indicates that the main effect is not due to changing tran-
scription or translation rates, but most likely due to post-translational effects in the
secretion pathway. Interestingly, we observed an increase in the number of potential N-
glycosylation sites in our redesigns, due to the introduction of asparagines (Table TODO-
S-tab:redesign_numbers). With only a single exception, all mutations to asparagine in
the inulinase redesigns introduce a new N-glycosylation pattern. N-glycosylation is a
post-translational process that attaches glycans to asparagine side-chains. Although
details are unclear, these glycans are thought to play a role in protein folding and qual-
ity control [148]. Introduction and modification of N-glycosylation sites has resulted
in improved secretion and production before [140, 150, 151]. However, this is not the
whole story, as the inulinase redesign with 5 mutations did not introduce any new N-
glycosylation pattern and still resulted in a 5× concentration increase, indicating effects
of additional mechanisms.

For the esterase, only 5 mutations sufficed for a 10× concentration increase. Redesigns
with more than 5 mutations did not result in measurable extracellular concentrations,
indicating that some mutations may have adversely affected protein folding or trans-
port. Most likely, proper folding is hampered which usually leads to intracellular clear-
ance by proteolysis. Pinpointing the responsible mutations is difficult because we inde-
pendently generate redesigns for different numbers of mutations, i.e. a redesign with 5
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Figure 5.7: Structure models of the most successful redesigns, both providing 10× protein concen-
trations. Side chains of the mutated residues are shown; the wild-type in purple and the mutant in
green. Corresponding annotations give the sequence position and wild-type mutant amino acid
pair. (a) Esterase redesign with five mutations. (b) Inulinase redesign with 10 mutations.

mutations is not used as starting point for a redesign with 10 mutations. We chose for
this strategy because in our method, the best 5 mutations are not necessarily all part of
the best 10. However, 6 positions (71, 119, 162, 284, 322, and 473) were untouched in
the redesign with 5 mutations but mutated in each of the other redesigns (Supplemen-
tary Figure S6). This may indicate a relation to the loss of production. Moreover, in all
redesigns with more than 5 mutations one or more prolines were substituted, increas-
ing conformational entropy. Since no prolines were substituted in any of the successful
inulinase redesigns, these mutations are potential suspects as well.

The inulinase redesigns were successful as well, resulting in improved concentrations
for the redesigns with up to 20 mutations. The unsuccessful redesign with 30 mutations
carries 14 mutated positions that are unique with respect to any other redesign (Fig-
ure 5.8), indicating they may be related to the affected production. Given its proximity
to the (predicted) signal peptide cleavage site, the mutation at position 1 in particular is
a potential suspect, possibly affecting translocation to the endoplasmic reticulum.

In conclusion, we were able to learn how to redesign proteins from a set of example
proteins that showed the desired behavior. Using this approach we were able to success-
fully increase extracellular enzyme concentrations up to 10× by altering the amino acid
composition of a protein. The proposed methodology has great potential for improving
production rates of other enzymes, possibly also in other organisms after constructing
a organism-specific classifier. While we applied the approach here to improve enzyme
production, the methodology itself is generic: given a set of example proteins and mea-
sured properties, sequences can be redesigned to achieve certain redesign goals.
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5.5. SUPPORTING INFORMATION

The supporting information can be accessed online 1.

1 http://peds.oxfordjournals.org/content/27/9/281/suppl/DC1

http://peds.oxfordjournals.org/content/27/9/281/suppl/DC1
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ABSTRACT

A variety of methods that predict human nonsynonymous single nucleotide polymor-
phisms (SNPs) to be neutral or disease-associated have been developed over the last
decade. These methods are used for pinpointing disease-associated variants in the
many variants obtained with next-generation sequencing technologies. The high per-
formances of current sequence-based predictors indicate that sequence data contains
valuable information about a variant being neutral or disease-associated. However,
most predictors do not readily disclose this information, and so it remains unclear what
sequence properties are most important. Here, we show how we can obtain insight into
sequence characteristics of variants and their surroundings by interpreting predictors.
We used an extensive range of features derived from the variant itself, its surrounding
sequence, sequence conservation, and sequence annotation, and employed linear sup-
port vector machine classifiers to enable extracting feature importance from trained
predictors. Our approach is useful for providing additional information about what
features are most important for the predictions made. Furthermore, for large sets of
known variants, it can provide insight into the mechanisms responsible for variants be-
ing disease-associated.

6.1. INTRODUCTION

Over the last decade, many predictors have been developed to categorize human non-
synonymous SNPs as disease-associated or neutral [189–204]. Such predictors can be
used for identifying the relatively few disease-associated variants in human variation
data, a type of data that is rapidly increasing due to the advances in whole genome se-
quencing techniques [205]. These methods typically employ large sets of known neutral
and disease-associated variants to learn how to separate both classes based on variant
characteristics, i.e. features. As might be expected, the degree of sequence conservation
is highly predictive for disease association of genetic variants. Therefore, all available
prediction methods heavily rely on conservation-based features. In fact, several meth-
ods, among which the often used method SIFT, predict class labels by thresholding a
single conservation-based feature.

A comparative study, however, showed improved prediction results for methods that
incorporate additional sequence-derived features [206]. It found two methods, Mut-
Pred [196] and SNPs&GO [195] to be most reliable. MutPred builds upon the SIFT score
by incorporating gain and loss of structural and functional properties; SNPs&GO cal-
culates several conservation-based features and additionally incorporates features that
capture the amino acid substitution, its surrounding sequence, and features based on
the functional annotation of the protein in which the substitution occurs. Except for the
functional annotation-based features, these and some supplementary features were also
used in this work. The more recently developed method CADD, which can be applied to
all types of genetic variants, provided good performance by incorporating conservation
metrics, regulatory information, transcript information, and protein level scores that are
generated with methods like SIFT and PolyPhen [207].
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Protein structure-based features are also attractive to further improve classification per-
formance. However, their use is hampered by the limited availability of structural data.
Furthermore, regarding the variants that do have available structure data, the fact that
relatively many of these variants are disease-associated complicates the use of this type
of feature by introducing a strong bias.

The fact that good classification performances can be obtained implies that the used
features, which are mostly derived from sequence data, comprise valuable information
about the probability of a genetic variant being neutral or disease-associated. However,
this information is rarely utilized to provide better insight into what features actually
contribute most to classification outcomes, i.e. what sequence characteristics are pre-
dictive for the effect of genetic variants. In this work, we show how we can obtain insight
in characteristics of variations associated with disease through predictor interpretation.

We used linear support vector machines, allowing us to extract feature weights from
trained classifiers. A high weight indicates a strong contribution of a certain feature
to the classifier outcome, and its sign indicates if it is predictive for neutral (negative
weight) or disease-associated (positive weight) variants (Figure 6.1). To further enhance
interpretation potential and performance of the linear classifiers, we trained separate
classifiers on subsets that contain variants with the same reference amino acid. This
was done based on the assumption that feature importance might be different per type
of amino acid substitution. For example, a surrounding sequence with many small
amino acids might be a high risk in case of substitutions from small to large amino acids,
whereas substitutions from small to other small amino acids in the same surrounding
might have a lower risk. Extracting feature importance from classifiers trained on the
variant subsets could help in revealing such differences. Although it is not the aim of this
paper to introduce a competitive predictor, we demonstrate that classifiers can be made
interpretable without significant loss in prediction performance.

6.2. RESULTS AND DISCUSSION

To characterize variants, we used five different sequence-derived feature categories (Fig-
ure 6.2a) that were derived from different types of sequence data (Figure 6.2b). Most of
these features were inspired by the well performing method SNPs&GO [195]. The Amino
acid substitution category consists of 20 features that capture the amino acid substitu-
tion by setting the reference amino acid to minus one, the mutant amino acid to one,
and all other amino acids to zero [195]. These features were added because it is ex-
pected that different amino acid substitutions have different probabilities of resulting in
a functional effect. Surrounding sequence features capture amino acid counts in a win-
dow of 19 residues around the substituted amino acid [195], which can be informative
for structural surroundings. For example, the features could (implicitly) capture infor-
mation about backbone disorder, solvent accessibility, and secondary structure. Con-
servation features capture how conserved the mutated position is based on a multiple
sequence alignment (MSA) with similar proteins. Two features capture how often the
reference and the mutant amino acid occur in the set of amino acids at the mutation



6

84 6. INTERPRETABLE PREDICTORS FOR HUMAN GENETIC VARIANTS

decisio
n boundary

class blue
class red

classifier training

feature 1: width

fe
at

ur
e 

2:
 h

ei
gh

t

width height

feature weightsobjects

0

-1

1

2

-2

a b c

Figure 6.1: Extracting feature weights from trained classifiers a) For illustration, objects in two
classes (blue and red) are represented by rectangles and characterized by the features “width” and
“height”. b) By measuring widths and heights, objects are mapped to a two dimensional grid (fea-
ture space). Classifier training results in the decision boundary that separates the two classes of
objects. c) Feature importance can be deducted from the slope of the decision boundary. The
height is more important than the width, hence the higher (absolute) weight for this feature. The
sign indicates for what class the feature is predictive. Blue rectangles are generally wider, hence
the negative weight for the width feature. Red rectangles are generally taller, hence the positive
weight for the height feature.

position in the MSA (Figure 6.2b). An often occurring reference amino acid indicates
strong conservation and therefore a high risk of a functional effect upon mutation. In
contrast, a low risk is expected in case of a high occurrence of the mutant amino acid.
Two additional features capture the number of proteins in the alignment. These features
were added to account for limited availability of homologous sequences, in which case
the first two conservation features are expected to be less informative. Physicochemical
conservation features capture if physicochemical properties of the mutant amino acid
are much different compared to those of the amino acids at the mutation position in the
MSA. These features were added based on the assumption that, for example, introducing
a hydrophobic amino acid at a position where none of the amino acids at that position
in the MSA is hydrophobic, might affect protein function. Finally, based on recent work
showing an enrichment of deleterious variants in Pfam domains [208], domain features
capture if a variant resides within a Pfam domain, family, or clan.

For classifier training, we used a set of 171,257 human nonsynonymous SNPs: 149,850
neutral variants from the 1000 Genomes Project and 21,407 disease-associated variants
from the SwissProt humsavar data base [209, 210] (S1 Information). The variants were
split into subsets containing variants with the same reference amino acid. Because the
tryptophan, tyrosine, and phenylalanine subsets were too small for classifier training,
these were combined into one subset. The resulting variant subsets are listed in Ta-
ble 6.1. Classifiers were trained on the subsets separately. Afterwards, feature weights
were extracted from the trained classifiers (Figure 6.1). This was done using each of the
five feature categories separately (Figure 6.2a) and once using all features.
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Figure 6.2: Feature categories a) Five feature categories and their corresponding features. The
colors indicates from which type of sequence data in part B the features were derived. b) Se-
quence and annotation data used to derive variant features; the amino acid substitution (green),
the surrounding sequence (yellow), the amino acid variation in similar proteins (blue), and Pfam
annotations (purple).

For clarity, practical application of our predictor is different compared to existing meth-
ods. In our case there are 18 different classifiers instead of one. Which classifier is ap-
plied depends on the variant for which a prediction is desired. For example, if this variant
results in an amino acid substitution from Glutamine (reference) to Histidine (mutant),
than the classifier that is trained on all variants with reference amino acid Glutamine will
be used for prediction.

ENHANCED CLASSIFIER INTERPRETATION

AMINO ACID SUBSTITUTION FEATURES

Extracted feature weights from classifiers trained using the amino acid substitution fea-
tures are visualized using a heat map in Figure 6.3a. Here, each row shows feature weights
obtained from one subset classifier, i.e. a classifier trained on one of the variant subsets.
For example, the colors in the top row correspond to the weights obtained from the clas-
sifier trained on all variants with aspartic acid (D) as reference amino acid. A positive
weight (red) indicates that the feature (the mutant amino acid in this case) is predic-
tive for disease-association whereas a negative weight (blue) indicates importance for
neutral variants. The higher the (absolute) weight, the higher the feature importance.
Using the top row as example again, the low weight of the glutamic acid feature (col-
umn E) indicates that a substitution from aspartic acid to glutamic acid is relatively safe,
whereas the high weight of the glycine feature (column G) indicates that a substitution
from aspartic acid to glycine is relatively dangerous. Gray elements indicate amino acid
substitutions that do not occur in our data set, since these require more than one muta-
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Table 6.1: Number of variants and proteins per subset

subset # variants (%) # disease # neutral # proteins

Alanine A 14,852 (0.09) 1,294 13,558 7,891

Arginine R 28,544 (0.17) 3,687 24,857 10,364

Asparagine N 5,968 (0.03) 624 5,344 4,132

Aspartic acid D 7,715 (0.05) 1,040 6,675 4,864

Cysteine C 3,285 (0.02) 1,174 2,111 2,166

Glutamic acid E 8,618 (0.05) 903 7,715 5,269

Glutamine Q 4,723 (0.03) 435 4,288 3,467

Glycine G 12,008 (0.07) 2,648 9,360 6,377

Histidine H 4,319 (0.03) 532 3,787 3,170

Isoleucine I 7,985 (0.05) 701 7,284 5,052

Leucine L 8,206 (0.05) 1,584 6,622 4,988

Lysine K 5,419 (0.03) 441 4,978 3,793

Methionine M 4,950 (0.03) 503 4,447 3,598

Proline P 11,910 (0.07) 1,152 10,758 6,587

Serine S 11,541 (0.07) 1,165 10,376 6,522

Threonine T 11,007 (0.06) 891 10,116 6,388

Valine V 12,771 (0.07) 940 11,831 7,129

WYF 7,436 (0.04) 1,693 5,743 4,593

171,257 (1.00) 21,407 149,850 16,523

tion at the nucleotide level. Additionally, the feature weights obtained from the classifier
that was trained on the entire data set are shown in the single row at the bottom.

The classifier trained on the entire data set (bottom row) only has twenty features to
capture the risks of the different amino acid substitutions. For interpretation, the low
weight of the methionine feature indicates that substitutions from and to methionine
are relatively safe. In contrast, the weights of the subset classifiers offer much richer
interpretations. Here it can be observed that substitutions from threonine to methion-
ine are relatively safe, but that substitutions the other way around (from methionine to
threonine) are relatively dangerous.

For validation, the heat map in Figure 6.3b shows the log odds ratios between the neutral
and disease-associated variants in our data set that were calculated using the amino acid
substitution counts. Here, high values indicate relatively dangerous variants, i.e. variants
that are relatively often disease related, and low values indicate relatively safe variants.
The feature weights of the subset classifiers in Figure 6.3a clearly reflect the log odds
ratios, thereby showing that the subset classifiers successfully learned the ’risks’ of the
different amino acid substitutions.
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Figure 6.3: Amino acid substitution feature weights. a) Heat map showing feature weights ob-
tained from classifiers trained using the amino acid substitution features. The rows show feature
weights obtained per variant subset classifier. The single row at the bottom shows feature weights
obtained from a classifier trained on the entire set of variants. The rows and columns are ordered
based on amino acid properties [211]. Low (blue) and high (red) weights indicate that the feature
is predictive for neutral and disease-associated variants respectively. Gray cells indicate amino
acid substitutions that do not occur in the data set, because these substitutions require more than
one mutation in the reference codon. b) Heat map showing log odds ratios between neutral and
disease-associated variants that were obtained by counting the amino acid substitutions in our
data set. Here, low (blue) and high (red) values indicate that substitutions occur relatively often in
the set of neutral and disease-associated variants, respectively.

SURROUNDING SEQUENCE FEATURES

Resulting weights of classifiers trained using the surrounding sequence features are shown
in Figure 6.4. In this case, most columns show consistently signed weights, which indi-
cates that the same general rules hold for different amino acid substitutions. For exam-
ple, it is easy to observe that in a serine-rich surrounding (#S), any amino acid substitu-
tion is relatively safe, independent of what the reference amino acid is. The weights of
the classifier trained on the entire set of variants (bottom row) show that the same rules
can indeed be learned using the entire set of variants.

For the sequence surrounding features, enhancing interpretation by using the subset ap-
proach therefore seems limited. However, some interesting details can still be observed
that cannot be derived from the classifier trained on the entire data set. For example, the
cysteine subset classifier (C) shows a very negative weight for the cysteine count feature
(#C), indicating that in a cysteine-rich surrounding, substituting cysteines is relatively
dangerous. This might be explained by the fact that such variants potentially break disul-
fide bridges [212]. Similarly, in a glycine-rich surrounding (#G), substituting glycines (G)
shows a relatively high risk of being disease-associated, which might be related to chang-
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Figure 6.4: Surrounding sequence feature weights. Heat maps showing feature weights obtained
from classifiers trained using the surrounding sequence features. The rows show feature weights
obtained per variant subset classifier. Both the rows and the columns are hierarchically clustered
(complete linkage). The single row at the bottom shows feature weights obtained from a classifier
trained on the entire set of variants. Low (blue) and high (red) weights indicate that the feature is
predictive for neutral and disease-associated variants respectively.

ing conformational entropy of a flexible region.

The columns were clustered using hierarchical clustering (complete linkage), which re-
veals a cluster with positive values (red cluster) containing hydrophobic amino acids.
This indicates that amino acid substitutions are relatively dangerous in a hydrophobic
sequence surrounding, which is consistent with the fact that variants in the hydrophobic
protein core have a high-risk of disrupting thermodynamic stability.

PHYSICOCHEMICAL CONSERVATION FEATURES

The physicochemical conservation features capture whether there is a large physico-
chemical distance between the mutant amino acid and the amino acids at the same
position in the MSA (Figure 6.2b). For defining physicochemical distances, we used
so called amino acid scales: mappings from amino acids to corresponding values that
capture some physicochemical property, e.g. hydrophobicity. Many amino acid scales
are collected in the AAIndex database [97], but the majority of these scales are highly
correlated. We therefore used 19 amino acid scales that were derived from the AAIndex
database using VARIMAX [98]. This set contains independent amino acid scales (which
is desired for classification performance) of which as many as possible are still closely
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Table 6.2: The amino acid scales that corresponds the best to physicochemical properties

Scale Property

1 Hydrophobicity, β-sheet

2 α-Helix

3 Bulkiness (volume/size/mass)

4 Amino acid composition

7 Isoelectric point

8 β-sheet

related to physicochemical properties (which is desired for interpretation). The amino
acid scales that have a strong correlation to physicochemical properties, i.e. the inter-
pretable scales, are given in Table 6.2. The AAIndex scales that best correlate to the
derived scales are given in S1 Table.

For calculating these features, the amino acids are first mapped to characterizing values
using the amino acid scale, after which the minimal distance between the mutant amino
acid and the amino acids at the same position in the MSA is calculated. This is done for
all 19 amino acid scales. As an example, a large mutant amino acid on a position where
the MSA contains only small amino acids will result in a large bulkiness (scale 3) distance.
These features basically capture conservation of physicochemical properties.

This category captures a property of the mutant amino acid, while our classifiers are
trained on variants with the same reference amino acid, which complicates interpre-
tation. Theoretically, splitting the variants per amino acid substitution (150 out of the
380 possible substitutions, since we only consider substitutions that are a result of a sin-
gle mutation in the codon) could improve interpretation possibilities, but these subsets
would be too small for classifier training. Still, some intuitive results can be observed
(Figure 6.5). For example, cysteines are small and often buried, so replacing these by a
large amino acid may disrupt protein core packing. Conversely, a difference in bulkiness
when replacing the relatively large amino acids phenylalanine, tyrosine or tryptophan,
is found to be relatively safe.

CONSERVATION AND DOMAIN FEATURES

The conservation features indicate how conserved a mutated position is. As expected,
variants for which the reference amino acid often occur at the same position in homol-
ogous sequences have a high risk of being disease-associated, and variants for which
the mutant amino acid often occur on the same position in homologous sequences are
relatively safe (S1 Figure). These rules hold for all variants, independent of what amino
acid substitution they induce. Similarly, considering the domain features, it holds for
all variants that the risk of being disease-associated is relatively high if it resides in a
Pfam domain (S2 Figure). For these features, the classifiers trained on the variant subsets
therefore do not provide better interpretations than the classifier trained on all variants.
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Figure 6.5: Physicochemical conservation feature weights. Heat maps showing feature weights
obtained from classifiers trained using the physicochemical conservation features. The rows show
feature weights obtained per subset classifier. The single row at the bottom shows feature weights
obtained from a classifier trained on the entire set of variants. Low (blue) and high (red) weights
indicate that the feature is predictive for neutral and disease-associated variants respectively.

ALL FEATURES COMBINED

Considering the classifiers trained using all features, the resulting feature weights (S3 Fig-
ure) show that the conservation and domain features generally obtain high (absolute)
weights, indicating that these feature categories are most predictive. However, high
weights for certain features in other categories show that these also contribute to pre-
diction and interpretation. For example, for variants resulting in alanine substitutions,
not only high conservation is a strong indicator for disease-association, but also if the
alanine is substituted to an aspartic (or glutamic) acid. For the set of variants with pheny-
lalanine, tryptophan, and tyrosine as reference amino acid, it can be observed that sub-
stitutions to less bulky amino acids, and especially to cysteines, have a relatively low risk
of being disease associated.
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Table 6.3: Classification performances (AUC)

Features CS
∗ CE

∗∗ ∆

Linear support vector machine classifiers

all features 0.833 0.813 0.020

amino acid substitution 0.683 0.587 0.096

surrounding sequence 0.714 0.673 0.041

conservation 0.775 0.765 0.010

physicochemical conservation 0.712 0.633 0.079

domain 0.720 0.676 0.044

RBF support vector machine classifiers

all features 0.845 0.858 -0.013

Other prediction methods

SIFT - 0.803 -

PolyPhen 2 - 0.807 -

∗combined subset classifiers, ∗∗classifier trained on all variants

CLASSIFIER PERFORMANCES

Interpreting a classifier is only useful if it demonstrates good prediction performance,
as otherwise the used features are not predictive and consequently interpretation of
their weights is dangerous. To assess classifier performance, we used ten-fold cross-
validation using the area under the receiver operator curve (AUC) as performance mea-
sure. Again, classifiers were tested using each feature category separately and one classi-
fier was tested using all features. Classifiers were tested for all variant subsets; to obtain a
combined subset classifier (CS ) result, all test set predictions were combined to generate
an ROC-curve. For comparison, classifiers that were trained on the entire set of variants
(CE ) were also tested.

Resulting performances are given in Table 6.3 (more results can be found in S2 Table and
S4 Figure). In case of the linear support vector machines, subset classifiers (CS ) con-
sistently outperformed the classifiers trained on the entire set of variations (CE ). The
subset approach thus not only improves interpretation, it also results in better classifi-
cation performances (for linear classifiers). Best performance was obtained using the
subset classifier trained on all features, resulting in 0.833 AUC (Figure 6.6).

To compare this result with existing methods, we applied the two often used methods
SIFT and PolyPhen2 to our data set. With AUCs of 0.803 and 0.807 respectively, both
methods were outperformed by our interpretable classifier (Figure 6.7). We also com-
pared our linear approach to one using a non-linear classifier, which may be better
suited for a complex classification problem such as this. With a cross-validation result of
0.858 (Figure 6.6), this was indeed the case for a non-linear SVM (RBF kernel). However,
this classifier does not allow for interpretation. By using the subset approach with linear
classifiers, we managed to enable interpretation with only a limited loss in performance
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Figure 6.6: ROC-curves showing classifier performances using all features. In blue, perfor-
mances for linear support machines using the combined subset classifier approach (CS ), and for a
classifier trained on the entire set of variants (CE ). In gray the performance of a non-linear support
vector machine (RBF kernel) trained on the entire set of variants.

(0.833 vs. 0.858).

6.3. CONCLUSION

In this work, we propose to investigate properties of disease-causing genetic variants,
by exploiting predictors trained to distinguish between such variants and neutral muta-
tions. We take a linear classification approach, allowing us to interpret feature weights in
a straightforward manner. The results showed that our approach enables interpretation
with only limited performance loss compared to the use of non-linear classifiers. This
is useful for users that are interested in specific disease-associated variants, providing
better understanding about mechanisms potentially responsible for functional effects.
Furthermore, when considering large sets of variants, the approach also provides point-
ers to help find general mechanisms resulting in neutral or disease-associated variants.

6.4. METHODS

HUMAN PROTEIN SEQUENCES

Human protein sequences were obtained from the UniProt website (June 3, 2013) using
a query for canonical human proteins with keyword "Complete proteome", and from the
Ensembl (version 71) FTP server (see S1 Information for the URLs used). Only the pro-
tein sequences that were identical in both sets were selected, thereby providing a one-
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Figure 6.7: ROC-curves showing classifier performance compared to SIFT and PolyPhen 2. In
blue, performance using the combined subset classifier approach (CS ). In orange and green, per-
formances of SIFT and Polyphen 2 respectively.

to-one mapping from UniProt to Ensembl proteins (S4 File), which facilitated running
other prediction methods on our data. Proteins longer than 10,000 residues were con-
sidered outliers and therefore removed. This resulted in a set of 18,162 human protein
sequences (S3 File).

HUMAN VARIANTS

Disease-associated variants were obtained from the SwissProt human single amino acid
variants data base (humsavar release 2013-07), selecting all variants with annotation dis-
ease. Non-disease associated variants from the 1000 Genomes Project were obtained by
directly querying the database (Dec 2012). An overlap of 676 variants that were both
found in the set of disease-associated variants and the set of neutral variants were as-
sumed to be disease-associated and therefore removed from the neutral set. Synony-
mous SNPs, duplicate variants, variants in the start codon, and substitutions that in-
cluded other than the twenty unambiguous amino acids were removed. To prevent a
bias caused by an unbalanced occurrence of multiple nucleotide mutations in the dif-
ferent classes [210], amino acid substitutions that require more than one mutation in
the codon were removed. This resulted in 23,039 disease-associated variants in 1,941
proteins and 216,697 neutral variants in 17,183 proteins.

The human protein sequences were used to filter out variants that do not “fit” the pro-
tein sequence, i.e. variants for which the reference amino acid was not found on the
specified position in the sequence. Variants for which no protein sequence was avail-
able were removed. Also, variants at different locations with an identical surrounding
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sequence in a window of nineteen amino acids around the mutation were removed, as-
suming a mapping from the same DNA mutation to multiple proteins. The resulting data
set consists of 171,257 variants in 16,523 proteins, subdivided into 149,850 neutral and
21,407 disease-associated variants (S1 File and S2 File).

The variants were split into twenty subsets, each containing variants with the same ref-
erence amino acid. Due to the low number of substituted tryptophans, tyrosines, and
phenylalanines, these subsets were combined into one subset, resulting in a total of eigh-
teen subsets. The number of variants per subset are given in Table 6.1.

FEATURE CATEGORIES

Calculation of the different feature categories is described below. A file with feature ma-
trix data (250 MB) is available on request.

Amino acid substitution features – Amino acid substitutions are represented by twenty
features, one per amino acid, in which the reference amino acid (S2 File, column 3) is set
to −1, the mutant amino acid (S2 File, column 4) is set to 1, and all other amino acids
are set to 0 (Figure 6.2). For each variant subset, some features have the same value for
each variant in that set. Therefore, these features do not contribute to the classification
and were removed. For example, the serine feature was removed from the variant sub-
set with substitutions from serine to other amino acids, because that feature is −1 for all
variants in the subset. Also, the aspartic acid, glutamic acid, histidine, lysine, methion-
ine, glutamine, and valine features were removed, because a substitution from serine to
any of these amino acids requires more than one mutation in a serine codon, and such
mutations are not present in our data set. These feature values are therefore all 0.

Surrounding sequence features – Twenty features, one per amino acid, capture the sur-
rounding sequence of each variant (S2 File, column 6). These twenty features contain
amino acid counts of a sequence window of 19 residues around the variant (Figure 6.2a).

Conservation features – Alignments with similar proteins were obtained for each hu-
man protein by running a single HHBlits [213] against the redundancy reduced UniProt20
data base version 2013-03 using default parameter settings (S1 Information). For each
variant, four conservation features were derived from the multiple sequence alignment
(MSA) column at the mutation position: i) the frequency of occurrence of the reference
amino acid, ii) the frequency of occurrence of the mutant amino acid, iii) the total num-
ber of aligned proteins, and iv) the number of aligned residues in this column.

Physicochemical conservation features – These features employ the MSA to capture
minimal physicochemical distances between the mutant amino acid and the set of vari-
ant amino acids at the mutation position (Figure 6.2b), in which amino acid scales were
used to calculate physicochemical distances between two amino acids. Amino acid
scales map each amino acid to a value that captures a physicochemical or biochemi-
cal property and the AAIndex data base [97] contains a large collection of these scales,
many of which are highly correlated. We therefore used a set of 19 uncorrelated scales
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derived from the entire AAIndex database [98]. The uncorrelated scales were derived in
such a way that some of the scales remain highly correlated to a set of consensus natural
scales: Scale 1 has strong correlation with hydrophobicity and β-sheet scales, scale 2
has strong correlation with α-helix scales, scale 3 has strong correlation with bulkiness
scales, scale 4 has strong correlation with amino acid composition scales, and scale 7 has
strong correlation with isoelectric point scales (Figure 5b in [98]). This way, all amino
acid scales data is captured while interpretation is still possible for some of the resulting
uncorrelated scales.

Domain features – Pfam version 27.0 [214] was used to predict Pfam domains on the pro-
tein sequences (S1 Information). Resulting annotations (S5 File) were used to construct
three binary domain features that are set to 1 if the variant resides within a predicted
Pfam family, domain, or clan, respectively, or to 0 otherwise.

CLASSIFICATION

A linear support vector machine (LIBSVM [110]) was employed for classification [160],
using a linear and RBF kernel for the linear and non-linear classifiers respectively, and
using a 10-fold stratified cross-validation (CV) protocol to asses classifier performance
[108]. When using the linear kernel, parameter C was set to 0.1; for the RBF kernel we
set C = 1.0 and γ = 0.01. Probability estimates were used as classifier output, so that
outcomes of the different subset classifiers could be combined.

Classifiers were trained on the variant subsets separately (CS ). Their combined perfor-
mance was obtained by combining the outcomes of all CV test sets for all subset clas-
sifiers and using these to generate an ROC-curve [127] for the entire data set. The area
under the ROC-curve (AUC) was used as performance measure. Classifiers were also
trained on the entire set of variants (CE ), in which case the average AUC of the ten CV-
loops was used as performance measure. For classifier types, CE and CS , a classifier was
trained for each of the feature categories, and a classifier was trained on all features.
Feature scaling was applied to enable the use of data with varying ranges. All feature
values were standardized (the feature value subtracted by the mean of the feature vector
and the result divided by the standard deviation of the feature vector) so that all feature
vectors have zero-mean and unit-variance.

After cross-validation, classifiers were trained on the entire data sets. These classifiers
were used to obtain feature weights. For a given set of variants V , the feature weight
vector w from the trained SVM classifier was obtained using:

w = ∑
vi∈V

αi yiΦ(vi ), (6.1)

in whichαi are the weights assigned to the objects (variants), yi are the variant labels (−1
for neutral and 1 for disease-associated) andΦ(vi ) is a function that maps a variation vi

to its feature representation. For comparison, weight vectors are standardized to zero
mean and unit standard deviation.
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OTHER PREDICTION METHODS

Predictions for our mutation data set were obtained using the two often used predic-
tion methods SIFT [189] and PolyPhen2 [197]. SIFT predictions were obtained using
their website, the resulting SIFT scores were used as prediction outcome. Predictions
were missing for a total of 4,208 mutations, either because the protein ID (ENSP) or
the requested position in the sequence was not found by the current SIFT predictor.
PolyPhen2 predictions were also obtained using their website. Both our list of muta-
tions and the FASTA file with human proteins were supplied to the method, which was
run using HumDiv as classifier model, GRCh37/hg19 as genome assembly, canonical
transcripts, and missense annotations. The resulting Naive Bayes posterior probabilities
were used as prediction outcome. No predictions were given for 647 variants. The area
under the ROC-curve was used as performance measure.

6.5. SUPPORTING INFORMATION

The supporting information can be accessed online 1.
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In this work we identified sequence-based differences between extracellular proteins
with low and high production levels in the condition of over-expression in A. niger, and
used this to improve production levels by making a protein’s sequence properties more
similar to those of proteins with high production levels. In chapter 2, classifiers were
constructed for predicting successful high-level production and secretion. The analysis
in chapter 3 showed which sequence properties correlate with either low or high pro-
duction levels, and in chapter 5 we showed how the trained classifier can be employed
to improve production levels through protein redesign. Predicting high-level production
and redesigning proteins for improved production levels has great potential for applica-
tion in the biotechnology industry. Predictors can be used to identify proteins that have
potential for large-scale production in A. niger. The protein design approach can be used
to optimize production levels of industrial enzymes. Also, additional analysis and design
iterations could help to increase our understanding of the secretion pathway.

Successful improvement of protein production levels through protein design is a very
promising result, but application of this approach depends on several important re-
quirements. First of all, a large set of sample proteins is required to enable classifier
training. In our case, this was achieved by gathering relatively easy to measure, but low
resolution binary information on low- vs. high-level production, based on the observa-
tion of a visible band on a gel. Moreover, we did not restrict ourselves to proteins within
a certain family, but included any protein that was expected to be secreted. It is difficult
to indicate what a sufficiently large data set size is, because this is very much dependent
on the (complexity of the) problem at hand. The set of ≈ 350 A. niger proteins (homol-
ogous expression) was sufficient for training a well-performing classifier, but the perfor-
mance obtained on the set of ≈ 1000 heterologous proteins from other organisms was
much lower. Yet, increasing the data set size does not guarantee improved classification
results.

Besides having enough sample proteins for classifier training, it is also required that
there are sequence-based differences between the classes under consideration. This can
be verified by inspecting how well classes can be separated by sequence-based classi-
fiers. In chapter 2, good class separation for the set of host-own A. niger proteins was
shown, while in chapter 3 it was shown that class separability of the set of proteins
from other organisms is much worse. We therefore targeted only A. niger proteins for
redesigns. However, class separability alone is not enough if the aim is to alter produc-
tion levels by changing sequence properties. It shows that a correlation exists but it does
not provide any proof for a causal relation. It was therefore (beforehand) unknown if
changing sequence properties would affect production levels. By successfully increas-
ing production levels using the suggested approach in this work, we showed that such
a causal relation exists. It is important to notice that the mentioned requirements are
necessary for our approach to work but they do not guarantee success.

CLASSIFIER-BASED APPROACH: UNBIASED DESIGN, DIFFICULT INTERPRETATION

We improved protein production levels by making their sequence characteristics more
similar to proteins that are known to provide high production levels. For this approach,
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no human biological knowledge is required to target specific biological mechanisms or
processes that are expected to be related to production speed and secretion levels. The
redesign is instead guided by a large set of example proteins, which makes it an un-
biased approach. By altering sequence-properties, the underlying biology is implicitly
targeted. Moreover, our approach circumvents the complex mathematical modeling of
the involved biology, which is often difficult and computationally expensive.

As mentioned before, changing protein sequence properties implicitly changes pro-
cesses and mechanisms involved in protein production and secretion, but it is unknown
how they induce production-level changes. We attempted to get better insight into the
relation between sequence properties and production levels by making classifiers, often
considered black boxes and usually used for prediction purposes only, more transparent.
This enabled us to observe which (combinations of) object features are most discrim-
inating, thereby revealing sequence-based differences between proteins with low and
high production levels. However, it is difficult to use these observations to draw firm
biological conclusions. This is because the trained classifier captures a mapping from
sequence properties to production level, while the relation between sequence proper-
ties and the biological processes or mechanisms are often unknown. In other words,
there is a knowledge-gap, and although this allows for an unbiased design approach, it
complicates biological interpretation.

The interpretations presented in this work therefore do not directly contribute to our
understanding of the biology behind the secretion pathway, but the results can be very
useful to direct additional biological or bioinformatics research. For example, the over-
representation of tyrosine and other aromatic amino acids in proteins with high produc-
tion levels is a highly interesting and novel observation that provides a potentially direc-
tion for following research. However, with such observations there is the risk of being
biased towards what we already know about the subject under investigation. Moreover,
interpreting classifiers brings the risk of reductionism. Showing that oranges are healthy
food provides no evidence that vitamin C per se is healthy. Similarly, the fact there are
relatively few lysines in proteins with high production levels does not necessarily mean
that lysines per se are bad for production levels. The strength of classifiers is that they
can find combinations of features that are important for class separation. One should
therefore be careful by drawing conclusions based on single features.

For the analysis described in chapter 3, much effort has been put into finding features
that improve classification performance and that are more specific than the amino acid
composition, so that it may be easier to link the predictive sequence properties to spe-
cific biological processes or mechanisms. In particular, much time has been spent on
finding patterns of physicochemical properties, both using existing features, such as au-
tocorrelation, pseudo amino acid composition, and quasi-sequence-order descriptors,
and by developing new features. Even though initial results looked promising, classi-
fication results never outperformed those of classifiers that used only the amino acid
compositions.



7

102 7. DISCUSSION

PROTEIN STRUCTURE

The results in chapters 2 and 3 describe only sequence-based differences between pro-
teins with low and high production levels. An attempt was made to perform similar anal-
yses with protein structure data, but this provided several difficulties that made further
exploration of this research direction infeasible. This direction of research is, however,
still interesting for future work, although the current difficulties need to be addressed.

First, the availability of protein structure data is limited compared to that of sequence
data. This is because measuring structure is more expensive and time consuming than
measuring the sequences, but also because (parts of) proteins lack a fixed structure, i.e.
they are intrinsically disordered. The upcoming use of predicted structure models im-
proves this situation, but reliable structures will not be available for all proteins and the
issue of intrinsically disordered protein structures remains. Second, the available pro-
tein structure data has a strong bias towards much-researched (parts of) proteins. For
example, the analysis of sequence-based differences between the sequence surrounding
neutral and disease-associated missense mutations in chapter 6, showed that there were
relatively many disease-associated variants for which the structure of the associated pro-
tein (domain) was available. This bias poses the issue that incorporating any structural
feature will lead to a bias in predicting disease-associated missense mutations. Third,
deriving features from three-dimensional structure data is much more challenging than
for one-dimensional sequence data. This holds for both contriving sensible features as
well as computing them. Finally, in contrast to sequence data, one needs to be careful
about the fact that protein structure data is dependent on the experimental condition in
which it is being measured.

Another issue that needs to be addressed for integrating protein structure data in pre-
dictors is data accessibility. The limited strictness of the PDB (Proteid Data Bank) file
format, which is the file format used for storing protein structure data, and the lack of
updating old records to confirm to updated standards severely complicates their use for
computational purposes. Moreover, the most commonly used fixed column text-file for-
mat is unsustainable, difficult to maintain, and a potential source of errors. Also, map-
ping residues to corresponding sequence data is not always straightforward. For future
research, it would help to have different access points to protein structure data: one for
providing easy access to details of single structures, as is currently provided by the RCSB
PDB1, the EBI PDBe2, and the PDBj 3; and one for providing a (programmatic) interface
for obtaining specific types of data for protein (sub)sets, including mappings to protein
sequence and genomic data.

PROTEIN DESIGN

The Gibbs free energy of proteins is usually just below zero to provide them a stable
native fold while remaining a bit flexible. This is what makes proteins such useful tools

1http://www.rcsb.org/pdb
2http://www.ebi.ac.uk/pdbe
3http://pdbj.org/

http://www.rcsb.org/pdb
http://www.ebi.ac.uk/pdbe
http://pdbj.org/
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in a cell, but this also makes them very fragile: a single amino acid substitution can break
this equilibrium and hence change the protein. For our design approach we therefore
choose to stay on the safe side by restricting ourselves to replacing amino acids at the
protein surface and away from the active site. Now that this approach proved successful,
an interesting next step would be to see if further production level improvements can be
obtained while relaxing this restriction. However, targeting the more dangerous areas,
such as the buried residues, would probably require additional tools to asses the risk of
the substitution.

Most of these tools predict if substitutions will affect protein structure by using an em-
pirical method to calculate free energy changes based on atomic structure data. Alter-
natively, a classifier like the one developed in chapter 6 could be useful for making such
predictions based on the local sequence and the local protein structure environment of
the mutated position. However, training such classifiers requires the availability of many
single amino acid substitutions with known effect on the associated protein structure,
which may be difficult to obtain. Moreover, such a predictor would only be capable of
making predictions about single amino acid substitutions. It cannot take into account
the possible combinatorial effect of multiple amino acid substitutions. Still, such a clas-
sifier might prove a useful addition to the free energy-based approaches.

Successful improvement of production levels through protein redesign is a very promis-
ing result, but useful information might also be hidden in the failed redesigns. Analyzing
the structural properties of amino acid substitutions in the unsuccessful redesigns might
help improving the redesign method, for example through the addition of restrictions in
the allowed amino acid substitutions. The analysis-redesign cycle described in this work
could also be the basis of a second cycle that focuses on a single protein. For example for
the redesigned inulinase the design method in chapter 5 could be employed to generate
a range of redesigns with up to 20 mutations. Obtaining quantitative measurements of
the obtained extracellular concentrations of these redesigns would allow for a regression
analysis to get a more detailed picture of the relation between sequence properties and
production levels.

OTHER POTENTIAL REDESIGN TARGETS

The aim of the analysis and redesign approach was to improve extracellular production
levels. The same approach also has potential for two other protein properties: solubility
and thermostability. Both are often a limiting factor for commercial protein production
and for structural studies. This is especially true in case of heterologous gene expression
and in the condition of over-expression. Many strategies are available to improve this,
but only few works applied it to redesign proteins. Most of these target specific physico-
chemical properties that are expected to affect thermostability, such as disulfide bridges
or solvent exposed charges. It would be interesting to see whether a less biased approach
such as the one described in this work could improve results (higher success rates and
greater thermostability increases) and if such results could help indicating which (com-
bination of) sequence (and structure) properties have the greatest effect on protein sol-
ubility and thermostability.
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Besides aiming for a different goal, the approach could also be applied to other targets
than (entire) proteins. One could for example target specific protein parts. In chapter
3 it was shown that the sequence properties of signal peptides are also predictive for
high-level production, although much less than the protein properties. If the prediction
performance for the signal peptide could be improved, for example by using additional
features that capture more location specific properties, then redesigning the signal pep-
tide with a similar approach would provide an additional strategy for optimizing produc-
tion levels. Other potential targets are small peptides for which support vector machines
were developed to predict, for example, peptide binding affinities or the ability of pep-
tides to penetrate cells. Such classifiers might also be reversely applied for redesign pur-
poses. A similar approach might also be applicable to DNA regions, such as promoters
or UTRs, or RNA components.

To conclude, this work shows how machine learning algorithms can be applied to mod-
ify properties of biological molecules, even without exactly understanding how these
modification provide the desired result. The successful results of this first attempt to ap-
ply such an approach hold great promise for further optimizations and to expand it to
a broader range of problems. The approach adds to our capability to customize cells to
our needs. As a future perspective, adding to the currently upcoming field of synthetic
biology, this might help in constructing tailor made biological components to customize
cells for applications in the food, health, and energy industry.
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SUMMARY

The development of high-throughput measurement techniques resulted in rapidly in-
creasing amounts of biological data, which made computational methods essential for
biological research. Hence, the field of bioinformatics emerged that since plays an im-
portant role in storing, making accessible, integrating, and analysing different types of
biological data. Recently, the use of computational methods to (re)design biological
molecules is emerging. This thesis describes an approach to determine which protein
features influence production and secretion under industrial conditions, and how these
results are used to redesign proteins in order to enhance their production levels.

The starting point of this thesis work was a set of measured extracellular concentra-
tions of proteins that were produced under the condition of over-expression in As-
pergillus niger, a filamentous fungus that is often used for industrial protein production
because of its excellent secretion ability. Using this data, classifiers where developed that
can predict successful protein over-production based on its sequence. In practice, these
classifiers can be used to select proteins that have potential for industrial production.

Subsequent classifier analysis was used to infer what sequence-properties relate to
low and high production levels respectively. While taking into account a large set of
sequence-derived characteristics, the amino acid composition, i.e. the relative occur-
rence of the twenty different amino acids in a protein, was found to be best discriminat-
ing. Classifier analysis showed the importance of tyrosines for high production levels,
whereas lysines and methionines were found to occur relatively often in proteins with
low production levels. A similar classifier-analysis method was also used to find charac-
teristic properties of the sequence surrounding neutral and disease-associated missense
mutations in humans.

One of the developed classifiers was used in a protein redesign approach to select amino
acid substitutions that are expected to have a positive effect on a protein’s production
level, while additional objectives and restrictions were used to reduce the probability
that the amino acid substitution will affect the protein structure. Application of this
method resulted in up to ten-fold extracellular concentrations for two A. niger enzymes.
These results show that this approach is a promising new tool to improve production
levels of industrial enzymes. Furthermore, additional research to the redesigned pro-
teins might help to better understand the mechanisms involved in protein production
and secretion in A. niger.
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SAMENVATTING

De ontwikkeling van nieuwe meettechnieken hebben tot een sterke toename van biolo-
gische data geleid, waardoor computationele methoden essentieel geworden zijn voor
biologisch onderzoek. Daaruit is het onderzoeksgebied bioinformatica ontstaan, dat
sindsdien een belangrijke rol speelt bij het opslaan, toegankelijk maken, integreren, en
analyseren van verschillende typen data. Tegenwoordig is het gebruik van computati-
onele methoden voor het (her)ontwerpen van biologische moleculen in opkomst. Dit
proefschrift beschrijft een methode om eiwiteigenschappen te vinden die van invloed
zijn op de productie en secretie van eiwitten die worden geproduceerd onder industriële
condities, en beschrijft eveneens hoe deze resultaten zijn gebruikt bij het herontwerpen
van eiwitten om hun productieopbrengst te verbeteren.

Het uitgangspunt van dit onderzoek was een dataset van metingen naar extracellulaire
concentraties van eiwitten die zijn geproduceerd onder condities waarin overproductie
plaatsvindt in Aspergillus niger, een filamenteuze schimmel die veel wordt gebruikt voor
industriële eiwitproductie vanwege zijn uitzonderlijke secretievermogen. Met behulp
van deze data zijn classificatoren ontwikkeld die successvolle overproductie voorspellen
op basis van eiwitsequenties. Deze kunnen in de praktijk worden toegepast voor het
selecteren van eiwitten die potentieel geschikt zijn voor industriële productie.

Vervolgens zijn deze classificatoren geanalyseerd om te leren welke eigenschappen ka-
rakteristiek zijn voor lage danwel hoge productieniveaus. Uit een grote hoeveelheid
sequentie-gebaseerde eigenschappen is de aminozuurcompositie, d.w.z. het relatieve
voorkomen van elk van de twintig aminozuren in een eiwit, als best onderscheidende
eigenschap gevonden. Verdere analyse heeft laten zien dat tyrosines belangrijk zijn
voor hoge productieniveaus, terwijl lysines en methionines relatief veel voorkomen in
eiwitten met lage productielevels. Eenzelfde methode is ook toegepast om karakte-
ristieke eigenschappen te vinden voor de sequentieomgeving van neutrale en ziekte-
geassocieerde missense mutaties in mensen.

Een van de ontwikkelde classificatoren is toegepast in een eiwit-herontwerpmethode
voor het selecteren van aminozuursubstituties waarvan wordt verwacht dat deze een po-
sitief effect hebben op het productieniveau van het eiwit, terwijl tevens extra ontwerp-
doelen en restricties zijn ingezet om de kans te verkleinen dat de gekozen aminozuur-
substituties de eiwitstructuur aantasten. Het toepassen van deze methode resulteerde
in tienmaal hogere extracullulaire concentraties voor twee A. niger enzymen. Hiermee
introduceert dit proefschrift een nieuwe methode om productieniveaus van industriële
enzymen te verbeteren. Daarnaast kunnen de metingen naar de herontworpen eiwitten
in vervolgonderzoek leiden tot een beter inzicht in welke mechanismen een rol spelen
in eiwit productie en secretie in A. niger.
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