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1

Introduction

1.1 Seismic data analysis

Nowadays, seismic data analysis is commonly utilized in several fields to
estimate the image of the subsurface. A central step in this procedure is
the process to obtain the image from seismic data, which is called seismic
imaging (Fig. 1.1). In general the seismic method can employ two types
of datasets: passive and active seismic wavefield measurements.

Passive seismic data is measured via receivers at the surface or in bore-
holes and indicates the seismic waves caused by natural earthquakes
and the tremors induced by so-called hydraulic fracturing to enhance
oil and gas recovery in hydrocarbon reservoirs via some permanent or
long-term monitoring system. The passive seismic data have been ana-
lyzed to mainly investigate the mechanism of earthquakes and tremors,
like the structure of faults and fractures for the purpose of disaster
prevention and prediction.

On the other hand, active seismic data is directly acquired by using
artificial acoustic sources such as airgun, dynamite, and vibroseis. The
active seismic data method is commonly used in civil engineering and in
the oil & gas industry (e.g. Sheriff and Geldart, 1995). In civil engineer-
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ing, the used active seismic data is one of effective tools to investigate
the structures of the subsurface, including the near surface and the in-
fluence on buildings. In the oil & gas industry, the analysis using active
seismic data plays a key role in the exploration and production for hy-
drocarbons. For example, seismic data analysis can provide an image
of the subsurface with a vertically/horizontally wide coverage with rela-
tively high resolution for the subsurface compared to the analysis using
other types of data such as well data, electromagnetic data, and gravity
data etc. An example of such seismic image is shown in Fig 1.1. This
means that seismic data analysis is usually a cost-effective approach,
especially in marine exploration projects since the availability of well
data is limited in the exploration stage. Moreover, seismic data is com-
monly used for reservoir characterization (e.g. Avseth et al., 2005) by
employing so-called amplitude versus offset (AVO) analysis, especially
in the production stage.

This thesis focuses on the seismic imaging of active seismic data. A fun-
damental problem in seismic imaging is that both the depth reflectivity
and velocity distribution of the subsurface have to be predicted by only
seismic events observed at the surface , which is a mathematically ill-
posed problem. Therefore, the seismic imaging process consists of two
key components: 1) reflectivity estimation, 2) velocity estimation.

Figure 1.1: An example of seismic imaging result, which is the estimated
reflectivity in chapter 3.
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1.2 Reflectivity estimation

A key process to estimate a reflectivity model of the subsurface by
seismic data is called migration, where this word was introduced by
Hagedoorn (1954). According to well-known literature (Yilmaz, 2001),
“migration moves dipping reflections to their true subsurface positions
and collapses diffractions, thus increasing spatial resolution and yield-
ing a seismic image of the subsurface”. To move the reflections to their
accurate subsurface positions, knowledge regarding propagation veloci-
ties of seismic waves in the subsurface is required. Therefore, a velocity
model needs to be assumed in order to estimate a reflectivity model
by the seismic migration process. In this section, the major seismic
migration schemes are reviewed.

1.2.1 Kirchhoff migration

Kirchhoff migration is a seismic migration scheme based on the so-called
Kirchhoff integral (Schneider, 1978), which is an analytical solution
of the wave equation by an integral formulation in order to describe
wavefield extrapolation to predict unknown propagated wavefields from
known wavefields at some measurement locations. In Kirchhoff migra-
tion, travel-times of seismic waves in the subsurface are usually calcu-
lated by ray tracing (e.g. Julian and Gubbins, 1977; Aki and Richards,
1980) based on the transport and eikonal equations, which are approx-
imations to the wave equation at a high frequency limit.

Kirchhoff migration is a migration scheme proposed about 40 years ago,
but it is still used because it does not require high quality data and
large computational cost compared to modern migration algorithms.
However, since Kirchhoff migration is based on high-frequency approxi-
mations, the accuracy of the migration result is not guaranteed in some
complex structures (e.g. Gray et al., 2001).
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1.2.2 One-way wave equation migration

One-way wave equation migration is a migration scheme to address
the complex structure problem in the Kirchhoff migration. Although
the Kirchhoff migration deals with wave propagation via calculated
travel-times, one-way wave equation migration handles waveform-based
propagation at each step of the wavefield-continuation process (Claer-
bout, 1971; Claerbout and Doherty, 1972; Gazdag, 1978; Stolt, 1978;
Berkhout, 1982). While some literature simply calls this type of migra-
tion wave-equation migration (WEM) (Gazdag, 1978), the term WEM
includes Kirchhoff migration in other literature, because Kirchhoff mi-
gration is also based on the wave equation. Therefore, since the def-
inition of the term WEM is ambiguous, the term one-way WEM is
used here. “One way” propagation means that the calculated propaga-
tion has a direction like upgoing and downgoing, and the upgoing and
downgoing wavefields are separately calculated. On the other hand,
“two way” propagation allows us to simultaneously calculate two direc-
tions, which represent the propagtion with 360 degree (Wapenaar and
Berkhout, 1989).

One-way WEM is usually positioned between Kirchhoff migration and
so-called reverse time migration (RTM), which will be explained later
on, in terms of accuracy and computational cost. The limitation of
the one-way WEM is a difficulty to image structures with steep dips,
due to the assumption of the one-way propagator that does not allow
wavefields to travel close to 90 degree or beyond.

1.2.3 Reverse time migration

RTM is a so-called two-way migration method in which wavefields are
propagated through the subsurface by solving the exact wave equa-
tion without any assumption on wave propagation direction in order
to potentially deal with all dip events in complex structures (Baysal
et al., 1983; McMechan, 1983; Whitmore, 1983). The modeling algo-
rithm in RTM is based on some discretization method to directly solve
the wave equation such as finite difference schemes (e.g. Alterman and
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Karal, 1968; Boore, 1972; Virieux, 1986), finite element schemes (e.g.
Lysmer and Drake, 1972; Smith, 1975), spectral schemes (e.g. Tal-Ezer
et al., 1990) and pseudo-spectral schemes (e.g. Kosloff and Baysal, 1982;
Kosloff et al., 1990). RTM is capable of obtaining accurate image for
complex structures when the observed data has high S/N ratio and the
input velocity is accurate, but the computational cost is high. Further-
more, it suffers from low-frequency artifacts (Mulder and Plessix, 2004)
or unwanted spurious reflection events during the wavefields modeling
stage.

1.2.4 Least-squares migration

An advanced extension for each migration scheme is least-squares migra-
tion (LSM), which is a data-driven approach via an inversion process. In
LSM, the observed shot data is simulated again from the reflectivity im-
age, given the velocity model, by a so-called demigration method, which
is some forward modeling process. The residual between the observed
data and the simulated data is minimized in this inverse problem, and
the gradient for the reflectivity update in each iteration is calculated by
the back propagation of the data residual from the receiver side and the
forward propagation of the original source field. On the basis of the up-
dated reflectivity image and the given velocity model, the demigration
process is performed in the next iteration, where the simulated data is
again compared to the observed data to create the new residual, etc.

Keys and Weglein (1983) originally introduced a generalized linear in-
version for the so-called Born approximation (Born and Wolf, 1980),
which is a scattering theory proposed in quantum mechanics, to accom-
modate insufficient and inaccurate data. Then, the concept of LSM
was incorporated into the Kirchhoff migration process (Nemeth et al.,
1999). Chavent and Plessix (1999) also proposed prestack depth mi-
gration operator to estimate true amplitudes in a least-squares manner.
Later, the framework of LSM was extended to one-way wave equation
migration (Kühl and Sacchi, 2003; Kaplan et al., 2010) and RTM for an
acoustic assumption (Dong et al., 2012; Dai and Schuster, 2013; Wong
et al., 2015). Recently, elastic extensions of least-squares RTM were
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also proposed (Feng and Schuster, 2017; Duan et al., 2017).

Full wavefield migration (FWM) is a migration algorithm that can
also be categorized as LSM (Berkhout and Verschuur, 2011; Berkhout,
2014b; Davydenko and Verschuur, 2017b). The forward modeling pro-
cess in FWM is the so-called full wavefield modeling (FWMod) (Berkhout,
2014a), which is a reflection modeling method based on estimated re-
flectivity, including all higher-order scattering and transmission effects,
with similarities to the Bremmer series (Bremmer, 1951) in optics.

An improvement of accuracy for each migration scheme can be expected
via this data-driven inversion process, although the computational cost
also increases because of the inversion process that is introduced in LSM,
which requires the migration process to be carried out several times.

1.3 Velocity estimation

Since the seismic migration process assumes an input velocity model,
velocity estimation is also an important component of the seismic imag-
ing workflow. Even though we may apply an accurate migration scheme,
we cannot estimate a correct image of the subsurface when the input
velocity for the migration is inaccurate. The features of three commonly
used velocity estimation methods are described in the following.

1.3.1 Normal move-out velocity analysis

A classical method to build a velocity model is normal move-out (NMO)
velocity analysis. This analysis is done by manually picking so-called
semblance plots (Taner and Koehler, 1969), which are velocity analysis
displays to obtain the NMO velocity function. The method is based on
a horizontal layered subsurface with small velocity contrasts. Although
some initial velocity models can be usually built by this NMO velocity
analysis, the estimation for complex structures and high-velocity con-
trast mediums is challenging.
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1.3.2 Migration velocity analysis

Migration velocity analysis (MVA) (e.g. Al-Yahya, 1989; MacKay and
Abma, 1992; Liu and Bleistein, 1995; Jervis et al., 1996) is capable of
estimating the velocity distribution by improving the flatness of events
in so-called common image gathers, which are the migrated images in
which the contributions to the image from different sources or offsets
have not yet been combined. Therefore, in each subsurface location
reflection information is organized in the local offset or angle domain
(Biondi and Symes, 2004; Sava and Biondi, 2004). MVA does not require
subjective picking, source wavelet estimation, nor expensive computa-
tions, and MVA is a stable process to provide relatively accurate velocity
models. However, it is difficult to correctly build high-resolution and
high-contrast velocity models using MVA.

1.3.3 Full waveform inversion

Full waveform inversion (FWI) enables us to estimate a high-resolution
velocity model by using the mentioned least-squares process based on
inversion for full ‘waveform’ data (presented by Tarantola, 1984). It uses
the so-called diving waves in the standard FWI algorithm for seismic
data, where the forward modeling is usually done via finite difference
modeling of the wave equation. However, as FWI is a strongly non-
linear inverse problem, the solutions tend to converge to local minima,
which result into inaccurate velocity models. It is known that several
conditions such as correctness of the initial velocity and presence of
low frequency/wavenumber components in the observed data are cru-
cial in avoiding the local minima in FWI (see e.g. Virieux and Operto,
2009). Several approaches have been proposed to mitigate the local
minima and reduce the conditions of the initial velocity model and the
frequency/wavenumber. For example, the effectiveness of a misfit crite-
rion via Wiener filters for the observed data for FWI was demonstrated
in Warner and Guasch (2016). van Leeuwen and Herrmann (2013) intro-
duced a novel formulation for FWI based on a penalty method to reduce
the local minimum problem. In the formulation, the objective function
consists of a misfit term and an extra penalty term, which represents
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how accurately the wavefields satisfy the wave equation. In relation to
the local minima problem, reconstructing the velocity for high-contrast
geobodies (e.g. salt, basalt) is still a challenge in FWI. In Esser et al.
(2015, 2018), an approach was introduced based on total variation and
the Hinge loss function, which is a loss function used for training clas-
sifiers in machine learning, especially so-called support vector machine
algorithm, to realize the estimation for a high-contrast velocity model.
This approach was expanded by the split Bregman method (Goldstein
and Osher, 2009), although these approaches require the prior informa-
tion for true total variation and Hinge loss of the subsurface (Qiu et al.,
2016). In addition to the challenge caused by the local minima, data
acquisition with long offsets is indispensable to obtain enough depth
penetration because standard FWI exploits diving waves. As a next
step, in recent years, reflection-based full waveform inversion (RWI or
RFWI) has been presented to address this challenge (e.g. Irabor and
Warner, 2016; Sun et al., 2016, 2017). It is envisioned that via conven-
tional diving wave FWI and RWI, a high-resolution velocity image can
be obtained that allows direct interpretation of the subsurface structures
(Routh et al., 2017).

1.4 Simultaneous reflectivity and velocity estimation

Approaches to simultaneously estimate both reflectivity and velocity
models have also been proposed by integrating these two processes.

1.4.1 Migration-based traveltime formulation

Migration-based traveltime (MBTT) formulation was the first approach
to estimate reflectivity and velocity together (Chavent et al., 1994).
Since this method also exploits least-squares process by a non-linear in-
version, reflectivity and velocity models are updated in each iteration by
minimizing the misfit between observed data and modeled data. Plessix
et al. (1999) applied the MBTT formulation to a simple ray modeling
and Clément et al. (2001) extended to 2D acoustic FD modeling in order
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to utilize primary reflected waves. However, high computational cost is
stated as the drawback of this method in Clément et al. (2001), and it
has not been commonly used.

1.4.2 Joint migration inversion

Joint Migration Inversion (JMI) was also proposed as a method to si-
multaneously estimate both velocity and depth reflectivity distributions
and to reduce the mentioned non-linearity in FWI (Berkhout, 2012,
2014c). The seismic modeling algorithm in JMI process is the FWMod
described in the previous section. Since the FWMod is a reflection mod-
eling process, including higher-order scattering and transmission effects,
as mentioned, the JMI process is capable of utilizing all reflected waves,
including internal multiples, for the imaging. In the data modeling
procedure, the velocity model only affects the kinematics without any
scattering effect in the modeling operators and the reflectivity model
only deals with scattering effects. Hence, due to the involved decou-
pling of the parameters reflectivity and velocity, the inverse problem
becomes less non-linear.

1.5 Challenges in seismic imaging

There are still several challenges in seismic imaging. In this section, two
significant challenges that are discussed in this thesis are explained in
relation to the previous descriptions of different imaging and velocity
estimation algorithms.

1.5.1 Low frequencies-dependent velocity estimation

Nowadays, diving waves-based FWI is widely used for velocity estima-
tion. As stated, however, the presence of the low frequencies and low
wavenumbers in the observed data plays a key role in the accurate veloc-
ity output. Here, the desired range of frequencies represents is usually
1-15 Hz of observed seismic data. On the other hand, since the features
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in JMI are to reduce the non-linearity that is present in FWI and to
exploit reflected waves, including internal multiples, such low frequen-
cies dependency of velocity estimation can be reduced, but the presence
of the low frequencies are still desired to stably build accurate velocity
models in JMI.

In recent years, the technologies to acquire such low frequency compo-
nents of both marine and land seismic data have been developed. In
case of marine seismic data acquisition and processing, the introduc-
tion of so-called broadband streamers and the development of advanced
deghosting processes (e.g. Soubaras, 2010; Wang and Peng, 2012) have
improved the quality of the low frequency components used for seis-
mic imaging and reservoir characterization. However, since accurate
deghosting is still a research topic, such low frequencies cannot always
be utilized.

On the other hand, low frequency sources, like so-called broadband vi-
broseis, have been developed for land seismic acquisition (Plessix et al.,
2010; Mahrooqi et al., 2012; Reust et al., 2015). However, such low fre-
quency sources, including also dynamite, are not exploited/mobilized in
all seismic surveys, because related issues such as surface topography,
permission and cost have to be taken into account in seismic surveys.
Hence, performing accurate velocity estimation without such low fre-
quencies is still a challenge in both marine and land seismic imaging.

1.5.2 Near-surface imaging

There are still several large challenges aside from the mentioned low
frequency problem in land seismic imaging. In general the S/N ra-
tio of land seismic data is relatively low due to the inherent problems
such as coarse acquisition specifications and surface noise picked up by
the receivers. Additionally, one of the most serious challenges is that
a complex near surface with strong lateral heterogeneities has a large
distortive impact on seismic imaging quality.

Prior approaches have been proposed to address this near-surface prob-
lem. For instance, so-called static correction (e.g. Cox, 1999) is a clas-
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sical method to correct effects of the near surface in land seismic data
processing, although its assumption that the ray paths in the near-
surface region are straight and oriented in the vertical direction is not
applicable to a complex near surface. Shtivelman and Canning (1988)
proposed a wave equation-based solution to deal with the complexity,
using redatuming operators that were based on a velocity model of the
subsurface. However, obtaining the velocity estimation itself is a major
challenge, because no proper reflections from the near surface are usu-
ally present to carry out common velocity estimation methods, such as
migration velocity analysis.

One of the approaches to avoid velocity estimation in seismic imaging
is a data-driven approach for focusing seismic data to a certain reflec-
tion boundary, which was introduced by Berkhout (1997) and further
exemplified by Thorbecke (1997). It was shown that this so-called com-
mon focus point (CFP)-based technology can be used to remove the
imprint of complex near-surface propagation effects from seismic data
(see e.g. Hindriks and Verschuur, 2001; Kelamis et al., 2002; Verschuur
and El-Marhfoul, 2005; Al-Ali and Verschuur, 2006; El-Marhfoul et al.,
2009). Nevertheless, those implementations were based on the estima-
tion of the redatuming operators in terms of traveltimes and they did
not allow a correct amplitude preservation during redatuming. Haffin-
ger and Verschuur (2010) introduced a method to estimate near-surface
redatuming operators in a full waveform manner instead of simple trav-
eltime manner, such that detailed amplitude and phase information are
included. This approach was extended by Vrolijk et al. (2012) to in-
clude more than one reflector to derive these full wavefield datuming
operators. However, estimating the propagation operator from one or
two laterally continuous reflectors below the weathering layer did not
always provide a robust solution in which all physical relations are in-
volved. Complex transmission effects and surface/internal multiples
within the near-surface region are not included in this approach.

In order to apply model-driven near-surface corrections, the near-surface
velocity model has also been estimated by several approaches. For ex-
ample, first arrival travel-time tomography has been widely applied for
land seismic imaging, especially near-surface imaging (e.g. Zhu et al.,
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1992; Zhang and Toksöz, 1998). This method is an inversion algorithm
to exploit the first arrival travel-time of the observed data and enables
us to stably provide velocity models, owing to the relatively low non-
linearity. The problems in this tomography are that the resolution of
the velocity is low and long offset data is needed to estimate the velocity
at deep depth levels. Moreover, the first arrivals have to be manually
picked.

In recent years, we observe an increased application of FWI mainly
based on diving waves (e.g. Ravaut et al., 2004; Adamczyk et al., 2014)
and/or surface waves (e.g. Ernst, 2013) applied to onshore seismic data
in order to estimate the velocity of the subsurface, including the near
surface. In land data a mix of many types of arrivals are measured:
body P-waves, multiples, converted waves, surface waves, diving and
refracted waves. Therefore, such land data application of FWI and the
involved data pre-processing steps are not straightforward.

1.6 Thesis objectives

The objective of this thesis is originally motivated by improving not only
marine seismic imaging but also land seismic imaging. This study aims
at realizing this objective by mainly extending the methodology around
the mentioned JMI methodology. This thesis presents novel methods in
terms of pre-processing, seismic forward modeling, reflectivity estima-
tion and velocity estimation:

• Pre-processing:

To properly apply waveform modeling-based imaging schemes to
land seismic data, their pre-processing plays a key role in the
final result. A surface amplitude correction framework based on
learning from some synthetic model will be proposed to reduce
the difference of amplitude variations between the observed data
and the simulated data by the seismic modeling algorithm in the
used imaging scheme.

• Omni-directional seismic modeling:
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Since the seismic modeling process in standard FWMod is based
on typical one-way propagators, refracted/diving waves are not
taken into account. A seismic modeling process for refracted/diving
waves and reflected waves, including internal multiples, via one-
way propagators will be presented via adding a horizontal propa-
gation process, which is called omni-directional approach.

• Omni-directional reflectivity estimation (migration):

As standard FWM also does not deal with refracted/diving waves,
an extended migration algorithm to handle such wave modes -
based on the above mentioned modeling process - will be discussed.

• Omni-directional velocity estimation (inversion):

A velocity inversion process will be also derived by utilizing the
omni-directional seismic modeling. This means that an omni-
directional extension of JMI can be implemented by calculating
both the omni-directional reflectivity and velocity estimation.

• Reflectivity-constrained velocity estimation (inversion):

The main feature of JMI is that velocity and reflectivity are inde-
pendent parameters to describe the observed seismic data. How-
ever, for accurate velocity estimation in JMI, when searching the
global minimum, some coupling between reflectivity and velocity
model is desired in the end. An improved velocity estimation pro-
cess, based on a reflectivity constraint, to accurately solve this
inverse problem will be proposed. This reflectivity constraint will
be extended to horizontal direction in the omni-directional ap-
proach.

1.7 Thesis outline

This thesis consists of six chapters, where this introduction is the first
one. The following chapters are:

• Chapter 2 gives the used mathematical notations and represen-
tations for reflection, transmission, and propagation. On the basis
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of the notations and representations, the algorithms of FWMod
and JMI are reviewed.

• Chapter 3 presents a reflectivity constraint for velocity estima-
tion to optimally solve the inverse problem for active seismic imag-
ing. This constraint is based on the fact that a velocity model
can be derived from the definition of reflectivity and acoustic
impedance. The constraint does not require any prior informa-
tion of the subsurface and large extra computational costs, like
the calculation of so-called Hessian matrices. We incorporate this
constraint into the JMI algorithm and call it reflectivity-constraint
joint migration inversion (RCJMI). Numerical and field data ex-
amples are given to demonstrate the validity of our proposed algo-
rithm in case accurate initial models and the low frequency com-
ponents of observed seismic data are absent.

• Chapter 4 describes the application of RCJMI for land seis-
mic data without the low frequency components. In the pre-
processing before RCJMI is applied, a new surface amplitude cor-
rection framework based on learning from some synthetic model is
proposed to reduce the difference of amplitude variations between
the observed data and the simulated data by the seismic modeling
in the used imaging scheme. We test RCJMI with the proposed
amplitude correction framework for a land field dataset where the
low frequency components less than 10 Hz are absent.

• Chapter 5 discusses a novel seismic modeling process for re-
fracted/diving waves and reflected waves including internal mul-
tiples via one-way propagators. This modeling process correctly
incorporates refracted/diving waves and reflected waves into FW-
Mod and deals with not only vertical propagation but also hor-
izontal propagation to realize such waves by an omni-directional
extension. On the basis of this modeling process, we present an
omni-directional wavefield migration (OWM) algorithm to esti-
mate horizontal reflectivity by mainly utilizing refracted/diving
waves. Finally, we propose an omni-directional joint migration
inversion (OJMI) method to simultaneously estimate reflectivity
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and velocity models via vertical and horizontal propagation.

• Chapter 6 describes the main conclusions of the thesis and gives
recommendations for further research.
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Notations and review

We consider a 2D seismic data with Nr ∈ N+ receivers, Ns ∈ N+ sources
and Nω ∈ N+ frequency samples. Since a so-called staggered grid is
utilized to describe the grid of the subsurface, the reflectivity model
and P-wave velocity model are defined by mr ∈ R(Nz+1)×Nx and mc ∈
R>0,Nz×Nx with Nx ∈ N+ lateral samples and Nz ∈ N+ depth samples.
The elements of the reflectivity and velocity model at a lateral location
x and depth z are written by r(x, z) and c(x, z), respectively.

Let P±(zn) ∈ CNr×Ns×Nω and W±(zn±1; zn) ∈ CNr×Nr×Nω be the down-
going/upgoing pressure wavefields at depth level zn and the downgo-
ing/upgoing propagation operators between zn and zn±1 in the frequency
domain, respectively (Wapenaar and Berkhout, 1989). Here, the signs,
∗+ and ∗−, represent ‘downgoing’ and ‘upgoing’. Let R∪(zn),R∩(zn) ∈
RNr×Nr be reflection operators at zn, as illustrated in Fig. 2.1. When
we consider a monochromatic wavefield with the frequency ωf , f =
1, 2, · · ·, Nω, and the source located at xs,ξ, ξ = 1, 2, · · ·, Ns, the downgo-

ing/upgoing wavefields are written by ~P±(zn, xs,ξ, ωf ) ∈ CNr , which are
the vectors in P±(zn). The propagation operator at the frequency ωf
is also described by W±(zn±1; zn, ωf ) ∈ CNr×Nr , which are the matrices
in W±(zn±1; zn). For the simplification, we use the following notations
(see e.g. Berkhout, 1982) for monochromatic wavefields and propagation
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Figure 2.1: Reflected and transmitted wavefields at depth level zn.

operators:

~P±(zn) ≡ ~P±(zn, xs,ξ, ωf ), (2.0.1)

W±(zn±1; zn) ≡ W±(zn±1; zn, ωf ). (2.0.2)

Note that although we describe and demonstrate the process for the
2D case, the method can easily be extended to the full 3D situation
(such as described in Kinneging et al. (1989); Davydenko and Verschuur
(2017b)).

2.1 Representations for reflection, transmission, and
propagation

This subsection reviews the representation for the reflection, transmis-
sion, and propagation to introduce our discussed inverse problem. When
a monochromatic downgoing wavefield ~P+(zn) at depth level zn is re-
flected at a sharp discontinuity, we can write the reflected wavefield in
the frequency domain by using a reflection operator R∪(zn):

~Q−(zn) = R∪(zn)~P+(zn). (2.1.3)

Since the upgoing wavefield does not contain only energy from the re-
flected wavefield but also from the transmitted wavefield in the discon-
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tinuity, at depth level zn, we can actually express:

~Q−(zn) = T−(zn)~P−(zn) + R∪(zn)~P+(zn), (2.1.4)

where ~Q−(zn) ∈ CNr indicates the total upgoing wavefield moving away

from the discontinuity, ~P−(zn) describes the upgoing incoming wavefield
at depth level zn from below, and T−(zn) represents a transmission op-
erator in the discontinuity (see Fig. 2.1). The transmission operators
are defined as T±(zn) ≡ I+δT±(zn), meaning that differential transmis-
sion operator δT±(zn) = 0 if there is no contrast at zn. Then, equation
(2.1.4) is written as:

~Q−(zn) = ~P−(zn) + δT−(zn)~P−(zn) + R∪(zn)~P+(zn), (2.1.5)

where the last two terms contain the scattered wavefields at depth level
zn for the wavefields that arrive from both sides.

In a similar way, the total downgoing wavefield ~Q+(zn) ∈ CNr that
leaves the depth level zn can be written as a sum of transmission and
reflection terms:

~Q+(zn) = T+(zn)~P+(zn) + R∩(zn)~P−(zn) (2.1.6)

= ~P+(zn) + δT+(zn)~P+(zn) + R∩(zn)~P−(zn). (2.1.7)

Equations (2.1.4)-(2.1.7) are similar to the representation of the Brem-
mer series (Bremmer, 1951), which is exploited in the mentioned FW-
Mod process (Berkhout and Verschuur, 2011; Berkhout, 2014a).

The wavefields ~Q±(zn) after the transmission and reflection at zn propa-
gate to the neighboring depth levels zn±1 via the wavefield extrapolation
based on the Rayleigh II integral:

~P±(zn±1) = W±(zn±1; zn) ~Q±(zn), (2.1.8)

where W+(zn+1; zn) and W−(zn−1; zn) are the downgoing and upgoing
propagation operators to propagate the wavefields to the next depth
level zn±1. The elements of W are written by:

Wi,j(zm; zn) = 2sign(zn − zm)
∂G

∂z
(xj, zm;xi, zn), (2.1.9)
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where, G(xj, zm;xi, zn) represents a Green’s function from the origi-
nal location (xj, zm) to the extrapolated wavefield location at (xi, zn).
Within a homogeneous layer, the matrix W exhibits a Toeplitz struc-
ture. This means that the one-way propagation operator in the medium
( i.e. one column of W ) is simply defined by a phase-shift operator
(Gazdag, 1978):

~Wj(zm; zn) = F−1
x [e−jkz∆z̃e−jkxxj ], (2.1.10)

with

kz =

{ √
k2 − k2

x, (|kx|≤ |k|),
−j
√
k2
x − k2, (|kx|> |k|),

(2.1.11)

where ∆z̃ ≡ |zn− zm| and k ≡ ω/c. Fx is the spatial Fourier transform.

In the FWMod procedure, the scattering process described in equations
(2.1.5) and (2.1.7) and the propagation process described in equation
(2.1.8) are recursively performed at each depth. The procedure can be
summarized in the following equations (Berkhout, 2014a; Staal, 2015):

[1] for the downgoing wavefields (m = 1, 2, · · ·, Nz):

~P+(zm) = W+(zm; z0)~S+(z0)

+
m−1∑
n=0

W+(zm; zn)R∩(zn)~P−(zn), (2.1.12)

with

W+(zm; zn) ≡W+(zm; zm−1)
n+1∏

l=m−1

T+(zl)W
+(zl; zl−1), (2.1.13)

[2] for the upgoing wavefields (m = 0, 1, · · ·, Nz − 1):

~P−(zm) = W−(zm; zM)~P−(zM)

+
M∑

n=m+1

W−(zm; zn)R∪(zn)~P+(zn), (2.1.14)
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Figure 2.2: Flowchart of JMI.

with

W−(zm; zn) ≡W−(zm; zm+1)
n−1∏

l=m+1

T−(zl)W
−(zl; zl+1), (2.1.15)

where ~S+(z0) is a downgoing source wavefield at the surface.

2.2 Joint migration inversion

JMI is an inversion algorithm to optimize velocity and reflectivity mod-
els of the subsurface by minimizing the residual between observed and
modeled data, which takes into account the scattering and propagation
process based on the mentioned FWMod process, as shown in Fig. 2.2.

In the standard implementation for JMI (Staal and Verschuur, 2013;
Staal et al., 2014; Verschuur et al., 2016), the objective function, which
contains the residual between the observed data and the modeled data,
is defined as follows:

J =
1

2

Ns∑
ξ

Nω∑
f

‖~P−obs(z0, xs,ξ, ωf )− ~P−mod(z0, xs,ξ, ωf )‖2, (2.2.16)
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where ~P−obs(z0, xs,ξ, ωf ) and ~P−mod(z0, xs,ξ, ωf ) represent the observed shot
data and forward modeled shot data, respectively. Note that this objec-
tive function takes into account multi-shots and multi-frequency com-
ponents of seismic data instead of one shot and its monochromatic com-
ponent.

The reflectivity and velocity update for equation (2.2.16) is solved by
a gradient decent scheme, as shown in Algorithm 1. Here, ∇Jr and
αr represent the gradient and scale factor for the reflectivity update.
∇Jσ and ασ are the gradient and scale factor for the slowness update.
Furthermore, ∗(k) indicates kth iteration in this inversion and ∗i is the
roundtrip number in JMI. The detailed formulation for the update rules
is described in Appendix A.

Algorithm 1 Reflectivity and velocity update process by gradient de-
cent scheme for JMI
Input: K ∈ N+, initial guess: r0, c0

1: for k = 1→ K do
2: i = 2k − 1
3: Compute ~Q±i by equation (2.1.5) and (2.1.7)

4: Compute ~P±i by equation (2.1.12) and (2.1.14)
5: Compute ∇Jr by equation (A.1.4)
6: Compute αr by equation (A.1.7)

7: Update r(k) = r(k−1) + αr∇Jr
8: i = 2k
9: Compute ~Q±i by equation (2.1.5) and (2.1.7)

10: Compute ~P±i by equation (2.1.12) and (2.1.14)
11: Compute ∇Jσ by equation (A.2.22)
12: Compute ασ by equation (A.2.24)

13: Update σ(k) = σ(k−1) + ασ∇Jσ
14: end for

On the basis of the above procedure, JMI enables to automatically up-
date reflectivity and slowness/velocity models of the subsurface in an
alternating manner in each iteration. Like typically done in FWI, to
improve the convergence, the JMI process is run according to a certain
frequency schedule, starting with a low frequency range and expand-
ing the range after certain number of iterations. The main feature of
JMI is that forward modeling is based on the independent parameter
sets, being reflectivity and propagation velocity. By decoupling those
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parameters, the inversion becomes less non-linear.

A simple example for JMI is given in Fig. 2.3 and 2.4. Figure 2.3
represents a synthetic true reflectivity and velocity model. Figure 2.4
(a) and (b) indicate initial models for JMI, while Fig. 2.4 (c) and (d)
illustrate the reflectivity and velocity estimated by JMI. Although it can
be seen that JMI provides a plausible reflectivity and velocity model,
the next chapter will discuss an algorithm to enhance the performance
of JMI.
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Figure 2.3: True reflectivity (a) and velocity (b) model.
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(c) Estimated reflectivity
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Figure 2.4: (a,b) Initial models for JMI and (c,d) the models estimated by
JMI.
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Reflectivity-constrained JMI

3.1 Introduction

A fundamental problem in active seismic imaging is that both the depth
reflectivity and velocity distribution of the subsurface have to be pre-
dicted by only seismic events observed at the surface, which is a mathe-
matically ill-posed problem. Two types of approaches have been mainly
utilized for addressing this problem in the oil and gas industry. One
approach consists of solving the problems in two separate steps: ve-
locity estimation and migration. In this approach, migration provides
the reflectivity image based on the typically smooth velocity model pro-
vided by a preceding velocity estimation method, like FWI (Tarantola,
1984; Virieux and Operto, 2009). Another approach is to utilize an
interactive procedure between velocity and reflectivity estimation. For
example, MVA (e.g. Al-Yahya, 1989; MacKay and Abma, 1992; Liu and
Bleistein, 1995; Jervis et al., 1996) has been commonly used as this
approach.

As mentioned in chapter 1, FWI enables us to estimate high-resolution
velocity model through matching a forward modeled response with the
events of observed ‘waveform’ data (presented by Tarantola, 1984). As
stated, since FWI is the first process in the two steps-based approach,
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migration has to be applied by using the velocity predicted by FWI.

As described in chapter 1, MVA (e.g. Al-Yahya, 1989; MacKay and
Abma, 1992; Liu and Bleistein, 1995; Jervis et al., 1996) is capable of
estimating the velocity distribution by improving the flatness of events
in so-called common image gathers (Fig. 3.1), which are the migrated
images in which the contributions to the image from different sources
or offsets have not yet been combined. Therefore, in each subsurface
location reflection information is organized in the local offset or angle
domain (Biondi and Symes, 2004; Sava and Biondi, 2004). Although
the velocity updated via MVA takes into account information on the
reflectivity of the migrated image, a more advanced migration scheme,
like RTM, is often applied for finally using the predicted velocity after
MVA. Thus, the approach based on MVA also requires an additional
migration process to give the final image as the second step.
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Figure 3.1: An example of angle-domain common image gathers for (a) cor-
rect velocity and (b) wrong velocity.

JMI was proposed as one of the methods to simultaneously estimate
both velocity and depth reflectivity distributions and to reduce the men-
tioned non-linearity in FWI (Berkhout, 2012, 2014c). This means that
the two steps containing velocity analysis and migration are integrated
in the JMI process. As introduced in chapter 2, the seismic modeling
algorithm in the JMI process is FWMod (Berkhout, 2014a; Berkhout
and Verschuur, 2011), which is a reflection modeling process, including
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higher-order scattering and transmission effects, with similarities to the
Bremmer series in optics (Bremmer, 1951). This means that the JMI
process utilizes internal multiples for the imaging, although conventional
imaging methods such as MVA, standard RTM, and standard FWI, do
not deal with internal multiples. In the data modeling procedure, the
velocity model only affects the kinematics without any scattering ef-
fect in the modeling operators and the reflectivity model only deals
with scattering effects. Hence, due to the involved decoupling of the
parameters reflectivity and velocity, the inverse problem becomes less
non-linear. However, for accurate inversion, when searching the global
minimum, some coupling between the two types of parameters will be
desired in the end. In this chapter, we discuss how we can enhance the
estimated velocity model through the estimated reflectivity, such that
a better solution to the inverse problem is obtained.

Several prior studies reported that reflectivity information can aid the
optimization of velocity inversion. Although MVA might be also cate-
gorized in such approach, the drawback of MVA is that the resolution of
the updated velocity is relatively low because MVA exploits the flatness
of common image gathers instead of fitting modeled with measured data.
A scheme to combine MVA with FWI was also suggested in Biondi and
Almomin (2012) to improve the resolution. Incorporating the informa-
tion of migration into the tomography process for velocity estimation
improves the final depth image (Mathewson et al., 2012), where a dirty
salt velocity was estimated via the reflectivity, which is computed by
true-amplitude RTM, under a 1D assumption (Ji et al., 2011). With a
similar reasoning, Maciel et al. (2015) applied nonlinear filters from the
field of morphological image processing to address this challenge and
to enhance the contrast of the JMI velocity solution. In order to im-
prove the resolution of the velocity model, we also presented an initial
algorithm and result (Masaya and Verschuur, 2016b) for reflectivity-
constrained velocity estimation by adding a slowness-based objective
function in JMI, which independently inverts reflectivity and velocity
models.

In this chapter, we propose a new reflectivity-based objective func-
tion instead of the mentioned slowness-based objective function for the
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reflectivity-constrained velocity estimation in JMI. The objective func-
tion per iteration is based on the difference between the estimated reflec-
tivity from JMI and the reflectivity approximated from the estimated
velocity from JMI. In addition, a sparsity constraint for the reflectiv-
ity estimation is introduced to promote the effect of the reflectivity-
constrained velocity estimation. We call this algorithm Reflectivity-
Constrained JMI (RCJMI) (Masaya and Verschuur, 2018a). RCJMI
aims to automatically update velocity with this reflectivity constraint
and also reflectivity in an alternating iteration process.

This chapter gives an algorithm for our proposed reflectivity-constrained
velocity estimation in section 3.2. Next, synthetic and field data exam-
ples are presented in section 3.3 and 3.4, respectively. Then, the ex-
tension to mitigate the assumption in the proposed algorithm is mainly
discussed in section 3.5. Finally, we draw conclusions in section 3.6.

3.2 Algorithm

In this section, we describe our proposed algorithm for iteratively and
automatically reflectivity-constrained velocity estimation. The main
idea in this algorithm is to impose a reflectivity-based constraint dur-
ing the velocity estimation step to improve the accuracy of the JMI
solution, as illustrated in Fig. 3.2 and 3.3. Furthermore, a sparsity con-
straint in the reflectivity update is introduced to further enhance the
reflectivity-constrained velocity estimation.

3.2.1 Reflectivity approximation based on velocity estimation

Firstly, we derive a reflectivity approximation formulated from the esti-
mated velocity. When waves are normally incident to the boundary be-
tween depth level zn and zn+1, the reflection equation for n = 0, ···,M−2
can be described by:

r(x, zn+1) =
ρ(x, zn+1)c(x, zn+1)− ρ(x, zn)c(x, zn)

ρ(x, zn+1)c(x, zn+1) + ρ(x, zn)c(x, zn)
, (3.2.1)
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where c and ρ represent the velocity and density model of the subsur-
face. Next, we assume for our constraint calculation that the density
model ρ is constant because in general the density variation of the sub-
surface is relatively small compared to the velocity variation. Then, the
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reflectivity is approximately calculated by:

r(x, zn+1) ' c(x, zn+1)− c(x, zn)

c(x, zn+1) + c(x, zn)
. (3.2.2)

We additionally assume that the horizontal variation of velocity models
is much smaller than the vertical variation. Then, a numerical approx-
imation can be obtained from equation (3.2.2):

r(x, zn+1) ∼ ∆c

∆z
× const., (3.2.3)

where ∆c ≡ c(x, zn+1)− c(x, zn) and ∆z ≡ zn+1 − zn. Equation (3.2.3)
means a relationship between reflectivity and velocity. Therefore, an
estimated reflectivity rconstr derived from the velocity model, which does
not include the scale of the correct reflectivity, can be defined by:

rconstr ≡
∂c

∂z
. (3.2.4)

3.2.2 Objective function

An objective function for our proposed RCJMI is defined by the men-
tioned reflectivity approximation based on the estimated velocity, i.e.
rconstr, and is given as:

J =
1

2

Ns∑
ξ

Nω∑
f

‖P−obs(z0, xs,ξ, ωf )− P−mod(z0, xs,ξ, ωf )‖2

+ λ2‖r(x, z)− Λrconstr(x, z)‖2
2

+
λ3

2

∑
x

∑
z

ln{1 + κ−2r2(x, z)}, (3.2.5)

where λ2, λ3 ∈ R+ represent the weight parameters for the second and
third terms, respectively. Λ ∈ R+ represents a scale factor between
r(x, z) and rconstr(x, z) that also takes care of the difference in units
and the fact that density variations were neglected. κ ∈ R+ indicates
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a parameter controlling the sparseness of the reflectivity. We express
separately the three terms in the RHS of equation (3.2.5):

J1 ≡
1

2

Ns∑
ξ

Nω∑
f

‖P−obs(z0, xs,ξ, ωf )− P−mod(z0, xs,ξ, ωf )‖2, (3.2.6)

J2 ≡ λ2‖r(x, z)− Λrconstr(x, z)‖2
2, (3.2.7)

J3 ≡
λ3

2

∑
x

∑
z

ln{1 + κ−2r2(x, z)}, (3.2.8)

where J1 is the standard misfit term that is also described in equation
(2.2.16). J2 is a term of the reflectivity constraint to minimize the
residual between the reflectivity calculated by JMI and the reflectivity
approximated by the estimated velocity from JMI. J3 is an optional
term to enhance the sparseness of the reflectivity (Sacchi et al., 1998).
As for the weight parameter (λ2) and sparsity parameter (λ3) in RCJMI,
the optimum values are determined via several parameter tests in each
example. Note that if λ2 is chosen too large, velocity updates will
be calculated almost exclusively from the integrated reflectivity values.
On the other hand, if λ2 and λ3 are chosen too small, the velocity and
reflectivity updates will be mainly determined by the data misfit term.

3.2.3 Reflectivity and velocity updates

As stated previously, the update procedure in JMI consists of the re-
flectivity and slowness/velocity updates, which are derived from the
gradient descent scheme. In RCJMI, the standard misfit function de-
scribed by J1 of equation (3.2.6) and the sparsity function described by
J3 of equation (3.2.8) are used for the reflectivity update. On the other
hand, the velocity update in RCJMI is based on the standard misfit
function shown in J1 of equation (3.2.6) and the reflectivity-constraint
function expressed by J2 of equation (3.2.7).

The gradient of J3 for the reflectivity update is simply calculated by:

∇J3,r(x, z) = λ3
r(x, z)

κ2 + r2(x, z)
. (3.2.9)
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Therefore, the following reflectivity update for RCJMI is given:

r(k+1)(x, z) = r(k)(x, z) + αr(∇J1,r(x, z) +∇J3,r(x, z)). (3.2.10)

As for the velocity update in RCJMI, since the approximated reflectiv-
ity rconstr(x, z) does not have a correct scale, the reflectivity residual
rres(x, z) between r(x, z) and rconstr(x, z) is computed via least-squares
fitting in the first step (see Fig. 3.3):

rres(x, z) ≡ r(x, z)− Λrconstr(x, z), (3.2.11)

Λ = arg minΛ‖r(x, z)− Λrconstr(x, z)‖2
2. (3.2.12)

To obtain the gradient of J2 for the velocity update, we take the nu-
merical integral of the reflectivity residual rres(x, z) along z:

∇J2,c(x, z) = λ2

∫ z

z0

rres(x, z
′)dz′. (3.2.13)

We apply a low-cut filter and a horizontal median filter to the gradi-
ent ∇J2,c(x, z). The low-cut filter applied to the gradient ∇J2,c(x, z)
along z is used to provide a sharp velocity update as the intention of
this penalty term is to provide more detail to the estimated velocity.
After the application of the low-cut filter, a horizontal median filter for
the gradient is performed to remove the outliers, which can generate
artifacts.

A scale factor for the velocity update of this term is given by:

αc2 =

∑
x

∑
z|
∫ z
z0
rres(x, z

′)dz′|2∑
x

∑
z|
∫ z
z0
r(x, z′)dz′|2

. (3.2.14)

Therefore, we can update the velocity model as follows:

c(k+1)(x, z) =
1

σ(k)(x, z) + ασ1∇J1,σ(x, z)
+ αc2∇J2,c(x, z), (3.2.15)

where ∇J1,σ and ασ1 are the gradient and scale factor of the slow-
ness σ(= 1/c) in standard JMI, which correspond to ∇Jσ of equation
(A.2.22) and ασ of equation (A.2.24) in Appendix A. The reflectivity
and velocity update procedure in RCJMI is summarized in Algorithm
2.
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Algorithm 2 Reflectivity and velocity update process in RCJMI

Input: K ∈ N+, initial guess: r0, c0

1: for k = 1→ K do
2: i = 2k − 1
3: Compute ~Q±i by equation (2.1.5) and (2.1.7)

4: Compute ~P±i by equation (2.1.12) and (2.1.14)
5: Compute ∇J1,r by equation (A.1.4)
6: Compute ∇J3,r by equation (3.2.9)
7: Compute αr by equation (A.1.7)

8: Update r(k) = r(k−1) + αr(∇J1,r +∇J3,r)
9: i = 2k
10: Compute ~Q±i by equation (2.1.5) and (2.1.7)

11: Compute ~P±i by equation (2.1.12) and (2.1.14)
12: Compute ∇J1,σ by equation (A.2.22)
13: Compute ∇J2,c by equation (3.2.13)
14: Apply low-cut filter and median filter to ∇J2,c
15: Compute ασ1 by equation (A.2.24)
16: Compute αc2 by equation (3.2.14)

17: Update c(k) = 1/(σ(k−1) + ασ1∇J1,σ) + αc2∇J2,c
18: Compute σ(k) = 1/c(k)

19: end for

3.3 Numerical examples

This section provides two synthetic data examples and one field data
example to evaluate the effectiveness of RCJMI in comparison with
standard JMI. Shot data for the synthetic examples is generated by
FWMod with a Ricker source wavelet centered at 20 Hz in order to
correctly examine the effect of our proposed constraints using the a so-
called ’inverse crime’. Up to the 5th order of multiples are included in
the synthetic data. The acquisition in the synthetic examples assumes
to use fixed receivers at the top of the depth level (z=0).

3.3.1 Example 1: Lens-shaped model

The first example is a 2D model containing a lens-shaped anomaly,
shown in Fig. 3.4 (a) and (b). The model consists of the high-velocity
region with a lens shape and three horizontal reflectors under the region.
The receiver and source intervals are 20 m and 80 m, respectively.

Three frequency schedules, as shown in Table 3.1-3.3, for the iteration
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Table 3.1: The frequency schedule I for JMI and RCJMI in the first example.

Order Frequency (Hz) No. of iterations

1 5-10 12

2 5-20 12

3 5-30 10

4 5-40 106

Total 140

Table 3.2: The frequency schedule II for JMI and RCJMI in the first example.

Order Frequency (Hz) No. of iterations

1 5-10 5

2 5-20 15

3 5-30 15

4 5-40 105

Total 140

Table 3.3: The frequency schedule III for JMI and RCJMI in the first exam-
ple.

Order Frequency (Hz) No. of iterations

1 10-15 5

2 10-23 15

3 10-32 15

4 10-40 105

Total 140

of the inversions are tested to investigate the frequency dependence
with the same conditions aside from the schedule. The maximum offset
in the data used for the inversion is 2000 m. Figure 3.4 (c) and (d)
show the initial velocity and reflectivity models for the inversions. The
parameters λ2=15, λ3=5.0×10−7, and κ=2.5×10−2 are used for RCJMI.
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Figure 3.4: True and initial models in the first example. (a) True reflectivity.
(b) True velocity. (c) Initial reflectivity. (d) Initial velocity.

Figure 3.5 (a)-(h) represent the results of JMI and RCJMI with fre-
quency schedule I. It can be seen that RCJMI accurately inverts a
velocity field and, as a result, the reflectivity image is also correctly
migrated (see Fig. 3.5 (g) and (h)). On the other hand, Fig. 3.6 (a)-
(h) and Fig. 3.7 (a)-(d) indicate the results of JMI and RCJMI with
frequency schedule II and III, respectively. As shown in Fig. 3.5 (b)
and (f), the velocity profiles given by JMI apparently includes the arti-
facts beneath the high velocity region, while these are almost absent in
Fig. 3.6 (b), (f) and Fig. 3.7 (b). This means that the accuracy of the
models estimated by JMI strongly depends on each frequency schedule.
However, RCJMI is capable of providing highly accurate velocity and
reflectivity models, as illustrated in Fig. 3.8.

To quantitatively evaluate the accuracy of the velocity estimation for
JMI and RCJMI, the following velocity error cerror is defined:

cerror ≡
∑

x

∑
z|ctrue(x, z)− cest(x, z)|∑

x

∑
z ctrue(x, z)

, (3.3.16)

where ctrue and cest are the true velocity and the velocity estimated by
the inversions. Figure 3.9 shows the iteration dependence of the velocity



40 Reflectivity-constrained JMI

lateral location [m]

0 200 400 600 800 1000 1200 1400 1600 1800 2000

d
e

p
th

 [
m

]

0

100

200

300

400

500 -0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

lateral location [m]

0 200 400 600 800 1000 1200 1400 1600 1800 2000

d
e

p
th

 [
m

]

0

100

200

300

400

500

[m
/s

]

1800

2000

2200

2400

2600

2800

(a) (b)

lateral location [m]

0 200 400 600 800 1000 1200 1400 1600 1800 2000

d
e

p
th

 [
m

]

0

100

200

300

400

500 -0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

lateral location [m]

0 200 400 600 800 1000 1200 1400 1600 1800 2000

d
e

p
th

 [
m

]

0

100

200

300

400

500

[m
/s

]

1800

2000

2200

2400

2600

2800

(c) (d)

lateral location [m]

0 200 400 600 800 1000 1200 1400 1600 1800 2000

d
e

p
th

 [
m

]

0

100

200

300

400

500 -0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

lateral location [m]

0 200 400 600 800 1000 1200 1400 1600 1800 2000

d
e

p
th

 [
m

]

0

100

200

300

400

500

[m
/s

]

1800

2000

2200

2400

2600

2800

(e) (f)

lateral location [m]

0 200 400 600 800 1000 1200 1400 1600 1800 2000

d
e

p
th

 [
m

]

0

100

200

300

400

500 -0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

lateral location [m]

0 200 400 600 800 1000 1200 1400 1600 1800 2000

d
e

p
th

 [
m

]

0

100

200

300

400

500

[m
/s

]

1800

2000

2200

2400

2600

2800

(g) (h)

Figure 3.5: Reflectivity and velocity models in the first example with frequency
schedule I (5-40 Hz). (a) JMI reflectivity after 65 iterations. (b) JMI velocity
after 65 iterations. (c) RCJMI reflectivity after 65 iterations. (d) RCJMI
velocity after 65 iterations. (e) JMI reflectivity after 130 iterations. (f)
JMI velocity after 130 iterations. (g) RCJMI reflectivity after 130 iterations.
(h) RCJMI velocity after 130 iterations. It can be seen that RCJMI stably
provides accurate velocity models, while the velocity models estimated by JMI
include artifacts.

error cerror for JMI and RCJMI using frequency schedule I, II, and III. It
is clear that the performance of RCJMI is not sensitive to the frequency
schedule, although the solutions inverted by JMI relatively converge to
local minima. Note again that we are dealing with a so-called ’inverse
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Figure 3.6: Estimated reflectivity and velocity models for the first example
with frequency schedule II (5-40 Hz). (a) JMI reflectivity after 65 iterations.
(b) JMI velocity after 65 iterations. (c) RCJMI reflectivity after 65 itera-
tions. (d) RCJMI velocity after 65 iterations. (e) JMI reflectivity after 130
iterations. (f) JMI velocity after 130 iterations. (g) RCJMI reflectivity after
130 iterations. (h) RCJMI velocity after 130 iterations. Note that with this
frequency schedule JMI results are better, although the final RCJMI results
are similar to that of schedule I (Fig. 3.5)

crime’, where the same FWMod is used to obtain the shot data. Thus, in
theory a perfect inversion result could be obtained, so any imperfection
is due to the used inversion algorithm.
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Figure 3.7: Estimated reflectivity and velocity models for the first example
with frequency schedule III (10-40 Hz). (a) JMI reflectivity after 130 itera-
tions. (b) JMI velocity after 130 iterations. (c) RCJMI reflectivity after 130
iterations. (d) RCJMI velocity after 130 iterations. As shown in (c) and (d),
accurate reflectivity and velocity can be reconstructed by RCJMI even if the
low frequency components smaller than 10 Hz are absent.
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Figure 3.8: Comparison of the performance after 130 iterations between JMI
and RCJMI with frequency schedule I (5-40 Hz) at lateral location x = 1000
m.
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Figure 3.9: The velocity error cerror between the true velocity model and the
estimated model from JMI and RCJMI with the frequency schedule I (5-40
Hz), II (5-40 Hz), and III (10-40 Hz). These results demonstrate that the
solutions of RCJMI relatively converge to global minima (see red, purple, blue
lines).

3.3.2 Example 2: SEG/EAGE Salt model

As a more complex and realistic example, a 2D subset of the SEG/EAGE
Salt model is used. Rescaling and horizontal resampling for this model
are applied in order to reduce computation time. The model contains a
salt body, which has high velocity, shown in Fig. 3.10 (a) and (b). The
receiver and source intervals are 10 m and 40 m, respectively.

The frequency schedule I, II, and III, described in Table 3.4-3.6, are used
for the inversions in this example in order to investigate the contribution
of the low frequency components, which are crucial for standard FWI.
Table 3.4 shows that the used frequency bands of seismic data for the
inversion consists of 4 cycles: 1a-3a, 4b-6b, 7c-9c, and 10d-13d. This
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Figure 3.10: True and initial models in the second example. (a) True reflec-
tivity. (b) True velocity. (c) Initial reflectivity. (d) Initial velocity.

Table 3.4: The frequency schedule I for JMI and RCJMI in the SEG/EAGE
salt model example.

Order Frequency (Hz) No. of iterations

1a 5-10 10

2a 5-25 10

3a 5-40 10

4b 5-10 10

5b 5-25 10

6b 5-40 10

7c 5-10 10

8c 5-25 10

9c 5-40 10

10d 5-10 12

11d 5-20 12

12d 5-30 10

13d 5-40 56

Total 180
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Table 3.5: The frequency schedule II for RCJMI in the SEG/EAGE salt model
example.

Order Frequency (Hz) No. of iterations

1a 7-11 10

2a 7-25.5 10

3a 7-40 10

4b 7-11 10

5b 7-25.5 10

6b 7-40 10

7c 7-11 10

8c 7-25.5 10

9c 7-40 10

10d 7-11 12

11d 7-20.6 12

12d 7-30.3 10

13d 7-40 56

Total 180

Table 3.6: The frequency schedule III for RCJMI in the SEG/EAGE salt
model example.

Order Frequency (Hz) No. of iterations

1a 10-14 10

2a 10-27 10

3a 10-40 10

4b 10-14 10

5b 10-27 10

6b 10-40 10

7c 10-14 10

8c 10-27 10

9c 10-40 10

10d 10-14 12

11d 10-22.7 12

12d 10-31.3 10

13d 10-40 56

Total 180
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procedure is effective to estimate high velocity contrasts like salt bodies
by both JMI and RCJMI. The maximum offset used for the inversion is
3370 m. Figure 3.10 (c) and (d) show the initial velocity and reflectivity
models for JMI and RCJMI, which do not include any information about
the salt body. The parameter λ2=10 is used for RCJMI. The sparse term
is not exploited in this example (λ3=0).

We show the results of JMI using frequency schedule I after 60 iterations
in Fig. 3.11 (a) and (b) and after 180 iterations in Fig. 3.11 (e) and
(f). The RCJMI results with frequency schedule I are illustrated in Fig.
3.11 (c), (d), (g), and (h) and the RCJMI results using the frequency
schedule II, and III are shown in Fig. 3.12. Figure 3.13 represents the
iteration dependency of the velocity error cerror for JMI and RCJMI.

It can be observed that after 180 iterations JMI does not reconstruct the
correct shape of the salt body in the velocity estimation (see Fig. 3.11
(f)). However, RCJMI gives the accurate shape of the salt body owing
to its reflectivity-constrained velocity estimation in an early iteration
stage (see Fig. 3.11 (h)). As a result, the reflectivity image is clear
(see Fig. 3.11 (g)), although the depth of the imaged reflectivity below
the salt body is slightly inaccurate due to the overestimated velocity
under the salt body. As shown in Fig. 3.12 and 3.13, both the velocity
and reflectivity distributions are effectively estimated without accurate
initial models and low frequency components of the observed seismic
data. A close inspection of Fig. 3.13 shows that the results without
the low frequency components up to 10Hz, surprisingly enough, show
an improved performance in terms of the velocity estimation in RCJMI.
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Figure 3.11: Reflectivity and velocity models in the second example with fre-
quency schedule I (5-40 Hz). (a) JMI reflectivity after 60 iterations. (b)
JMI velocity after 60 iterations. (c) RCJMI reflectivity after 60 iterations.
(d) RCJMI velocity after 60 iterations. (e) JMI reflectivity after 180 itera-
tions. (f) JMI velocity after 180 iterations. (g) RCJMI reflectivity after 180
iterations. (h) RCJMI velocity after 180 iterations.
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Figure 3.12: RCJMI reflectivity and velocity models after 180 iterations with
frequency schedule II (7-40 Hz) and III (10-40 Hz). (a) RCJMI reflectivity
with frequency schedule II (7-40 Hz). (b) RCJMI velocity with frequency
schedule II (7-40 Hz). (c) RCJMI reflectivity with frequency schedule III
(10-40 Hz). (d) RCJMI velocity with frequency schedule III (10-40 Hz).

3.4 Field data example

Finally, we test our proposed method for a 2D field data provided by
Statoil. The data was acquired by a streamer survey in the North Sea, in
the Vøring area, offshore Norway. The receiver and source intervals used
in our process are 25 m and 50 m, respectively. The direct wave and the
surface-related multiples have been removed, and receiver deghosting
was applied.

The source wavelet used for JMI and RCJMI is estimated from the
surface-related multiples using the so-called estimation of primaries by
sparse inversion (EPSI) process (van Groenestijn and Verschuur, 2009).
As shown in Table 3.7 and 3.8, 5-40 Hz and 7-40 Hz of the seismic data
are prepared for JMI and RCJMI, respectively because it was demon-
strated that RCJMI is not sensitive to the existence of low frequency
components in the above synthetic examples. The maximum offset used
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Figure 3.13: The velocity error cerror between the true velocity model and
the estimated model from JMI and RCJMI using frequency schedule I (5-
40 Hz), II (7-40 Hz), and III (10-40 Hz). Compared with JMI, RCJMI
remarkably reduces the velocity error independently of the existence of low
frequency components.

for the inversion is 2500 m. As the initial velocity model, a simple 1D
velocity function shown in Fig. 3.14 (b) has been chosen. The parame-
ter λ2=2 is used for RCJMI. The sparsity term is not exploited in this
example (λ3=0).

Figure 3.14 (c) and (d) show the reflectivity and velocity estimated by
JMI after 85 iterations and Fig. 3.14 (e) and (f) illustrate the migrated
reflectivity and reconstructed velocity after 85 RCJMI iterations. To
compare the detail of the estimated velocity and reflectivity models, we
show the models in the depth levels 1500-2400 m in Fig. 3.15. As illus-
trated in Fig. 3.15 (a) and (b), the velocity reconstructed by RCJMI has
high resolution and matches the structure of the estimated reflectivity
well, although the lateral variation in the high velocity layer produced
by JMI may be somewhat unlikely in the light of the estimated reflec-
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Table 3.7: The frequency schedule for JMI in the field data example.

Order Frequency (Hz) No. of iterations

1a 5-10 10

2a 5-20 10

3a 5-30 10

4a 5-40 5

5b 5-20 10

6b 5-30 10

7b 5-40 5

8c 5-20 10

9c 5-30 10

10c 5-40 5

Total 85

Table 3.8: The frequency schedule for RCJMI in the field data example.

Order Frequency (Hz) No. of iterations

1a 7-11 10

2a 7-20.6 10

3a 7-30.3 10

4a 7-40 5

5b 7-20.6 10

6b 7-30.3 10

7b 7-40 5

8c 7-20.6 10

9c 7-30.3 10

10c 7-40 5

Total 85

tivity (see the part of the lateral locations 2000-3000 m and the depth
levels 1700-2000 m in Fig. 3.15 (c)). Note that the difference of reflec-
tivity estimated by between JMI and RCJMI is not large because the
velocity variation in this example is relatively small.
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Figure 3.14: Estimated reflectivity and velocity models in the field data ex-
ample. (a) Initial reflectivity. (b) Initial velocity. (c) Reflectivity after 85
JMI iterations (5-40 Hz). (d) Velocity after 85 JMI iterations (5-40 Hz).
(e) Reflectivity after 85 RCJMI iterations (7-40 Hz). (f) Velocity after 85
RCJMI iterations (7-40 Hz).
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Figure 3.15: Estimated reflectivity and velocity models for depth levels 1500-
2400 m. (a) Reflectivity after 85 RCJMI iterations (7-40 Hz). (b) Velocity
after 85 RCJMI iterations (7-40 Hz). (c) Velocity after 85 JMI iterations
(5-40 Hz). It is found that the RCJMI velocity has a better correspondence
to its reflectivity.
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3.5 Discussion

3.5.1 Computational cost

The extra computational cost of our proposed constraint is small. When
the computational time of JMI and RCJMI for 10 iterations in the first
example with the 2D lens-shaped model is measured, the increase of
the computational time by RCJMI is 1.0 % per iteration on average.
Therefore, this constraint does not require large extra computational
cost.

3.5.2 Density variations

Our proposed algorithm assumes that for the constraint calculation the
density of the subsurface is constant, as stated in equation (3.2.2). Since
density variations are generally smaller than velocity variations, this as-
sumption would be realistic. However, density variations can be simply
included in the constraint if a well-known empirical relation, so-called
Gardner’s relation (Gardner et al., 1974), in rock physics is used, which
is given by:

ρ(x, z) = Ac(x, z)B, (3.5.17)

where A,B ∈ R+ represent the parameters for fitting. If velocity c and
density ρ are measured in m/s and g/cm3, respectively, the observation
that taking A = 0.31 and B = 0.25 gives a good fit for typical sediments
is reported in Gardner et al. (1974). A modified reflectivity can be
represented by the following equation instead of equation (3.2.1):

r(x, zn+1) =
Ac(x, zn+1)B+1 − Ac(x, zn)B+1

Ac(x, zn+1)B+1 + Ac(x, zn)B+1

=
c(x, zn+1)B+1 − c(x, zn)B+1

c(x, zn+1)B+1 + c(x, zn)B+1
. (3.5.18)

Here, using ζ(x, z) ≡ c(x, z)B+1, we can derive an approximation:

r(x, zn+1) ∼ ∆ζ

∆z
× const., (3.5.19)
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where ∆ζ ≡ ζ(x, zn+1)−ζ(x, zn). Since this equation (3.5.19) has a sim-
ilarity with equation (3.2.3), a similar constraint can be formulated by
defining rconstr(x, zn+1) ≡ ∂ζ/∂z and rres(x, z) ≡ r(x, z)−Λrconstr(x, z).
The gradient for velocity update described in equation (3.2.13) is re-
placed by:

∇J2,c(x, z) = λ2[ζres(x, z)]
1/(B+1), (3.5.20)

with

ζres(x, z) ≡
∫ z

z0

rres(x, z
′)dz′. (3.5.21)

Hence, this extension of the proposed constraint is capable of dealing
with density variations by giving a parameter B. Note again that since
Gardner’s relation is an empirical relation, this extension does not take
account of any physics theory. Finally, note that this relation is only
used in the constraint for updating the velocity; the forward modeling
process within JMI does not rely on this assumption, as it will use the
reflectivity directly obtained from the seismic data.

3.6 Conclusions

We propose an algorithm for reflectivity-constrained velocity estimation
to improve its accuracy through a novel velocity update process utiliz-
ing the inverted reflectivity in each iteration. This algorithm does not
require any prior information of the subsurface and large extra compu-
tational costs, such as the calculation of so-called Hessian matrices.

The numerical and field data examples demonstrate that the proposed
reflectivity-constrained Joint Migration Inversion algorithm enables us
to largely improve the automatic velocity estimation, even in the case
of high-velocity contrasts, without accurate initial models, although
the final velocity model is not perfect yet probably due to the typical
velocity-depth ambiguities. The reflectivity distributions are also im-
proved owing the accurate velocity. Moreover, the experiments showed
that the performance of the algorithm was not sensitive to the existence
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of the used low frequency components of observed data and to the used
frequency schedule for the inversion.
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4

Land JMI without low
frequency components

4.1 Introduction

Waveform modeling-based imaging schemes such as FWI and least-
squares RTM are commonly used to accurately estimate high-resolution
velocity and reflectivity model of the subsurface. In recent years, land
data application of FWI has increased for the purpose of hydrocarbon
exploration and production (e.g. Plessix et al., 2010; Sedova et al., 2017)
and crustal-scale investigations (e.g. Ravaut et al., 2004; Smithyman and
Clowes, 2013). However, it is known that FWI has several limitations
to predict accurate velocity models (see e.g. Virieux and Operto, 2009).
Since the aim of FWI is solving a strongly non-linear optimization prob-
lem, the solutions tend to converge to local minima. To mitigate the
local minima in FWI, past studies have suggested several requirements
such as correctness of the initial velocity and presence of low frequency
components of the observed seismic data to prevent the so-called cycle
skips caused by the non-linearity (Virieux and Operto, 2009).

To avoid the cycle skip problem, the existence of low frequency com-
ponents, like the range of 1-10 Hz, in seismic data plays a key role in
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FWI. In recent years, we observe an increased acquisition of such low
frequency range for land data by using so-called broadband vibroseis
(Plessix et al., 2010; Mahrooqi et al., 2012; Reust et al., 2015) in order
to improve the application of FWI to land data. The report that FWI
was successfully applied to land data by using conventional vibroseis
appears to be fairly limited (Adamczyk et al., 2015).

However, broadband vibroseis and dynamite, which also enables us to
generate source wavelets with broadband frequency ranges including low
frequency components, are not exploited in all survey areas. In general,
as broadband vibroseis requires a heavy weight to produce the low fre-
quency components of seismic waves, the broadband vibroseis tends to
be huge, which means that the area where the vibroseis can be mo-
bilized is limited. On the other hand, nowadays dynamite for seismic
acquisition is often prohibited or limited in certain areas. Moreover, the
cost of the seismic acquisition to utilize dynamite is relatively expen-
sive compared to the use of vibroseis, because the production rate of
dynamite-based acquisition is relatively low.

In addition to the above frequency problem of FWI, standard FWI re-
quires long offsets to be measured to build the velocity at deep levels
because diving/refracted waves are mainly utilized, although it was re-
cently reported that not only diving/refracted waves but also reflected
waves are exploited through several processing steps in case high quality
land data is measured (Sedova et al., 2017). The acquisition with such
long offsets makes the acquisition area limited, due to natural and ar-
tificial obstacles such as mountains, rivers, jungle and urban buildings,
and the acquisition cost expensive.

We have proposed approaches based on JMI to address the above prob-
lems on land seismic imaging including near-surface imaging and shown
synthetic data examples (Masaya and Verschuur, 2016a, 2017a). As
discussed in previous chapters, JMI is an inversion algorithm to si-
multaneously estimate velocity and reflectivity models by utilizing re-
flected waves including internal multiples (Berkhout, 2012; Staal and
Verschuur, 2012, 2013; Berkhout, 2014b). Since the non-linearity in
JMI is relatively small, the cycle skip problem on the velocity esti-
mation can be reduced. To further mitigate the cycle skip issue and
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estimate more accurate velocity models, recently RCJMI was proposed
(Masaya and Verschuur, 2018a), which imposes a reflectivity constraint
for velocity estimation in the objective function for JMI. The constraint
is based on the velocity model derived from the definition of reflectivity
and acoustic impedance. Then, we demonstrated that the algorithm is
not sensitive to the existence of the low frequency components of marine
seismic data (see also the previous chapter).

In this chapter, we apply RCJMI to a land dataset without low fre-
quency components. To properly apply the waveform modeling-based
imaging scheme to land data, some surface amplitude correction is
needed to mitigate source and receiver response sensitivity. Since the
source and receiver response sensitivity depends on the near-surface con-
dition, the source size, the coupling of sources and receivers, etc., it is
difficult to accurately estimate the correction for the sensitivities, al-
though several approaches under their assumptions have been proposed
to deal with this problem (e.g. Taner and Koehler, 1981; van Vossen et
al., 2006; Maurer et al., 2012). Moreover, when 2D waveform modeling-
based algorithm is applied to 2D seismic data, an additional amplitude
correction is required because real data always experiences 3D propaga-
tion. Approximate 3D to 2D conversion techniques have been presented
to correct this amplitude effect in prior studies (e.g. Williamson and
Pratt, 1995).

For this amplitude variation problem, we propose a novel surface ampli-
tude correction framework (Masaya and Verschuur, 2018b) via learning
from synthetic models in order to deal with source/receiver response
sensitivity and adjust the amplitude of field data to make it suitable for
the modeling algorithm in our imaging scheme. This framework utilizes
the amplitude spectrum of the modeled data produced from some syn-
thetic models. Synthetic and field data examples are shown to discuss
the effectiveness of RCJMI and the proposed correction framework.

This chapter first gives the numerical examples of RCJMI to investigate
the sensitivity to low frequency components of synthetic land data in
section 4.2. Next, the proposed surface amplitude correction is discussed
in section 4.3. Then, a field data example is shown in section 4.4.
Finally, we draw discussion and conclusions on the basis of our results
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in section 4.5 and 4.6, respectively.

4.2 Numerical examples

The synthetic land examples are given to test the performance of RCJMI
without low frequency components of seismic data. The acquisition in
the examples assumes to use fixed receivers at the top of the depth level
z0.

4.2.1 Example 1: Middle-East land model

The first example is a 2D model reflecting a geology with high-velocity
contrasts in the Middle East, as shown in Fig. 4.1 (a) and (b). The
receiver and source intervals are 20 m and 80 m, respectively. Shot
data for this example is generated by FWMod with a Ricker source
wavelet centered at 20 Hz. Up to the 5th order of internal multiples
are included in the synthetic data. The maximum offset in the data
used for RCJMI is 6780 m. Figure 4.1 (c) and (d) show the initial
velocity and reflectivity models for the inversions. The initial velocity
model is a rough 1D model, which values are quite different from the
values of the true velocity. Figure 4.1 (e)-(f) show the results after 135
RCJMI iterations with 5-40 Hz and Fig 4.1 (g)-(h) is the results after
225 RCJMI iterations with 7-40 Hz. It can be seen that RCJMI with
7-40 Hz provides velocity and reflectivity models that are almost the
same as the results obtained by the inversion with 5-40Hz, although the
computation with 7-40 Hz requires additional iterations in this example.

4.2.2 Example 2: Two geobodies model

The second example is a 2D model including two geobodies, as shown
in Fig. 4.2 (a) and (b). This model assumes that there is some high
velocity anomaly like volcanic rock in the near surface. The receiver
and source intervals are 20 m and 40 m, respectively. Shot data for this
example is generated by acoustic FD modeling with a Ricker source
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Figure 4.1: Reflectivity and velocity models in the example of the Middle-East
model. (e)-(f) and (g)-(h) the results after 135 and 225 iterations RCJMI
iterations, respectively.

wavelet centered at 20 Hz in order to avoid the so-called inverse crime
in this example. The major differences between the FD modeling and
FWMod, which is exploited in RCJMI, are the presence of AVO ef-
fects and refracted waves. FWMod as embedded in JMI currently does
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Figure 4.2: Reflectivity and velocity models in the example of the two geo-
bodies model. (e)-(h) represent the results after 150 iterations.

not take into account the AVO effects and does not produce refracted
waves, while the FD modeling handles the effects and refracted waves.
To address these issues in the pre-processing before RCJMI, an off-
set limitation and an FK filter are imposed. The maximum offset in
the data used for the inversion is 2000 m. The FK filter is applied to
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suppress the influence of diving waves generated by the FD modeling.
Figure 4.2 (c) and (d) show the initial velocity and reflectivity models
for RCJMI. Figure 4.2 (e)-(h) represent the results after 150 RCJMI
iterations with 5-30 Hz and 9-30 Hz. It can be seen that RCJMI with
9-30 Hz enables us to invert the accurate geobodies, even though the
low frequency components less than 9 Hz are absent.

4.3 Surface amplitude correction via learning from
synthetic models

This section describes a new surface amplitude correction framework to
properly apply JMI to land seismic data and gives a numerical example
to test the validity. As mentioned in the introduction, the aim of this
amplitude correction is to reduce the influence of the amplitude vari-
ations caused by source/receiver response sensitivity, the difference of
the features between the observed data and the simulated data by the
used imaging scheme, and 3D propagation effects if some 2D model-
ing algorithm in the imaging scheme is applied to 2D seismic data. To
correct such amplitude variations, an amplitude correction framework
based on a learning process from some synthetic models is introduced.

4.3.1 Method

In our proposed framework to estimate surface amplitudes, a synthetic
model of the subsurface needs to be prepared to run a seismic modeling
process and obtain simulated shot data, as shown in Fig. 4.3. Further-
more, source wavelets for the seismic modeling have to be estimated
from the field data. The monochromatic wavefields measured in the
field data ~P−(z0, xs,ξ, ωf ) ∈ CNr is described by:

~P−(z0, xs,ξ, ωf ) ≡ [P−(xr,1, z0, xs,ξ, ωf ), · · · , P−(xr,Nr , z0, xs,ξ, ωf )]
T ,

(4.3.1)

where xr,i represents the receiver location at the ith receiver. Then,

synthetic shot data ~P−synt(z0, xs,ξ, ωf ) ∈ CNr is generated by the seis-
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Figure 4.3: Workflow surface amplitude correction framework via learning
from synthetic models.

mic modeling, the estimated source wavelets, and the synthetic model.
Finally, combining the phase spectrum of the field data with the am-
plitude spectrum of the synthetic data, we obtain the corrected data
~P−corr(z0, xs,ξ, ωf ) ∈ CNr :

P−corr(xr,i, z0, xs,ξ, ωf ) = |P−synt(xr,i, z0, xs,ξ, ωf )|ej arg[P−(xr,i,z0,xs,ξ,ωf )],

(4.3.2)

where i = 1, 2, · · · , Nr. This process means that the amplitude spec-
tra obtained from the synthetic model are copied in each trace for the
pre-processed field data. This amplitude correction framework has two
major advantages. First, the amplitude variations caused by receiver re-
sponse sensitivities can be completely eliminated by exploiting the am-
plitude spectra of the modeled data in this approach. If the amplitude
spectra for the source wavelets are equalized, source response sensitivity
is also mitigated in this procedure. Secondarily, this framework enables
us to fit the amplitude of real data to the used imaging scheme, because
the same seismic modeling algorithm for the used imaging scheme can
be utilized in the workflow. A disadvantage of this method is the un-
certainty of the synthetic training models. This means that we have
to prepare some plausible models for training to estimate amplitude
spectra.
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Since 2D RCJMI and so-called full wavefield migration (FWM) (Berkhout
and Verschuur, 2011; Davydenko and Verschuur, 2017b), which is a
migration algorithm based on FWMod for a fixed input velocity, are
applied as an imaging scheme in this chapter, FWMod is used as the
seismic modeling process in the workflow for the amplitude correction.
Note that other modeling methods like FD modeling can be theoret-
ically replaced in the workflow in the light of used imaging/inversion
schemes (e.g. RTM or FWI).

True model

Elastic FD 

modeling

Observed data 

+ Noise 

Synthetic 

model

FWMod

Modeled 

data

Corrected 

data

Use amplitude spectraUse phase spectra

FWM

Given source 

wavelet

Figure 4.4: Workflow of our proposed the amplitude correction for the nu-
merical example.

4.3.2 Numerical experiment

A subset of the Middle-East land model used in the previous section
is employed in this numerical example to test the proposed amplitude
correction framework (Fig. 4.4), shown in Fig. 4.5 (a)-(d). In addition
to the synthetic model for image estimation, three synthetic models for
training are prepared to examine the dependency of training models
for the proposed amplitude correction. As illustrated in Fig. 4.5 (e)-
(h), the training model A and B are 1D layered models whose velocity
values are different from the true P-wave velocity values (Fig. 4.5 (a)).
The training model C (Fig. 4.5 (i) and (j)) is a 2D model with lateral
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variations. Here, all synthetic reflectivity models are calculated by the
given velocity models and the density models, which are computed by
so-called Gardner’s relation (Gardner et al., 1974). The receiver and
source interval is 20 m and 80 m in this example, respectively.

To produce synthetic shot data for the true model (Fig. 4.5 (a)-(c)),
we use 2D elastic FD modeling, which is different from FWMod. Note
again that one of the differences between the elastic FD modeling and
the standard FWMod that we use here is the existence of AVO effects,
refracted waves, surface waves and converted waves. Furthermore, ran-
dom noise with SNR=-10 dB is added in the generated synthetic data
for the reason of imposing a realistic assumption of onshore seismic data.
In order to investigate the influence for the difference of seismic mod-
eling algorithms, the same source wavelets as true source wavelets are
used to run seismic modeling for training in this example (see Fig. 4.4).
Note that the pre-processing except the proposed amplitude correction
is not applied for the elastic FD data. We perform FWM for a true
velocity shown in Fig. 4.6 (a). The frequency range of 10-40 Hz and
full offset of 7 km in the seismic data are used for the migration.

We show four migration results (Fig. 4.6 (b)-(e)) after 8 iterations: 1)
FWM without any correction (Fig. 4.6 (b)) FWM with the proposed
correction by training model A (Fig. 4.5 (c) and (f)) FWM with the
proposed correction by training model B (Fig. 4.5 (g) and (h)) FWM
with the proposed correction by training model C (Fig. 4.5 (i) and
(j)). It can be seen that the migration result without the amplitude
correction (Fig. 4.6 (b)) includes strong artifacts, especially in the near-
surface region including the weathering layer, which are caused by strong
random noise on the shot data and the mentioned difference of modeling
algorithms between elastic FD modeling and FWMod. However, the
improvement of the image around the weathering layer can be observed
in the migration results with training model A, B and C (Fig. 4.6 (c), (d)
and (e)), owing to the proposed amplitude correction, although there is a
large difference of velocity values between the true P-wave velocity (Fig.
4.6 (a)) and the training velocity models A and B. On the other hands,
the artifacts caused by the learning process for training model C with
lateral variations seems to be slightly strong (Fig. 4.6 (e)), although
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the velocity vaules are relatively accurate. Therefore, it is found that
simple 1D training models seems to be more suitable for this example,
and the differece of velocity values and the number of reflection layers in
the training models does not have large influence on the final migration
result in this example.
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Figure 4.5: True models and training models in the example of the Middle-
East model.
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datasets in the example of the Middle-East model.
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4.4 Field data example

As a field data example, we use a 2D land seismic data provided by
Saudi Aramco, which was used in an EAGE workshop on Near-Surface
in 2005 (see e.g. Al-Ali and Verschuur, 2006). This data was acquired
by a symmetric split receiver spread with a group interval of 30 m for
both sources and receivers in Saudi Arabia. The 2D seismic line is
a crooked line with a large difference in elevations (about maximum
140 m). A subset of the seismic line with relatively small elevations
variations (about maximum 10 m) is chosen to neglect the elevation issue
in this test. Vibroseis with a minimum frequency 10 Hz was employed
for this seismic line. The feature of the subsurface in this survey is large
and complex velocity variations.

4.4.1 Pre-processing including surface amplitude correction

In the pre-processing, first, an FK filter is applied to suppress the sur-
face/diving waves on the observed data (Fig. 4.7 (a)). Next, automatic
gain control is employed to enhance the continuities of seismic events
in the shot gathers and a mute is applied to remove artifacts caused by
the AGC. Then, curvelet denoising is utilized to remove the rest of the
surface waves. The source wavelets are simply estimated by taking the
average amplitude spectrum of the pre-processed data and assigning a
zero phase wavelet to it. Considering the results in the previous numer-
ical example, we make two simple 1D layered models for training (Fig.
4.8). A synthetic shot dataset for the proposed amplitude correction is
generated by FWMod with the estimated source wavelet, as illustrated
in Fig. 4.9. The corrected shot gathers by training models A and B are
illustrated in Fig. 4.7 (b) and (c), respectively.

4.4.2 Full wavefield migration

First, we test FWM for this pre-processed and corrected field data. The
frequency range of 10-60 Hz and a maximum offset of 3.27 km in the
seismic data are used for FWM. We use the input velocity (Fig. 4.10
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Figure 4.7: The comparison of the shot gathers after FK filter, the proposed
amplitude correction with training model A and B in the field data example:
(a) After FK filter, (b) After amplitude correction with training model A, (c)
After amplitude correction with training model B.

(a)), which was obtained from the tomographic inversion in a prior study
(Al-Ali and Verschuur, 2006), for FWM. The FWM result without any
amplitude correction is shown in Fig. 4.10 (b), while Fig. 4.10 (c) and
(d) represent the migration results via the proposed amplitude correc-
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Figure 4.8: Training models in the field data example: (a) Training reflectivity
and velocity A, (b) Training reflectivity and velocity B.

Field data

Pre-processing

Pre-processed 

data

Source wavelet 

estimation

Synthetic 

model

FWMod

Modeled 

data

Corrected 

data

Use amplitude spectraUse phase spectra

FWM/RCJMI

Figure 4.9: Workflow of our proposed amplitude correction for the field ex-
ample.

tion with training model A and B, respectively. The same iteration
number of 8 for FWM are applied in their computations. It can be seen
that the corrected data by the proposed method provides better hori-
zontal continuity of reflectivity (see Fig. 4.10 (c) and (d)), while several
features of the seismic events shown in Fig. 4.10 (b) are preserved in
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the results with the proposed method.

4.4.3 Reflectivity-constrained joint migration inversion

Next, we perform RCJMI for the pre-processed and corrected field data
to estimate both reflectivity and velocity model. For comparison, an ini-
tial velocity for FWM and RCJMI and the result of FWM without any
amplitude correction are shown again in Fig. 4.11 (a) and (b). Figure
4.11 (c) and (d) illustrate the velocity and reflectivity models recon-
structed after RCJMI without amplitude correction and Fig. 4.11 (e)
and (f) show the velocity and reflectivity estimated by RCJMI with the
amplitude correction by training model A. The number of iterations is
180 for both RCJMI results. Compared to the FWM reflectivity model,
the RCJMI reflectivity models have better horizontal continuity, owing
to the updated velocity via RCJMI. Furthermore, the proposed ampli-
tude correction also provides the improved reflectivity image especially
at shallow depth 100-700 m in the RCJMI results (Fig. 4.11 (d) and
(f)). It can be seen that the artifacts around lateral location 2500-3000
m and depth 1500-2000 m in Fig. 4.11 (d) are reduced in the RCJMI
reflectivity with the amplitude correction (Fig. 4.11 (f)).

Angle-domain common image gathers (de Bruin et al., 1990; Sava and
Biondi, 2004) are generated at lateral location 500 m, 1000 m, 1500
m, 2000 m, 2500 m, and 3000 m in order to evaluate the accuracy
of the velocity inverted by RCJMI with the amplitude correction, as
shown in Fig. 4.12. The common image gathers are made with the shot
data before the proposed amplitude correction process. Note that the
flatness in the common image gathers approximately represents accurate
velocity, although the gathers also include the artifacts caused by the
low SN ratio of the original shot gathers. It can be seen that the flatness
in the common image gathers generated by the RCJMI velocity has
improved at almost all levels, especially at depth 2300 m and 2800 m.
Therefore, it is found that RCJMI successfully updates the velocity
model, even though the original field data does not include the low
frequency components less than 10 Hz, which is generally critical for
FWI. However, since the validity of the estimated velocity at the near
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Figure 4.10: Input velocity and results for FWM in the field data example:
(a) Input velocity A for FWM, (b) Migration result without correction, (c)
Migration result with training model A, (d) Migration result with training
model B.

surface (around 0-300 m) cannot be evaluated by this common image
gathers due to the poor quality of the gathers, we discuss this point in
the next section.
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Figure 4.11: Input velocity and RCJMI results for the field data example:
(a) Input velocity A for FWM and RCJMI, (b) FWM reflectivity without
correction, (c) RCJMI velocity without correction, (d) RCJMI reflectivity
without correction, (e) RCJMI velocity with training model A, (f) RCJMI
reflectivity with training model A.
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(b) RCJMI velocity with training model A

Figure 4.12: The comparison of angle-domain common image gathers ob-
tained with (a) the input velocity and (b) the RCJMI velocity. The lateral
locations are 500 m, 1000 m, 1500 m, 2000 m, 2500 m, and 3000 m, respec-
tively.
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4.5 Discussion

4.5.1 Initial velocity dependency of velocity estimation for
near-surface anomalies

We investigate the validity of the estimated velocity by RCJMI at very
shallow level of 0-300 m in the field data example. Another input veloc-
ity (B) model is prepared to examine the initial velocity dependency of
the velocity estimation, as shown in Fig. 4.13 (a). This input velocity B
is made from the original input velocity (A) through strong smoothing.
Figure 4.13 (b)-(d) represent the FWM reflectivity without any ampli-
tude correction, the RCJMI velocity with the proposed correction via
training model A and the RCJMI reflectivity with the proposed correc-
tion via training model A, respectively. The number of iterations for
the FWM and RCJMI is 8 and 180, which are the same values as in
the previous results. The improvement of the reflectivity inverted by
RCJMI can be also seen in the case of this input velocity B.

Figure 4.14 focuses on the comparison between input velocity models
(A and B) and the estimated velocity models at the near-surface level
of 0-500 m. It can be seen that the inverted velocity model from input
velocity B (Fig. 4.14 (b)) also gives the same high and low velocity
anomalies (see Fig. 4.14 (d)) as that from the input velocity velocity
A, although the land data quality is poor compared to standard marine
seismic data and low frequency components are absent. Hence, this
estimated velocity anomalies at the near surface would be plausible,
and they largely contribute to the improved image at the deeper levels.

4.5.2 Surface amplitude correction based on learning pro-
cess

The results of the shown synthetic and field data examples demon-
strate that the proposed surface amplitude correction process can be
a pragmatic approach for at least FWM and RCJMI. While the ap-
proach corrects the common amplitude variations for source/receiver
response sensitivities and 3D propagation effects in the employed 2D
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Figure 4.13: Input velocity B and the results of FWM and RCJMI for the
velocity: (a) Input velocity B for FWM and RCJMI, (b) FWM reflectivity
without correction, (c) RCJMI velocity with training model A, (d) RCJMI
reflectivity with training model A.

seismic modeling process, it can suppress the influence of the intrinsic
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Figure 4.14: Input velocity models and the estimated velocity models by
RCJMI at depth 0-500 m: (a) Input velocity A for RCJMI, (b) Input ve-
locity B for RCJMI, (c) RCJMI velocity for input velocity A, (d) RCJMI
velocity for input velocity B. The amplitude corrected data by training model
A is used for RCJMI.

problems in the seismic modeling of the used imaging scheme. This fea-
ture to fit the observed data to the employed seismic modeling process
is a significant point in the approach, because we might avoid to employ
complex seismic modeling algorithms, which usually contribute to the
high non-linearity in the inversion process. As a result, the reflectivity
image estimated by the amplitude-corrected data could be helpful to
enhance the effect of the reflectivity-constrained velocity estimation in
RCJMI.

However, since this approach has a dependency on training models, we
need to further investigate the way to make and choose the training
models. If we have some well log in the seismic acquisition area, estab-
lishing a training model based on the well log might be a good option.
Furthermore, we envision a ‘self re-training’ method that utilizes the re-
flectivity and velocity estimated by the used imaging/inversion scheme
to construct training models.
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4.6 Conclusions

We discuss the application of RCJMI for land synthetic and field data
without the low frequency components. In the pre-processing, a novel
surface amplitude correction framework based on learning from some
synthetic model is proposed to reduce the difference of amplitude varia-
tions between the observed data and the simulated data by the seismic
modeling in the used imaging scheme. The results for synthetic and field
data examples demonstrated that RCJMI is capable of effectively esti-
mating reflectivity and velocity models, even though the low frequency
components of the observed data are absent and the data amplitudes
are not fully consistent with the employed modeling method.



5

JMI including refracted/diving
waves

5.1 Introduction

Seismic imaging is a significant technology to predict the image of the
subsurface in several fields such as hydrocarbon exploration/production
and civil engineering. One of the challenges in seismic imaging is the ve-
locity estimation for the subsurface, especially complex structures with
sharp contrasts. FWI is a commonly used inversion algorithm to pro-
vide high resolution velocity models through minimizing the residual
between observed data and simulated data, which is computed by a
suitable seismic forward modeling process. However, the solutions for
FWI tend to converge to local minima (see e.g. Virieux and Operto,
2009) due to the non-linearity of the inverse problem, although recently
studies have been reported to mitigate the local minima (e.g. Warner
and Guasch, 2016; van Leeuwen and Herrmann, 2016).

JMI was proposed as one of the methods to reduce the non-linearity in
FWI (Berkhout, 2012, see also chapter 2 and 3 of this thesis). JMI en-
ables us to simultaneously estimate both velocity and reflectivity models
by exploiting reflected waves including internal multiples and transmis-
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sion effects. The seismic modeling algorithm in the JMI process is the
FWMod (Berkhout and Verschuur, 2011; Berkhout, 2014a), which is
a reflection modeling algorithm, including higher-order scattering and
transmission effects, with similarities to the Bremmer series (Bremmer,
1951) in optics. Since a typical one-way propagation operator is utilized
in standard FWMod, the propagation for very steep angles is challeng-
ing. Refractions and diving waves are also not taken into account in the
standard FWMod process.

To address the dip limitation in FWMod, Davydenko and Verschuur
(2013) introduced an imaging method based on so-called duplex waves,
which describe propagation paths with a double reflection involving a
reflecting base boundary and a near-vertical feature (Marmalyevskyy et
al., 2005). Furthermore, the modeling was omni-directionally extended
by an orthogonal wave extrapolation (as presented by Jia and Wu, 2009)
to realize diving waves (Davydenko et al., 2014). In the orthogonal
wave extrapolation, the wavefields are reconstructed by not only vertical
wave extrapolation but also horizontal wave extrapolation. In this prior
approach (Davydenko et al., 2014), however, the direction of orthogonal
components in the scattered wavefields is not optimally handled.

Masaya and Verschuur (2017b) proposed a seismic modeling method
based on an omni-directional approach to correctly deal with the direc-
tion and amplitude of the scattered wavefields and accurately generate
refracted waves and diving waves, as well as reflected waves. In this
method, vertical reflectivity, horizontal reflectivity, and velocity model
grids are defined by their own coordinate positions in a so-called stag-
gered grid fashion. Introducing a concept of intermediate propagation
(e.g. down-rightgoing, up-leftgoing etc) between the horizontal and ver-
tical reflectivity grid in the coordinate system of the orthogonal stag-
gered grid enables us to correctly deal with the direction of the scattered
wavefields from the physics of view. Since the amplitude scale of ver-
tical and horizontal propagation is approximately corrected by using a
forward modeling, internal multiples can be also generated in this mod-
eling. However, this modeling method had still challenges to extend to
reflectivity and velocity estimation. The major problem is that the use
of the forward modeling-based scaling scheme causes a large increase in
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the computational cost.

In this chapter, we discuss an improved seismic modeling method and
present an omni-directional wavefield migration (OWM) and an omni-
directional joint migration inversion (OJMI) algorithm based on this
new forward modeling method. The amplitude scaling process is sim-
plified in this modeling process by calculating the amplitude scale of
horizontally propagated wavefields from that of vertically propagated
wavefields in order to reduce the computational cost and enhance the
accuracy of modeling. In addition to deriving a reflectivity and velocity
update rule based on the horizontal propagation, horizontal reflectivity-
constrained velocity estimation is also formulated in OJMI.

First, this chapter describes the proposed wavefield modeling method
in section 5.2. Next, as an extension of this modeling process to migra-
tion, the OWM algorithm is discussed in section 5.3. Then, in order to
extend to OJMI algorithm, the velocity estimation based on horizontal
propagation and reflectivity constraint is stated in section 5.4. Finally,
we draw discussion and conclusions in section 5.5 and 5.6.

5.2 Omni-directional wavefield modeling

5.2.1 Omni-directional extension

In the omni-directional extension (Davydenko et al., 2014) of FW-
Mod, not only vertical propagation but also horizontal propagation is
calculated, as shown in Fig. 5.1 (b). Reflection operators R∩(xm),
R∪(xm) ∈ RNz×Nz and transmission operators T±(xm) ∈ RNz×Nz are
also defined in the horizontal propagation direction, indicated by ar-
gument xm. However, as the reflectivity and velocity model in the
omni-directional approach of Davydenko et al. (2014) was defined by
the same grid, the direction and amplitude of the scattered wavefields
cannot be correctly taken into account.
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(a) Vertical propagation (b) Horizontal propagation

Figure 5.1: Propagation for omni-directional wavefields.

VelocityHorizontal reflectivityVertical reflectivity

Figure 5.2: Orthogonal staggered grid.

5.2.2 Vertical and horizontal propagation in staggered grid

In order to accurately address the direction and amplitude of the scat-
tered wavefields, the orthogonal staggered grid illustrated in Fig. 5.2
is introduced in our proposed seismic modeling with an omni-directional
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approach. The positions of the vertical reflectivity model mr ∈ RNz×(Nr+1),
the horizontal reflectivity model mhr ∈ R(Nz+1)×Nr and the velocity
model mc ∈ RNz×Nr are separately defined in this grid, which enables
us to compute the intermediate propagation between the horizontal and
the vertical reflectivity grid. Therefore, instead of equation (2.1.4) and
(2.1.6) we can newly describe the following representation for the wave-
fields in the orthogonal staggered grid in FWMod:

~Q+
v (zn) = T+(zn)(~P+

v (zn) + ~P+
right(zn) + ~P+

left(zn))

+ R∩(zn)(~P−v (zn) + ~P−right(zn) + ~P−left(zn)), (5.2.1)

~Q−v (zn) = T−(zn)(~P−v (zn) + ~P−right(zn) + ~P−left(zn))

+ R∪(zn)(~P+
v (zn) + ~P+

right(zn) + ~P+
left(zn)), (5.2.2)

~Q+
h (xm) = T+(xm)(~P+

h (xm) + ~P+
down(xm))

+ R∩(xm)(~P−h (xm) + ~P−down(xm)), (5.2.3)

~Q−h (xm) = T−(xm)(~P−h (xm) + ~P−down(xm))

+ R∪(xm)(~P+
h (xm) + ~P+

down(xm)), (5.2.4)

where the meaning of each wavefields ~P±∗ is shown in Fig. 5.3 and

5.4. The wavefields ~Q±h (xm) ∈ CNz×Nz after the transmission and reflec-
tion at xm propagate to the neighboring horizontal location xm±1 via
the horizontal wave extrapolation, similar to the case of vertical wave
extrapolation described in equation (2.1.8):

~P±h (xm±1) = W±(xm±1;xm) ~Q±h (xm). (5.2.5)

As illustrated in Fig. 5.3 and 5.4, in addition to downgoing, upgoing,
rightgoing and leftgoing wavefield, 8 types of wavefields are calculated
with a limited angle range, like down-rightgoing and left-upgoing wave-
field. Computing the total 12 types of wavefields allows us to correctly
handle the direction of the scattered wavefields.

5.2.3 Angle wavefield decomposition

An angle wavefield decomposition process is introduced to realize the
mentioned wavefields with limited angles. We employ an approach based
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(a) ~P+
v (b) ~P+

down (c) ~P−down

(d) ~P−v (e) ~P+
up (f) ~P−up

Figure 5.3: Definition of vertically propagated wavefields in the proposed mod-
eling. (a) Vertically downgoing wavefields ~P+

v . (b) Vertically down-rightgoing
wavefields ~P+

down. (c) Vertically down-leftgoing wavefields ~P−down. (d) Verti-

cally upgoing wavefields ~P−v . (e) Vertically up-rightgoing wavefields ~P+
up. (f)

Vertically up-leftgoing wavefields ~P−up.

on Poynting vectors (Yoon and Marfurt, 2004), which is capable of de-
termining the angle of the propagated wavefields by the spatial first
derivatives and the temporal first derivatives for the pressure wavefields
in the space-time domain.

The x and z components of the Poynting vector for pressure wavefield
p(x, z, t) at a grid (x, z) are defined by:

Yx(x, z, t; p) ≡ −∂p(x, z, t)
∂t

∂p(x, z, t)

∂x

[∣∣∣∣∂p(x, z, t)∂t

∂p(x, z, t)

∂x

∣∣∣∣+ ε

]−1

,

(5.2.6)

Yz(x, z, t; p) ≡ −∂p(x, z, t)
∂t

∂p(x, z, t)

∂z

[∣∣∣∣∂p(x, z, t)∂t

∂p(x, z, t)

∂z

∣∣∣∣+ ε

]−1

,

(5.2.7)
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(a) ~P+
h (b) ~P+

right (c) ~P−right

(d) ~P−h (e) ~P+
left (f) ~P−left

Figure 5.4: Definition of horizontally propagated wavefields in the proposed
modeling. (a) Horizontally rightgoing wavefields ~P+

h . (b) Horizontally right-

downgoing wavefields ~P+
right. (c) Horizontally right-upgoing wavefields ~P−right.

(d) Horizontally leftgoing wavefields ~P−h . (e) Horizontally left-downgoing

wavefields ~P+
left. (f) Horizontally left-upgoing wavefields ~P−left.

where ε(∼ 0) represents a stability parameter. On the basis of the
components of the Poynting vector Yx and Yz, the down-rightgoing,
down-leftgoing, up-rightgoing, and up-leftgoing wavefields are described
by:

p+
down(x, z, t) =

{
Yx(x, z, t; p

+
v )p+

v (x, z, t) for Yx(x, z, t; p
+
v ) > 0

0 for Yx(x, z, t; p
+
v ) ≤ 0,

(5.2.8)

p−down(x, z, t) =

{
−Yx(x, z, t; p+

v )p+
v (x, z, t) for Yx(x, z, t; p

+
v ) < 0

0 for Yx(x, z, t; p
+
v ) ≥ 0,

(5.2.9)



88 JMI including refracted/diving waves

p+
up(x, z, t) =

{
Yx(x, z, t; p

−
v )p−v (x, z, t) for Yx(x, z, t; p

−
v ) > 0

0 for Yx(x, z, t; p
−
v ) ≤ 0,

(5.2.10)

p−up(x, z, t) =

{
−Yx(x, z, t; p−v )p−v (x, z, t) for Yx(x, z, t; p

−
v ) < 0

0 for Yx(x, z, t; p
−
v ) ≥ 0,

(5.2.11)

The right-downgoing, right-upgoing, left-downgoing, and left-upgoing
wavefields are also expressed by:

p+
right(x, z, t) =

{
Yz(x, z, t; p

+
h )p+

h (x, z, t) for Yz(x, z, t; p
+
h ) > 0

0 for Yz(x, z, t; p
+
h ) ≤ 0,

(5.2.12)

p−right(x, z, t) =

{
−Yz(x, z, t; p+

h )p+
h (x, z, t) for Yz(x, z, t; p

+
h ) < 0

0 for Yz(x, z, t; p
+
h ) ≥ 0,

(5.2.13)

p+
left(x, z, t) =

{
Yz(x, z, t; p

−
h )p−h (x, z, t) for Yz(x, z, t; p

−
h ) > 0

0 for Yz(x, z, t; p
−
h ) ≤ 0,

(5.2.14)

p−left(x, z, t) =

{
−Yz(x, z, t; p−h )p−h (x, z, t) for Yz(x, z, t; p

−
h ) < 0

0 for Yz(x, z, t; p
−
h ) ≥ 0,

(5.2.15)

These representations give angle-based separated wavefields, as shown
for the example in Fig. 5.5.

Note that each propagation with limited angle of 90 degrees instead of
around 180 degrees for downgoing, upgoing, rightgoing, and leftgoing
wavefields is computed in order to minimize the overlap of waves be-
tween the vertical and the horizontal propagation. However, the overlap
is not completely avoided in this process.
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Figure 5.5: An example of the angle wavefield decomposition by Poynting
vectors: (a) Original wavefield, (b) Separated wavefield with right direction,
(c) Separated wavefield with left direction.

5.2.4 Amplitude scaling

Some amplitude scaling is required to conserve the energy of the wave-
fields generated by vertical and horizontal propagation because there is
a difference of amplitude scale between vertically and horizontally prop-
agated wavefields, due to separately defining the vertical and horizontal
reflectivity grid.

An approximate scaling process to correct the amplitude of horizon-
tally propagated wavefields from vertically propagated wavefields is uti-
lized to address this problem, as illustrated in Fig. 5.6. Let P±h ∈
CNz×(Nr+1)×Nω be rightgoing and leftgoing wavefields on the horizontal
reflectivity grid in the frequency domain, and P+

v ∈ C(Nz+1)×Nr×Nω be
downgoing wavefields on the vertical reflectivity grid in the frequency
domain. The amplitude scaling for horizontally propagated wavefields
is described by:

P±h ←

√
1

Nz+1
1
Nr

1
Nω

∑Nz+1∑Nr
∑Nω(P+

v )2√
1
Nz

1
Nr+1

1
Nω

∑Nz
∑Nr+1∑Nω(P±h )2

P±h , (5.2.16)

where indicates that the root-mean-square value of the amplitude spec-
tra for rightgoing and leftgoing wavefields is scaled by that for downgo-
ing wavefields P+

v at every depth, spatial location and frequency. This
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Compute vertical and horizontal propagation.

Generate next order 

internal multiples.

Correct the amplitude scale of horizontal 

propagation from vertical propagation.

Figure 5.6: Schematic workflow for the scaling in the proposed modeling pro-
cess. Note that the difference in color for propagation represents the difference
of the amplitude scale.

process is an approximation to fit the amplitude scale of rightgoing and
leftgoing wavefields to downgoing wavefields. Finally, the procedure to
calculate the wavefields in the proposed modeling process is summarized
in algorithm 3-6. Note that the angle wavefield decomposition is applied
in the time domain, because a median filter for the components of the
Poynting vectors is employed in the time domain in order to enhance the
accuracy of the wave decomposition for the practical implementation.



5.2 Omni-directional wavefield modeling 91

Algorithm 3 Calculation for downgoing wavefields in the proposed
modeling method.

Input: [~P−v (z0), · · · , ~P−v (zNz )], [~P±right(z0), · · · , ~P±right(zNz )], [~P±left(z0), · · · , ~P±left(zNz )],

[T+(z0), · · · ,T+(zNz )], [R∩(z0), · · · ,R∩(zNz )], [W+(z1; z0), · · · ,W+(zNz ; zNz−1)],

[W+(z 1
2
; z0), · · · ,W+(zNz− 1

2
; zNz−1)], ~S+(z0)

Output: [~P+
v (z0), · · · , ~P+

v (zNz )], [~P±down(z 1
2
), · · · , ~P±down(zNz− 1

2
)]

1: ~P+
v (z0) = 0

2: for n = 0→ Nz − 1 do
3: ~P−vert(zn) = ~P−v (zn) + ~P−right(zn) + ~P−left(zn)
4: if n = 0 then
5: ~Q+

v (zn) = ~S+(z0) +T+(zn)(~P+
v (zn) + ~P+

right(zn) + ~P+
left(zn)) +R∩(zn)~P−vert(zn)

6: else
7: ~Q+

v (zn) = T+(zn)(~P+
v (zn) + ~P+

right(zn) + ~P+
left(zn)) + R∩(zn)~P−vert(zn)

8: end if
9: ~P+

v (zn+1) = W+(zn+1; zn) ~Q+
v (zn)

10: ~P+
v (zn+ 1

2
) = W+(zn+ 1

2
; zn) ~Q+

v (zn)

11: end for
12: p+

v ← IFFT [P+
v ], where P+

v ≡ [~P+
v (z 1

2
), ~P+

v (z1+ 1
2
), · · · , ~P+

v (zNz− 1
2
)]

13: p±down ← AngleDecomposition [p+
v ] by eq. (5.2.8) and (5.2.9)

14: P±down ← FFT [p±down], where P±down ≡ [~P±down(z 1
2
), ~P±down(z1+ 1

2
), · · · , ~P±down(zNz− 1

2
)]

Algorithm 4 Calculation for upgoing wavefields in the proposed mod-
eling method.

Input: [~P+
v (z0), · · · , ~P+

v (zNz )], [~P±right(z0), · · · , ~P±right(zNz )], [~P±left(z0), · · · , ~P±left(zNz )],

[T−(z0), · · · ,T−(zNz )], [R∪(z0), · · · ,R∪(zNz )], [W−(z0; z1), · · · ,W−(zNz−1; zNz )],
[W−(z 1

2
; z1), · · · ,W−(zNz− 1

2
; zNz )]

Output: [~P−v (z0), · · · , ~P−v (zNz )], [~P±up(z 1
2
), · · · , ~P±up(zNz− 1

2
)]

1: ~P−v (zNz ) = 0
2: for n = Nz → 1 do
3: ~P+

vert(zn) = ~P+
v (zn) + ~P+

right(zn) + ~P+
left(zn)

4: ~Q−v (zn) = T−(zn)(~P−v (zn) + ~P−right(zn) + ~P−left(zn)) + R∪(zn)~P+
vert(zn)

5: ~P−v (zn−1) = W−(zn−1; zn) ~Q−v (zn)

6: ~P−v (zn− 1
2
) = W−(zn− 1

2
; zn) ~Q−v (zn)

7: end for
8: p−v ← IFFT [P−v ], where P−v ≡ [~P−v (z 1

2
), ~P−v (z1+ 1

2
), · · · , ~P−v (zNz− 1

2
)]

9: p±up ← AngleDecomposition [p−v ] by eq. (5.2.10) and (5.2.11)

10: P±up ← FFT [p±up], where P±up ≡ [~P±up(z 1
2
), ~P±up(z1+ 1

2
), · · · , ~P±up(zNz− 1

2
)]
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Algorithm 5 Calculation for rightgoing wavefields in the proposed
modeling method.

Input: [~P−h (x0), · · · , ~P−h (xNr )], [~P±down(x0), · · · , ~P±down(xNr )], [T+(x0), · · · ,T+(xNr )],
[R∩(x0), · · · ,R∩(xNr )], [W+(x0;x1), · · · ,W+(xNr−1;xNr )], [W+(x 1

2
;x1), · · · ,

W+(xNr− 1
2
;xNr−1)]

Output: [~P+
h (x0), · · · , ~P+

h (xNr )], [~P±right(x 1
2
), · · · , ~P±right(xNr− 1

2
)]

1: ~P+
h (x0) = 0

2: for m = 0→ Nr − 1 do
3: ~P−hori(xm) = ~P−h (xm) + ~P−down(xm)

4: ~Q+
h (xm) = T+(xm)(~P+

h (xm) + ~P+
down(xm)) + R∩(xm)~P−hori(xm)

5: ~P+
h (xm+1) = W+(xm+1;xm) ~Q+

h (xm)

6: ~P+
h (xm+ 1

2
) = W+(xm+ 1

2
;xm) ~Q+

h (xm)

7: end for
8: P+

h ← AmplitudeScaling [P+
h ] by eq. (5.2.16)

9: p+
h ← IFFT [P+

h ], where P+
h ≡ [~P+

h (x 1
2
), ~P+

h (x1+ 1
2
), · · · , ~P+

h (zNr− 1
2
)]

10: p±right ← AngleDecomposition [p+
h ] by eq. (5.2.12) and (5.2.13)

11: P±right ← FFT [p±right], where P±right ≡ [~P±right(x 1
2
), ~P±right(x1+ 1

2
), · · · , ~P±right(xNr− 1

2
)]

Algorithm 6 Calculation for leftgoing wavefields in the proposed mod-
eling method.

Input: [~P+
h (x0), · · · , ~P+

h (xNr )], [~P±down(x0), · · · , ~P±down(xNr )], [T−(x0), · · · ,T−(xNr )],
[R∪(x0), · · · ,R∪(xNr )], [W−(x0;x1), · · · ,W−(xNr−1;xNr )], [W−(x 1

2
;x1), · · · ,

W−(xNr− 1
2
;xNr )]

Output: [~P−h (x0), · · · , ~P−h (xNr )], [~P±left(x 1
2
), · · · , ~P±left(xNr− 1

2
)]

1: ~P−h (xNr ) = 0
2: for m = Nr → 1 do
3: ~P+

hori(xm) = ~P+
h (xm) + ~P+

down(xm)

4: ~Q−h (xm) = T−(xm)(~P−h (xm) + ~P−down(xm)) + R∪(xm)~P+
hori(xm)

5: ~P−h (xm−1) = W−(xm−1;xm) ~Q−h (xm)

6: ~P−h (xm− 1
2
) = W−(xm− 1

2
;xm) ~Q±left(xm)

7: end for
8: P−h ← AmplitudeScaling [P−h ] by eq. (5.2.16)

9: p−h ← IFFT [P−h ], where P−h ≡ [~P−h (x 1
2
), ~P−h (x1+ 1

2
), · · · , ~P−h (zNr− 1

2
)]

10: p±left ← AngleDecomposition [p−h ] by eq. (5.2.14) and (5.2.15)

11: P±left ← FFT [p±left], where P±left ≡ [~P±left(x 1
2
), ~P±left(x1+ 1

2
), · · · , ~P±left(xNr− 1

2
)]
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5.2.5 Numerical examples

We evaluate the performance of our proposed modeling through two
numerical examples.

Example 1: Smooth variation model

The first example is a 2D model including a smoothened high-velocity
and high-density anomaly at shallow depth, as shown in Fig. 5.7. The
aim of this example is to investigate the propagation of diving waves.
The grid size of the velocity, vertical reflectivity and horizontal reflec-
tivity is 10m. Synthetic shot data is generated by acoustic FD model-
ing, conventional FWMod, and our proposed omnidirectional modeling
process to compare their results. The data is modeled using a Ricker
wavelet centered at 20 Hz. The acoustic FD modeling algorithm is 2nd
order in time and 4th order in space (staggered grid). FWMod and
the proposed modeling compute only primaries in the synthetic data in
order to focus on the propagation of diving waves.
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Figure 5.7: True velocity, density, and reflectivity models in the first example.
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The snapshots of the propagated wavefields generated by each seismic
modeling method are shown in Fig. 5.8. In Fig. 5.8 (c), diving waves
are visible in the propagated wavefields produced by the proposed mod-
eling (lower row), although conventional FWMod (middle row) does not
handle the diving waves.
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Figure 5.8: The comparison of snapshots generated by FD modeling (top row),
conventional FWMod (middle row), and the proposed modeling (lower row)
at 0.3 s, 0.4 s, and 0.5 s in the first example. The source is located at lateral
location 700 m. The wavefields in the proposed modeling represent the total
wavefields in the vertical reflectivity grid.

Example 2: Near-surface model including a weathering layer

The second example is a more realistic 2D model including a low velocity
layer at the near surface, as shown in Fig. 5.9. The grid size of the
velocity, vertical reflectivity and horizontal reflectivity is 10m. The
synthetic data is also modeled using a Ricker wavelet centered at 20
Hz. The FD modeling employs the same algorithm as the first example.
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FWMod and the proposed modeling compute up to the 5th order of
internal multiples in the synthetic data.
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Figure 5.9: True velocity, density, and reflectivity models in the second ex-
ample.

The snapshots of the propagated wavefields generated by each seismic
modeling method are shown in Fig. 5.10. We can observe the prop-
agated diving/refracted waves produced by our proposed method via
comparison with the wavefields by the FD modeling and FWMod (see
Fig. 5.10 (c) and (d)).

The shot gathers obtained by the FD modeling, FWMod and the pro-
posed modeling are shown in Fig. 5.11 (a), (b) and (c), respectively. It
can been seen that while conventional FWMod generates only reflected
waves, including internal multiples (see Fig. 5.11 (b)), diving waves
are realized in the shot data produced by the proposed modeling (see
Fig. 5.11 (c)), although the direct waves are distorted by the amplitude
scaling process for the horizontally propagated wavefields.



96 JMI including refracted/diving waves

lateral location [m]

d
e
p
th

 [
m

]

0 200 400 600 800 1000 1200 1400

0

50

100

150

200

250

300

350

400

lateral location [m]

d
e
p
th

 [
m

]

0 200 400 600 800 1000 1200 1400

0

50

100

150

200

250

300

350

400

lateral location [m]

d
e
p
th

 [
m

]

0 200 400 600 800 1000 1200 1400

0

50

100

150

200

250

300

350

400

lateral location [m]

d
e
p
th

 [
m

]

0 200 400 600 800 1000 1200 1400

0

50

100

150

200

250

300

350

400

lateral location [m]

d
e
p
th

 [
m

]

0 200 400 600 800 1000 1200 1400

0

50

100

150

200

250

300

350

400

lateral location [m]

d
e
p
th

 [
m

]

0 200 400 600 800 1000 1200 1400

0

50

100

150

200

250

300

350

400

(a) Wavefield snapshots at 0.2s (b) Wavefield snapshots at 0.3s

lateral location [m]

d
e
p
th

 [
m

]

0 200 400 600 800 1000 1200 1400

0

50

100

150

200

250

300

350

400

lateral location [m]

d
e
p
th

 [
m

]

0 200 400 600 800 1000 1200 1400

0

50

100

150

200

250

300

350

400

lateral location [m]

d
e
p
th

 [
m

]

0 200 400 600 800 1000 1200 1400

0

50

100

150

200

250

300

350

400

lateral location [m]

d
e
p
th

 [
m

]

0 200 400 600 800 1000 1200 1400

0

50

100

150

200

250

300

350

400

lateral location [m]

d
e
p
th

 [
m

]

0 200 400 600 800 1000 1200 1400

0

50

100

150

200

250

300

350

400

lateral location [m]

d
e
p
th

 [
m

]

0 200 400 600 800 1000 1200 1400

0

50

100

150

200

250

300

350

400

(a) Wavefield snapshots at 0.4s (b) Wavefield snapshots at 0.5s

Figure 5.10: The comparison of snapshots generated by FD modeling (upper
image), conventional FWMod (middle image), and the proposed modeling
(lower image) at 0.2 s, 0.3 s, 0.4 s, and 0.5 s in the second example. The
source is located at lateral location 0 m. The wavefields in the proposed mod-
eling represent the total wavefields in the vertical reflectivity grid.
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Figure 5.11: Comparison of shot gathers in the second example, with the
source at x = 280 m (left column) and x = 1190 m (right column).
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5.3 Omni-directional wavefield migration

This section describes an imaging condition for OWM algorithm based
on the horizontal wavefield modeling process, discussed in the previous
section. Then, we define a scaling factor for the horizontal reflectivity
gradient calculated by the imaging condition. Finally, an initial numer-
ical example for this migration is shown.

5.3.1 Reflectivity update based on horizontal propagation

First, the residual between observed and modeled data at the surface is
calculated to derive an imaging condition to update reflectivity models.
We minimize the following residual based on least-squares fitting in the
time domain:

∆p(x, t) ≡ p−obs(x, t)− β(x)p−v (x, t)− γ(x)(p−right(x, t) + p−left(x, t)),

(5.3.17)

with

β(x) = arg minβ‖p−obs(x, t)− β(x)p−v (x, t)

−γ(x)(p−right(x, t) + p−left(x, t))‖
2
2, (5.3.18)

γ(x) = arg minγ‖p−obs(x, t)− β(x)p−v (x, t)

−γ(x)(p−right(x, t) + p−left(x, t))‖
2
2, (5.3.19)

where p−obs(x, t) represents an observed data in the time domain, and
p−v (x, t), p−right(x, t), and p−left(x, t) are simulated upgoing, right-upgoing,
and left-upgoing wavefields at the surface in the time domain, respec-
tively. Then, a residual in the frequency domain ~η ∈ CNr is represented
from the residual in the time domain ∆p(x, t) via the Fourier transform:

~η ≡ ~η(z0, xs,ξ, ωf ) = [η(x 1
2
), · · · , η(xNr− 1

2
)]. (5.3.20)

Using the residual ~η(z0), we derive an imaging condition to calculate
the gradient for vertical and horizontal reflectivity. The calculation
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of the vertical reflectivity gradient and its scaling is the same as the
standard FWM (Berkhout and Verschuur, 2011; Berkhout, 2014b). In
FWM, the vertical gradient is derived from two types of correlations: 1)
a correlation between the forward propagated downgoing wavefield and
the back propagated upgoing wavefield, 2) a correlation between the for-
ward propagated upgoing wavefield and the back propagated downgoing
wavefield.

On the basis of a similar formulation, we can derive a horizontal reflec-
tivity gradient by calculating two types of correlations: 1) a correlation

between the forward propagated rightgoing wavefield ~P+
h (xm) and the

back propagated leftgoing wavefield ~B−h (xm), 2) a correlation between

the forward propagated leftgoing wavefield ~P−h (xm) and the back prop-

agated rightgoing wavefield ~B+
h (xm).

The back propagated leftgoing wavefield ~B−h (xm+1) and the back propa-

gated rightgoing wavefield ~B+
h (xm) are calculated by (m = 0, 1, · · ·, Nr−

1):

~B−h (xm+1) = W−(xm+1;xm+ 1
2
)H~ζ(xm+ 1

2
)

+ W−(xm+1;xm)HT−(xm)H ~B−h (xm), (5.3.21)

~B+
h (xm) = W+(xm;xm+ 1

2
)H~ζ(xm+ 1

2
)

+ W+(xm;xm+1)HT+(xm+1)H ~B+
h (xm+1), (5.3.22)

where ~ζ(xm+ 1
2
) = [η(xm+ 1

2
), 0, · · · , 0]T ∈ CNz is a vector including the

residual in the frequency domain. The first term of the RHS in equations
(5.3.21) and (5.3.22) represents the back propagated wavefield from the
vertical reflectivity grid points at the surface to the horizontal reflec-
tivity grid points. The second term of RHS in equations (5.3.21) and
(5.3.22) indicates the back propagated wavefield from the horizontal
reflectivity grid points to the horizontal reflectivity grid points. There-
fore, the calculation of the horizontal reflectivity gradient in OWM is
summarized in algorithm 7.

Scaling for the calculated horizontal reflectivity gradient is not a straight-
forward process because there is a difference of amplitude scale between
vertically propagated wavefields and horizontally propagated wavefields,
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Algorithm 7 Calculation of the horizontal gradient for OWM.

Input: ~η(z0), ~P±h (xm), T±(xm), (m = 0, 1, · · · , Nr), W+(xm+1;xm), W+(xm+ 1
2
;xm),

(m = 0, 1, · · · , Nr − 1), W−(xm−1;xm), W−(xm− 1
2
;xm), (m = 1, 2, · · · , Nr)

Output: [∇ ~Jr,h(x0), · · · ,∇ ~Jr,h(xNr )]

1: ~B−h (x0) = 0, ~B+
h (xNr ) = 0, ∇ ~Jr,h(x0) = 0, ∇ ~Jr,h(xNr ) = 0

2: for m = 0→ Nr − 1 do
3: ~ζ(xm+ 1

2
) = [η(xm+ 1

2
), 0, · · · , 0]T ∈ CNz , where ~η ≡ [η(x 1

2
), · · · , η(xNr− 1

2
)]

4: ~B−h (xm+1) = W−(xm+1;xm+ 1
2
)H~ζ(xm+ 1

2
) + W−(xm+1;xm)HT−(xm)H ~B−h (xm)

5: ∇ ~Jr,h(xm+1) =
∑Ns

∑Nω <{ ~B−h (xm+1) ◦ [~P+
h (xm+1)]∗}

6: end for
7: for m = Nr − 1→ 0 do
8: ~B+

h (xm) = W+(xm;xm+ 1
2
)H~ζ(xm+ 1

2
) + W+(xm;xm+1)HT+(xm+1)H ~B+

h (xm+1)

9: ∇ ~Jr,h(xm)← ∇ ~Jr,h(xm) +
∑Ns

∑Nω <{ ~B+
h (xm) ◦ [~P−h (xm)]∗}

10: end for

as discussed in the previous modeling part. We approximately deter-
mine a scaling factor for the horizontal reflectivity gradient ∇Jr,h from
the vertical reflectivity gradient ∇Jr,v and its scaling factor αr,v. Let
∇Jr,v(x, z) and ∇Jr,h(x, z) be the vertical and horizontal reflectivity
gradient at grid point (x, z), respectively. Then, we define the following
update rule for the horizontal reflectivity model rh:

rh(x, z)← rh(x, z) +
maxx,z|αr,v∇Jr,v,xz|

maxx,z|∇Jr,h,xz|
∇Jr,h(x, z), (5.3.23)

where ∇Jr,v,xz and ∇Jr,h,xz represent the components of the matrix
which consists of ∇Jr,v(x, z) and ∇Jr,h(x, z), respectively.

5.3.2 Numerical examples

Two numerical examples are given to show the performance of OWM.

Example 1: Salt flank-shaped model

The first example is a 2D model including a salt flank-shaped anomaly
with a high velocity, as shown in Fig. 5.12 (a)-(d). Acoustic FD model-
ing is used to generate synthetic shot data. The lateral and depth grid
size of this model for migration are 20 m and 10 m, respectively.
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For the utilized migration mode schedule, only vertical imaging, which
represents standard FWM, is applied in the first 12 iterations, and then
horizontal imaging is added from the 13th to the last 20th iteration, as
shown in table 5.1. This is because running both vertical and horizontal
imaging in an initial iteration stage causes computational instability in
our experience. The true velocity (Fig. 5.12 (a)) is used as the input
velocity for the migration. Full offset of 3.0 km in the measured seismic
shot data is utilized for OWM.

Figure 5.12 (e) and (f) show the results of the vertical and horizon-
tal reflectivity image by OWM, respectively. The estimated horizontal
reflectivity realizes the lateral reflectivity variation that cannot be re-
constructed by vertical imaging (Fig. 5.12 (f)).

Table 5.1: The migration mode schedule.

Iterations Migration mode

1st-12th Vertical imaging mode

13th-20th Vertical imaging mode + Horizontal imaging mode

Example 2: Lens-shaped model

The second example is a 2D model including a lens-shaped anomaly
with a high velocity, as shown in Fig. 5.13. We perform acoustic FD
modeling to generate a synthetic shot dataset (Fig. 5.15 (a)).

The utilized migration mode schedule for this example is illustrated in
table 5.2. The true velocity (Fig. 5.13 (a)) is used as the input velocity
for the migration. Full offset of the shot data is employed for OWM. In
addition to the original shot dataset, we prepare an inner muted shot
dataset (Fig. 5.15 (b)) to reduce the influence of reflected waves and
investigate the validity of the OWM by utilizing refracted/diving waves.

Figure 5.14 (a) and (b) show the results of OWM for the original shot
data, respectively. It is found that the estimated horizontal reflectivity
shows an outline of the anomaly (Fig. 5.14 (b)), while the vertical
reflectivity estimation also provides an image of the anomaly (Fig. 5.14
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Figure 5.12: True velocity (a), density (b) and reflectivity models (c,d) for
the OWM test and the estimated reflectivity models (e,f).

(a)). For the limited shot data by the inner mute, the shape of the
anomaly is reconstructed in the horizontal image shown in Fig. 5.14
(d), while the vertical reflectivity image (Fig. 5.14 (c)) is affected, as
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Figure 5.13: True velocity, density and reflectivity models for OWM.
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Figure 5.14: Vertical and horizontal wavefield imaging results after 14 itera-
tions for the original shot data (a, b) and the inner-muted data (c, d).

expected. Therefore, these results demonstrate that OWM can utilize
diving waves through its horizontal propagation process, although the
refracted waves are not completely taken into account in this imaging
condition.
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Table 5.2: The migration mode schedule.

Iterations Migration mode

1st-12th Vertical imaging mode

13th-14th Vertical imaging mode + Horizontal imaging mode
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Figure 5.15: Original (a) and inner muted (b) synthetic shot gathers. Yellow
dotted lines represent the boundary of the inner mute.



5.4 Omni-directional joint migration inversion 105

5.4 Omni-directional joint migration inversion

Since an omni-directional extension of wavefield migration was derived
in the previous section, we formulate an omni-directional propagation-
based JMI by adding the slowness update function based on horizontal
propagation.

5.4.1 Slowness update based on horizontal propagation

In order to implement an OJMI method, the slowness gradient to update
velocity based on horizontal propagation is formulated. The calculation
of the slowness gradient based on vertical propagation and its scaling
process is the same as the standard JMI (Berkhout and Verschuur, 2011;
Berkhout, 2014b). In JMI, the slowness gradient obtained by vertical
propagation is derived from two types of correlations: 1) a correla-
tion between the forward propagated downgoing wavefield and the back
propagated downgoing wavefield, 2) a correlation between the forward
propagated upgoing wavefield and the back propagated upgoing wave-
field.

Using a similar formulation, we can derive the slowness gradient based
on horizontal propagation by calculating two types of correlations: 1) a

correlation between the forward propagated leftgoing wavefield ~Q−h (xm)

and the back propagated leftgoing wavefield ~F−h (xm), 2) a correlation

between the forward propagated rightgoing wavefield ~Q+
h (xm) and the

back propagated rightgoing wavefield ~F+
h (xm).

In this process, an operator L(xm;xn), which is similar to the vertical
component shown in equation (A.2.13), is defined by:

~Lj(xm;xn) = F−1
z

[
−jω∆x̃

[
k∗xk

|kx|2+ε

]
σold

e−jkx∆x̃e−jkzzj
]
, (5.4.24)

with

∆x̃ ≡ |xn − xm|. (5.4.25)
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Algorithm 8 Calculation of the slowness gradient for horizontal prop-
agation.

Input: ~η(z0), ~Q±h (xm), T±(xm), (m = 0, 1, · · · , Nr), W+(xm+1;xm),
W+(xm+ 1

2
;xm), L

+(xm+1;xm), (m = 0, 1, · · · , Nr − 1), W−(xm−1;xm),

W−(xm− 1
2
;xm), L

−(xm−1;xm), (m = 1, 2, · · · , Nr)

Output: [∇ ~Jr,h(x0), · · · ,∇ ~Jr,h(xNr)]
1: ~B−h (x0) = 0, ~B+

h (xNr) = 0, ∇ ~Jr,h(x0) = 0, ∇ ~Jr,h(xNr) = 0
2: for m = 0→ Nr − 1 do
3: ~ζ(xm+ 1

2
) = [η(xm+ 1

2
), 0, · · · , 0]T ∈ CNz , where ~η ≡

[η(x 1
2
), · · · , η(xNr− 1

2
)]

4: ~F−h (xm+1) = L−(xm+1;xm)
H ~B−h (xm)

5: ~B−h (xm+1) = W−(xm+1;xm+ 1
2
)H~ζ(xm+ 1

2
) +

W−(xm+1;xm)
HT−(xm)

H ~B−h (xm)

6: ∇ ~Jσ,h(xm+1) =
∑Ns

∑Nω <{~F−h (xm+1) ◦ [ ~Q−h (xm+1)]
∗}

7: end for
8: for m = Nr − 1→ 0 do
9: ~F+

h (xm) = L+(xm;xm+1)
H ~B+

h (xm+1)

10: ~B+
h (xm) = W+(xm;xm+ 1

2
)H~ζ(xm+ 1

2
) +

W+(xm;xm+1)
HT+(xm+1)

H ~B+
h (xm+1)

11: ∇ ~Jσ,h(xm)← ∇ ~Jσ,h(xm) +
∑Ns

∑Nω <{~F+
h (xm) ◦ [ ~Q+

h (xm)]
∗}

12: end for

Therefore, the calculation of the slowness gradient from horizontal prop-
agation in OJMI is summarized in algorithm 8.

A scaling factor for the horizontal effect of slowness gradient ∇Jσ,h as-
sumes to be computed by the vertical effect of slowness gradient ∇Jσ,v
and its scaling factor ασ,v. Then, we define the following update rule
for the slowness model σh computed by horizontal migration:

σh(x, z)← σh(x, z) +

√
1
Nz

1
Nr

∑Nz
∑Nr(ασ,v∇Jσ,v,xz)2√

1
Nz

1
Nr

∑Nz
∑Nr(∇Jσ,h,xz)2

∇Jσ,h(x, z),

(5.4.26)

where ∇Jσ,v,xz and ∇Jσ,h,xz represent the components of the matrix
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which consists of ∇Jσ,v(x, z) and ∇Jσ,h(x, z), respectively. This scaling
method indicates that the root-mean-square value of the slowness gradi-
ent for vertical propagation is scaled by that for horizontal propagation.

5.4.2 Velocity update based on horizontal reflectivity constraint

To further improve the accuracy of velocity estimation, we introduce a
horizontal reflectivity-constrained velocity estimation, which is almost
the same as the mentioned derivation of vertical reflectivity-constrained
velocity estimation. In the horizontal reflectivity constraint, the sum-
mation of two directional constraints is utilized to suppress the artifacts
caused by the calculation of the numerical integrals.

We derive a horizontal reflectivity approximation calculated from the
estimated velocity by the same procedure as the vertical reflectivity
approximation. Two horizontal reflectivities calculated from right and
left side are defined by:

rright(xm+1, z) =
ρ(xm+1, z)c(xm+1, z)− ρ(xm, z)c(xm, z)

ρ(xm+1, z)c(xm+1, z) + ρ(xm, z)c(xm, z)
, (5.4.27)

rleft(xm+1, z) =
ρ(xm, z)c(xm, z)− ρ(xm+1, z)c(xm+1, z)

ρ(xm, z)c(xm, z) + ρ(xm+1, z)c(xm+1, z)
. (5.4.28)

Next, we assume that the density model ρ is also constant in the con-
straints. Then, the reflectivities are approximately calculated by:

rright(xm+1, z) '
c(xm+1, z)− c(xm, z)
c(xm+1, z) + c(xm, z)

, (5.4.29)

rleft(xm+1, z) '
c(xm, z)− c(xm+1, z)

c(xm, z) + c(xm+1, z)
. (5.4.30)

We additionally assume that the vertical variation of velocity models is
much smaller than the horizontal variation. Then, numerical approxi-
mations can be obtained from equation (5.4.29) and (5.4.30):

rright(xm+1, z) ∼
∆cright

∆x
× const., (5.4.31)

rleft(xm+1, z) ∼
∆cleft

∆x
× const., (5.4.32)
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where ∆cright ≡ c(xm+1, z)−c(xm, z), ∆cleft ≡ c(xm, z)−c(xm+1, z) and
∆x ≡ |xm+1 − xm|. Therefore, the estimated reflectivities derived from
the velocity model are defined by:

rright,constr ≡
∂cright
∂x

, (5.4.33)

rleft,constr ≡
∂cleft
∂x

. (5.4.34)

The horizontal reflectivity residual between the reflectivity obtained
from horizontal migration rh(x, z) and the horizontal reflectivity ap-
proximated by the velocity model is computed via least-squares fitting:

rright,res(x, z) ≡ rh(x, z)− Λrightrright,constr(x, z), (5.4.35)

Λright = arg minΛright
‖rright(x, z)− Λrightrright,constr(x, z)‖2

2,

(5.4.36)

and

rleft,res(x, z) ≡ rh(x, z) + Λleftrleft,constr(x, z), (5.4.37)

Λleft = arg minΛleft
‖rleft(x, z) + Λleftrleft,constr(x, z)‖2

2.

(5.4.38)

To calculate the gradient for the velocity update, we take the numerical
integrals of the reflectivity residual along x:

∇Jc,right(x, z) = λh

∫ x

xmin

rright,res(x
′, z)dx′, (5.4.39)

∇Jc,left(x, z) = λh

∫ xmax

x

rleft,res(x
′, z)dx′, (5.4.40)

where λh ∈ R+ represents an weight factor. Scale factors for the velocity
update of these constraints are given by:

αc,right =

∑
x

∑
z|
∫ x
xmin

rright,res(x
′, z)dx′|2∑

x

∑
z|
∫ x
xmin

rh(x′, z)dx′|2
. (5.4.41)

αc,left =

∑
x

∑
z|
∫ xmax

x
rleft,res(x

′, z)dx′|2∑
x

∑
z|
∫ xmax

x
rh(x′, z)dx′|2

. (5.4.42)
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Therefore, we can update the velocity model as follows:

c(k+1)(x, z) = c(k)(x, z) + αc,right∇Jc,right(x, z)− αc,left∇Jc,left(x, z).
(5.4.43)

Note again that the summation of right and left directional constraints is
taken to suppress the artifacts caused by the calculation of the numerical
integrals in the horizontal reflectivity constraints.

5.4.3 Numerical example

A numerical example is a 2D model including a salt flank-shaped anomaly
with strong dips at the central part, as shown in Fig. 5.16. The receiver
and source intervals are 20 m and 80 m, respectively. Shot data for
this example is produced by acoustic FD modeling with a Ricker source
wavelet centered at 20 Hz. Note again that this FD modeling also in-
cludes the effects of refracted/diving waves. We test standard JMI,
RCJMI and OJMI for this shot data with a 1D initial model illustrated
in Fig. 5.17 (a). The frequency range of 5-40 Hz and full offset of 2.0
km in the measured seismic shot data are utilized for these inversion
algorithms. As shown in table 5.3, which represents the schedule for
vertical and horizontal propagation in OJMI, the 13th-60th iteration in
OJMI involves both vertical and horizontal propagation mode.

Figure 5.17 (b)-(d) represent the results of JMI, RCJMI and OJMI, re-
spectively. Note that RCJMI includes only vertical reflectivity-constrained
velocity estimation and OJMI includes vertical and horizontal reflectivity-
constrained velocity estimation. It can be seen that OJMI provides an
accurate velocity of the high velocity anomaly compared to JMI and
RCJMI. On the basis of the estimated velocity, OJMI is capable of
reconstructing the reflectivity of the salt flank shown in Fig. 5.18, al-
though the reflectivity image needs to be further improved.
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Figure 5.16: True velocity, density and reflectivity models in the salt flank-
shaped example.

Table 5.3: The vertical and horizontal propagation schedule in OJMI.

Iterations Propagation mode

1st-12th Vertical propagation

13th-60th Vertical propagation + Horizontal propagation
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Figure 5.17: Estimated velocity models by JMI, RCJMI and OJMI. Here,
RCJMI includes only vertical reflectivity-constrained velocity estimation and
OJMI includes vertical and horizontal reflectivity-constrained velocity esti-
mation. The number of iterations is 60 iterations.
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Figure 5.18: Estimated reflectivity models by OJMI. The number of iterations
is 60 iterations.
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5.5 Discussion

5.5.1 Misfit function

In the current implementation for OWM and OJMI, a misfit function
is defined for vertical and horizontal propagation, as described in equa-
tion (5.3.17). This single misfit function is based on the least-squares
fitting for an observed term and two simulated terms, which represent
vertically and horizontally propagated wavefields. The use of two misfit
functions for vertical and horizontal propagation can be also discussed.
When two observed terms for vertical wavefields p−obs,v(x, t) and hor-

izontal wavefields p−obs,h(x, t) are considered, we can define two misfit
functions for each propagation mode:

∆pv(x, t) ≡ p−obs,v(x, t)− αv(x)p−v (x, t), (5.5.44)

∆ph(x, t) ≡ p−obs,h(x, t)− αh(x)p−h (x, t), (5.5.45)

with

αv(x) = arg minαv‖p
−
obs,v(x, t)− αv(x)p−v (x, t)‖, (5.5.46)

αh(x) = arg minαh‖p
−
obs,h(x, t)− αh(x)p−h (x, t)‖, (5.5.47)

where these misfit functions are also based on least-squares fitting. The
potential advantage of this approach in OWM and OJMI is to effectively
enhance the dominant waves and suppress noise in each propagation by
applying the offset limitation and/or mute for the seismic data.

We test this approach for OWM through the previous salt flank-shaped
model which was shown in section 5.3. As illustrated in Fig. 5.19,
two offset-limited shot datasets are prepared as two observed datasets
for OWM. While the far-offset part is removed in the observed data
for the vertical propagation mode p−obs,v(x, t) to reduce AVO effects,
the near-offset part is removed in the observed data for the horizontal
propagation mode p−obs,h(x, t) because the near-offset part of the shot
data is not accurately calculated in the horizontal propagation mode.
Figure 5.20 indicates the comparison between the previous OWM results
(Fig. 5.20 (a)) for the full offset data with the single misfit function
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and the OWM results for the limited-offset data with the double misfit
functions. It is found that OWM for the limited-offset data with the
double misfit functions can also produce almost the same reflectivity
images as the previous images in this example. Therefore, the optimum
selection of the misfit functions in OWM and OJMI is still an open
issue.
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Figure 5.19: Examples of far-offset limited (a) and near-offset limited (b)
synthetic shot gathers.
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Figure 5.20: The comparison of the estimated reflectivity models by two ap-
proaches of OWM: (a) full offset data with the single objective function, (b)
limited offset data with the double objective functions for vertical and hori-
zontal propagation.

5.5.2 Waves utilized for reflectivity and slowness update

The proposed omni-directional wavefield modeling algorithm enables us
to generate diving waves and refracted waves. On the other hand, re-
fracted waves are not completely taken into account for the reflectivity
and slowness update in OWM and OJMI, although diving waves are
exploited in the updates. More accurate refracted waves could be theo-
retically utilized for the update by imposing the condition to calculate
upgoing wavefields in the back propagation process before rightgoing
and leftgoing wavefields are computed.
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5.5.3 Iteration strategy for horizontal propagation

As stated previously, a horizontal propagation mode in OWM and OJMI
is added only after a certain number of iterations for the reason of avoid-
ing the computational instability. The iteration timing of adding the
horizontal mode is determined by our empirical knowledge. However,
this iteration strategy should be optimized as future work.

5.6 Conclusions

In this chapter, we present an omni-directional extension for wavefield
modeling, wavefield migration and joint migration inversion in order
to handle refracted/diving waves and reflected waves including inter-
nal multiples via both vertical and horizontal propagation. Numerical
examples demonstrated the validity of these algorithms.
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6

Conclusions and
recommendations

This thesis discusses novel approaches for pre-processing, seismic for-
ward modeling, migration and velocity inversion in order to accurately
obtain land and marine seismic images without the low frequencies of
the observed data through extending the concept of JMI and adding
new ideas. In this chapter, the main conclusions and future recommen-
dations are described.

6.1 Conclusions

In this thesis, two directions are presented to enhance the accuracy of
seismic imaging based on JMI. One direction is to improve the perfor-
mance of JMI by introducing interactive reflectivity-constrained velocity
estimation in the inversion process and employing a surface-consistent
amplitude correction via learning from synthetic models in the pre-
processing. Another direction is to correctly incorporate the effect of re-
fracted/diving waves into JMI via an omnidirectional extension. These
algorithms have been tested on numerical examples and field data ex-
amples. The main conclusions from this work are as follows:
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• The iterative reflectivity-constrained velocity estimation improves
the accuracy of the estimated velocity model without the low fre-
quencies of seismic data.

• The learning-based surface-amplitude correction method is effec-
tive to apply JMI to land seismic data and improve the obtained
image quality.

• The omnidirectional extension of JMI handles refracted/diving
waves and reflected waves including internal multiples.

As discussed in chapter 3 and 4, the validity of the reflectivity-constrained
velocity estimation is demonstrated for marine and land seismic data
without low frequencies. In the land seismic data application, the
learning-based surface-amplitude correction method is also helpful to
enhance the effect of the reflectivity-constrained velocity estimation,
because the improvement of the migration image via the amplitude cor-
rection also contributes to the velocity estimation.

An important feature of the reflectivity-constrained velocity estimation
process is that it gives a high-resolution velocity model that is compa-
rable to the migration image, although the resolution of the velocity
estimated by most of current velocity estimation methods is lower than
that of the migration image. This fact would mean that the value of
the velocity model also increases in terms of its use for direct seismic
interpretation.

Finally, as shown in chapter 5, introducing vertical and horizontal re-
flectivity grids and extending the forward/back propagation process via
the omni-directional approach, we can overcome the limitation caused
by the one-way propagator used in JMI: generating refracted and diving
waves. In addition, the accuracy of velocity estimation can be improved
by adding a constraint based on horizontal migration in horizontal reflec-
tivity grids. This method would give a new value in the seismic imaging
based on JMI and other one-way propagator-based approaches.
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6.2 Recommendations for further research

6.2.1 Reflectivity-constrained velocity estimation

In this thesis, the effectiveness of reflectivity-constrained velocity esti-
mation is demonstrated via including it within the framework of JMI.
This constraint could be theoretically applied to not only JMI, but
also to FWI by simultaneously carrying out some migration process like
least-squares RTM in each FWI iteration. Therefore, the reflectivity
constraint for velocity inversion would be also helpful to improve the
accuracy of the velocity estimation by FWI.

6.2.2 JMI including more accurate physical phenomena

The implementation of the JMI method employed in this thesis assumes
that only reflected waves including internal multiples in isotropic me-
dia are regarded as signals. However, real data includes other physical
phenomena. In this thesis, an omni-directional extension to correctly
exploit the effect of refracted waves and diving waves in the framework
of JMI is discussed.

For further improving JMI some other extensions can be considered.
For example, the current implementation does not include the effects
of AVO, anisotropy and anelastic attenuation. Incorporating the AVO
and anisotropic effects into JMI process has been already discussed in
Davydenko and Verschuur (2017a) and Alshuhail and Verschuur (2015),
respectively. Moreover, other wave modes such as surface waves and
converted waves and can be also measured in real data. Therefore,
correctly handling these wave modes and physical effects in the JMI
process are open research topics. The challenge in such research topics
is that the relationship between taking into account accurate physics
in modeling and the nonlinearity in its inversion would be generally a
trade-off. On such research, it should be noted that local minima are
difficult to avoid when dealing with a highly non-linear inverse problem,
based on complex seismic modeling algorithms.
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6.2.3 Machine learning

Another approach to improve seismic imaging would be to utilize ma-
chine learning algorithms, as a learning process for surface consistent
amplitude correction is also introduced in this thesis. Nowadays, ma-
chine learning technologies, especially so-called deep learning (e.g. Le-
Cun et al., 2015), provide a major breakthrough in image processing
and audio/speech signal processing, and these trends are more and more
penetrating in other application fields, such as wireless communication,
radar and tomography. These technologies are expected to have large
impact on the improvement of many fields, although the extra compu-
tational cost might be a challenge in some case.

It would be relatively easy to apply machine learning to the pre-processing
in seismic imaging, because the techniques developed in image process-
ing and audio/speech signal processing can be almost directly trans-
ferred to the field of the seismic pre-processing processing. For exam-
ple, machine learning processes would be effective in background noise
attenuation on the measured data. If we measure the data without seis-
mic signals, the data can be exploited as training data for learning the
background noise.

As discussed in this thesis, the approaches that combine some learning
algorithm with seismic forward modeling process also have potential
for seismic imaging or its pre-processing. For instance, the missing low
frequency components of field data might be estimated by learning the
relationship between low frequencies and high frequencies via training.

More direct seismic imaging method based on machine learning is also
a new potential study. Araya-Polo et al. (2018) recently proposed a
deep learning tomography, which is a velocity estimation method by
deep neural network via automatically learning the features of NMO
analysis. These kind of concepts have enormous potential for future
research.

Since both physics modeling-based approach and machine learning-based
approach have advantages and disadvantages, it is desirable to effec-
tively combine the two approaches in future seismic imaging.



A

Reflectivity and velocity
updates by JMI

This section derives the update rules for JMI. If we assume that reflec-
tion coefficients are angle and frequency independent and the subsurface
wave conversion is small, we can obtain the following approximations:

R(zn) = R∪(zn) = −R∩(zn), (A.0.1)

δT+(zn) = R(zn), (A.0.2)

δT−(zn) = −R(zn), (A.0.3)

where R(zn) and T(zn) are diagonal matrices at depth level zn with
scalar reflectivity r(x, zn) and transmission t(x, zn), respectively, along
their diagonals.

A.1 Reflectivity update

Calculation of their gradients is required to update the reflectivity and
velocity models by a gradient descent scheme. We can derive the gra-
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dient for the reflectivity update:

∇ ~Jr(zn) =
Ns∑
ξ

Nω∑
f

<
{(

W−
i (z0; zn, ωf )

H ~Ei(z0, xs,ξ, ωf )

)
◦

~P+
i (zn, xs,ξ, ωf )

∗
}
−

Ns∑
ξ

Nω∑
f

<
[{( Nz∑

m=n+1

W+
i (zm; zn, ωf )

HR(zm)W−
i (z0; zm, ωf )

)H
~Ei(z0, xs,ξ, ωf )

}
◦ ~P−i−1(zn, xs,ξ, ωf )

∗
]
, (A.1.4)

with

~Ei(z0, xs,ξ, ωf ) ≡ ~P−obs(z0, xs,ξ, ωf )− ~P−mod,i(z0, xs,ξ, ωf ), (A.1.5)

where ~Ei(z0, xs,ξ, ωf ) represents the residual between the observed and
the modeled shot data at the ith roundtrip and H indicates the Hermi-
tian conjugate. Note that the first term of the RHS in equation (A.1.4)
means the cross-correlation between the back-propagated upgoing wave-
field for the residual and the forward modeled downgoing wavefield. The
second term indicates the cross-correlation between the back-propagated
downgoing wavefield for the residual and the forward modeled upgoing
wavefield. Thus, equation (A.1.4) can be interpreted as the reflectivity
image of the residual data. The wavefield perturbation can be obtained
from the gradient as follows:

∆~P−J,r(z0, xs,ξ, ωf ) =
Nz∑
n=1

W−
i (z0; zn, ωf )∇Jr(zn)

~P+
i (zn, xs,ξ, ωf ), (A.1.6)

where∇Jr(zn) is a square matrix with the gradient∇ ~Jr(zn) along its di-
agonal. A scale factor to adjust the reflectivity update in each iteration
is defined by:

αr =

∑Ns
ξ

∑Nω
f [∆~P−J,r(z0, xs,ξ, ωf )]

H ~Ei(z0, xs,ξ, ωf )∑Ns
ξ

∑Nω
f ‖∆~P−J,r(z0, xs,ξ, ωf )‖2

. (A.1.7)
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Finally, we can update the reflectivity model as follows:

r(k+1)(x, z) = r(k)(x, z) + αr∇Jr(x, z), (A.1.8)

where ∇Jr(x, z) are the diagonal elements of ∇Jr(zn). Note that in
the above description, unlike the formulation of Berkhout (2014c), the
transmission operators have been included in the W’s, yielding the W’s,
providing a somewhat more accurate gradient.

A.2 Slowness update

The velocity updating procedure is similar to the reflectivity update.
To keep the notation similar, we describe the procedure to update the
slowness (σ = 1/c) model instead of the velocity model (Staal, 2015).

First, we derive a linearized relationship between the propagation oper-
ators and the slowness model by introducing their perturbations. The
propagation operators are based on the phase-shift operator in the
wavenumber domain:

w̃(kx, ω) = e−jkz∆z̃, (A.2.9)

with

kz(σ) =
√
ω2σ2 − k2

x, (A.2.10)

∆z̃ ≡ |zn − zm|. (A.2.11)

Using their perturbations, we can obtain the following linearized equa-
tion:

∆w̃ = w̃new − w̃old ≈
[
∂w̃

∂σ

]
σold∆σ

= −jω
[
k

kz

]
σoldw̃old∆σ, (A.2.12)

where w̃new is the operator in an updated slowness model σnew and w̃old
is the operator in the current slowness model σold. Then, an operator
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L, which is similar to the propagation operators in equation (2.1.10), is
defined by:

~Lj(zm; zn) = F−1
x

[
−jω∆z̃

[
k∗zk

|kz|2+ε

]
σold

e−jkz∆z̃e−jkxxj
]
, (A.2.13)

where ε is a small stabilization parameter and ∗ indicates complex con-
jugate. Therefore, we can derive a linearized relationship between the
propagation operators and the slowness model:

∆W−(zn+1; zn) ≈ L+(zn+1; zn)∆σ(zn), (A.2.14)

∆W+(zn; zn+1) ≈ ∆σ(zn)L−(zn; zn+1), (A.2.15)

where ∆σ(zn) is a diagonal matrix with the slowness updates ∆σ(x, zn)
along its diagonal. An operator L+(zn+1; zn) is defined as L+(zn+1; zn) =
[L−(zn; zn+1)]T .

We calculate the update direction for the propagation operators:

∆W−(zn; zn+1, ωf ) =
Ns∑
ξ

[V−i (z0; zn, ωf )]
H

~Ei(z0, xs,ξ, ωf )[ ~Q
−
i (zn+1, xs,ξ, ωf )]

H , (A.2.16)

∆W+(zn+1; zn, ωf ) =
Ns∑
ξ

[V∪i (z0; zn+1, ωf )]
H

~Ei(z0, xs,ξ, ωf )[ ~Q
+
i (zn, xs,ξ, ωf )]

H , (A.2.17)

with

V−i (z0; zn, ωf ) ≡ W−
i (z0; zn, ωf )[I−Ri(zn)], (A.2.18)

V∪i (z0; zn+1, ωf ) ≡ W−
i (z0; zn, ωf )Ri(zn)

+
Nz∑

m=n+1

W−
i (z0; zm, ωf )Ri(zm)

W+
i (zm; zn, ωf )[I + Ri(zn)], (A.2.19)

and

~Q+
i (zn) = [I + Ri(zn)]~P+

i (zn)−Ri(zn)~P−i−1(zn), (A.2.20)

~Q−i (zn) = [I−Ri(zn)]~P−i (zn) + Ri(zn)~P+
i (zn), (A.2.21)
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where i represents the number of roundtrips. Hence, we can calculate
the gradient for the slowness update:

∇ ~Jσ(zn) = diag

{ Nω∑
f

∆W−(zn; zn+1, ωf )

[L−(zn; zn+1, ωf )]
H

}
+ diag

{ Nω∑
f

[L+(zn+1; zn, ωf )]
H∆W+(zn+1; zn, ωf )

}
. (A.2.22)

The wavefield perturbation can be obtained from the gradient as follows:

∆~P−J,σ(z0, xs,ξ, ωf ) =
Nz∑
n=1

V−i (z0; zn, ωf )∇Jσ(zn)

L−(zn; zn+1, ωf ) ~Q
−
i (zn+1, xs,ξ, ωf )

+
Nz∑
n=1

V∪i (z0; zn+1, ωf )L
+(zn+1; zn, ωf )

∇Jσ(zn) ~Q+
i (zn, xs,ξ, ωf ), (A.2.23)

where ∇Jσ(zn) indicates a square matrix with the gradient ∇ ~Jσ(zn)
along its diagonal. On the basis of the wavefield perturbation, a scale
factor for the slowness update in each iteration is defined by:

ασ =

∑Ns
ξ

∑Nω
f [∆~P−J,σ(z0, xs,ξ, ωf )]

H ~E(z0, xs,ξ, ωf )∑Ns
ξ

∑Nω
f ‖∆~P−J,σ(z0, xs,ξ, ωf )‖2

. (A.2.24)

Finally, we can update the slowness model:

σ(k+1)(x, z) = σ(k)(x, z) + ασ∇Jσ(x, z). (A.2.25)
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Summary

Seismic imaging is a significant technology to provide the image of the
subsurface in several fields such as hydrocarbon exploration/production
and civil engineering. A fundamental problem in seismic imaging is that
both the depth reflectivity and velocity distribution of the subsurface
have to be predicted by only seismic events observed at the surface, and
it still remains a challenging research topic. Joint migration inversion
(JMI) is one of the seismic waveform imaging algorithms that were
recently proposed. JMI is capable of simultaneously estimating velocity
and reflectivity models of the subsurface by exploiting reflected waves
including internal multiples. The seismic modeling algorithm in the JMI
process is a method termed full wavefield modeling (FWMod), which
is a one-way propagator-based reflection modeling algorithm, including
higher-order scattering and transmission effects.

In this thesis, two directions to improve the accuracy of seismic imag-
ing based on JMI are discussed. On one hand, an extension of FW-
Mod is proposed to correctly deal with not only reflected waves but
refracted/diving waves via one-way propagators in the horizontal direc-
tion, and this method is extended to a new JMI algorithm. On the other
hand, we assume that only reflected waves including internal multiples
are utilized in the imaging based on JMI and present two novel methods
for the inversion and pre-processing: 1) iterative reflectivity-constrained
velocity estimation, 2) surface amplitude correction via learning from
synthetic models for land seismic data.

The reflectivity-constrained velocity estimation is employed to improve
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the accuracy of the estimated velocity by exploiting the estimated reflec-
tivity in the JMI process. The surface amplitude correction process is
introduced to mitigate the influence of the amplitude variations caused
by source/receiver response sensitivities and the difference of the fea-
tures between observed land seismic data and the simulated data by the
used imaging scheme.

The numerical and field data examples for both land and marine cases
demonstrate that the proposed approach is capable of effectively esti-
mating reflectivity and velocity model, even though the low frequency
components of the observed data are absent.



Samenvatting

De seismische methode is een belangrijke technologie die gebruikt kan
worden om een beeld van de ondergrond te verkrijgen. Deze methode
wordt toegepast in verschillende velden zoals exploratie en productie
binnen de gas/olieindustrie en civiele technieken. Een fundamenteel
probleem in het seismische afbeelden (ook wel “migratie” genoemd) is
dat de distributie van zowel reflectiviteit als propagatiesnelheids in de
ondergrond geschat moeten worden op basis van seismische meting aan
het oppervlak. Dit blijft een uitdagend onderzoeksonderwerp. De zo-
genaamde Joint Migration Inversion (JMI), oftewel gecombineerde mi-
gratie en inversie, is één van de seismische algoritmes die zijn voorgesteld
om het bovengenoemde probleem op te lossen. JMI is in staat om de
migratiesnelheid en de reflectiviteit van de ondergrond tegelijkertijd te
schatten door gebruik te maken van gereflecteerde golfvelden, inclusief
de zogenaamde interne multiples. De seismische modellering in het JMI
algoritme is gebaseerd op een methode genaamd full wavefield model-
ing (FWMod). Dat is een algoritme gebaseerd op één-weg propagatie
van gereflecteerde energie, maar door recursieve toepassing worden de
hogere orde scattering en transmissieeffecten meegenomen.

In deze thesis worden twee methodes besproken om de nauwkeurigheid
van seismische afbeelden op basis van JMI te verbeteren. Ten eerste is
een uitbreiding van FWMod voorgesteld om niet alleen gereflecteerde
maar ook gerefracteerde golven op de juiste manier te behandelen. Dit
wordt mogelijk gemaakt door één-weg propagatie operatoren in de hor-
izontale richting te introduceren. Bovendien is deze methode ook uit-
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gebreid naar een nieuw JMI algoritme. Ten tweede, presenteren we
twee nieuwe methodes voor de inversie en pre-processing van de seis-
mische metingen, ervan uitgaande dat alleen gereflecteerde golven, in-
clusief interne multiples, worden gebruikt in het JMI afbeeldingsproces:
1) iteratieve snelheid schatting met de reflectiviteit als randvoorwaarde,
2) oppervlakte amplitudecorrectie door het kalibreren en aanleren via
synthetische modellen voor land seismische data. Door de reflectiviteit
als randvoorwaarden te gebruiken wordt de schatting van de propa-
gatiesnelheden nauwkeuriger en consistent met de schatting van de re-
flectiviteit zelf. Het oppervlakte amplitudecorrectie proces is geintro-
duceerd om het effect van amplitudevariaties te onderdrukken. Deze
amplitudevariaties worden veroorzaakt door de koppelings verschillen
met betrekking tot bronnen en ontvangers en het verschil tussen de
karakteristieken van de gemeten seismische data en de data die ges-
imuleerd wordt door het gebruikte afbeeldingsschema.

De gepresenteerde numerieke en velddata voorbeelden, zowel voor het
geval van land als marine, laten zien dat de voorgestelde methode in
staat is om op een effectieve wijze de reflectiviteit en het snelheidsmodel
te schatten zelfs wanneer de lage frequentiecomponenten niet beschik-
baar zijn in de gemeten data.
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