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Abstract
Distant Retrograde Orbits (DROs) are special orbits for third bodies in two­body systems. The third body
revolves around the secondary – the smaller of the two primaries – in a retrograde way, meaning the
direction is opposite to the direction that the primaries revolve around each other. DROs are not close
to either of the primaries, making it difficult to model them as perturbed two­body orbits.

There is no analytical solution for the initial conditions of DROs. This thesis presents a novel method
of calculating an initial velocity guess which is then fed into a differential corrector that is able to calculate
the initial conditions. In contrast to the state­of­the­art, this happens without the method of incremental
steps in the initial position, which requires to go through all possible DROs for a specific two­body system
first.

For the calculation of DROs, numerical integration is done. Optimal integrator settings are deter­
mined, which is in this case an eighth­order Runge­Kutta method (RK8). By setting the tolerance to the
lowest possible value, the accuracy requirements are satisfied.

Furthermore, this thesis explores a different method of modeling DROs that makes use of Fourier
series and polynomials, which had already been proposed in [17] for a different set of parameters. By
exploiting explicit knowledge about the shape of DROs, this approach is made more efficient in terms of
accuracy per Fourier/polynomial parameters needed and thus the computation time is enhanced.

The second part of this study addresses the stability of DROs. This is analyzed in order to get an
idea of what DROs would be suitable for future missions. For mass ratios of primary and secondary that
realistically occur in the Solar System, all DROs that are closer to the secondary than the primary turn
out to be stable when disregarding perturbations. Perturbations are modeled as a constant external
acceleration with a constant direction, which is only a first step towards modeling the Sun’s and other
planet’s point mass gravity (p.m.g.), the solar radiation pressure (s.r.p.), and other perturbations, as they
are usually depending on time and position. With this rough estimate, only the Sun’s p.m.g. is identified
as a possible source of instability for DROs in the Earth­Moon system, as all other perturbations are too
small.
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1
Introduction

Distant Retrograde Orbits (DROs) are considered the most stable orbits for third bodies in two­body
systems [5–7, 14, 26, 27, 30, 38, 49], and yet – at the start of this thesis project – no information about
a human­made object performing a real mission in a DRO could be found in literature. This is either
because no human­made object has done this or just because it has not been made public. Because
of their stability, DROs in the Earth­Moon system would be the perfect target orbits for potential asteroid
retrieval mission [31]. They could make sure that the asteroid does not escape the Earth­Moon system,
nor alter its orbit and crash into Earth or Moon. Also a space station, that could be used as a space hub
for interplanetary travels, would profit from being in an Earth­Moon DRO. The distance to Earth would
make it a good location for a refill station – and the propellant could be supplied by the aforementioned
asteroid [28].

Before this comes true, however, investigations regarding DROs have to be made. They are influ­
enced by two main attracting bodies at the same time, which makes them different from most orbits.
Usually, orbits can be modeled as elliptic two­body orbits with a third body that is perturbing the orbit.
However, the two bodies from the two­body system (like the Earth­Moon system) are both too important
for the DROs to be considered as just a perturbation. Therefore, the research question formulated for
this thesis is:

What investigations are needed in order to do the orbit design for a future DRO mission?
The two sub­questions are:

1. How can DROs be modeled efficiently in order to make the orbit design of missions that
include DROs easier?

2. What DROs would be stable enough to be interesting for future missions?
The first sub­question will be answered for a general mass ratio 𝜇, whereas the second will focus pri­
marily on the Earth­Moon system.

This thesis report is structured as follows. Chapter 2 tells more about the historic use of DROs and
how they have been modeled so far using a Fourier series presented in [17]. Chapter 3 explains the
theory that is needed to understand this thesis project. Chapter 4 is aimed at finding initial conditions
for DROs based on the differential corrector – and presents starting values for it that are more efficient
than the method of incremental changes. Chapter 5 evaluates different integrator settings in order to
select those that satisfy the accuracy requirements. Chapter 6 models DROs with Fourier series and
uses a better approach for that than [17]. Chapter 7 deals with the stability of DROs – with and without
regarding possible perturbations. Chapter 8 supplies verification and validation results to confirm the
correctness of the models and implementations that were used in this thesis project. Finally, conclu­
sions and recommendations for future work can be found in Chapter 9. This is followed by Appendix A,
presenting additional figures for Chapter 4, Appendix B with additional figures for Chapter 5, Appendix C
explaining how to calculate the velocity in Chapter 6, and Appendix D with an explanation for the Jacobi
constant in a perturbed version of the circular restricted three­body problem that is needed in Chapter 7.

1





2
Heritage

DROs have not been investigated extensively and at the start of the thesis project, they have also never
been flown by a human­made spacecraft – to the best of the author’s knowledge. Therefore, the avail­
able research is quite limited. Nevertheless, this chapter will describe a DROmission that was performed
by the Chinese National Space Administration (CNSA) as part of the Chang’e­5 mission. Furthermore,
research that has been done so far on the modeling and stability of DROs is briefly summarized.

Figure 2.1: Lander of the Chang’e­5 mission on the Moon’s surface. Artist’s impression by the China News
Service.

Only one human­made spacecraft has performed DROs around the Moon so far. The current status
of this spacecraft is unknown, in fact it might still be in a DRO. The Chinese Chang’e­5 mission was
originally a lunar sample return mission, and this objective was successfully carried out in 2020, as
described in [43]. The lunar lander is illustrated in Figure 2.1. After delivering the Moon’s samples
to Earth, the service module flew to the Sun­Earth L1­point [43]. According to [2, 24], it has been
reported by amateur satellite tracker Scott Tilley and others that the service module has entered an
Earth­Moon DRO between September 2021 and January 2022. The module “is probably conducting
enabling telemetry, tracking and control and Very Long Baseline Interferometry (VLBI) tests to support
Chinese preparations for the next stage of China’s Lunar Exploration Program (CLEP)” [24].

3



4 2. Heritage

When it comes to research on DROs, their existence has been suggested by George William Hill al­
ready in the 19th century [15, 16], according to [9]. In their history of scientific discussion, DROs have had
different names: According to [14], DROs have been know as “family a” orbits by Takehiko Matukuma in
[29] and as “family f” orbits by Bengt Strömgren. The fact that DROs are more stable than their prograde
counterparts was already assessed by John Jackson in 1913, who wrote about “remote retrograde
satellites” in [18]. Also Michel Hénon stated in [14] that DROs are the only family of symmetric periodic
orbits in a two­body system that are stable no matter the orbit size. However, this statement refers
to the Hill problem, which (among other things) assumes the secondary to have a negligible mass.
Therefore, it can not be applied to an arbitrary two­body system.

When it comes to modeling DROs, [17] has made an interesting attempt that uses Fourier series and
Chebyshev polynomials. With their approach, an entire family of DROs can be modeled at the same
time, rather than only one specific DRO. This is beneficial for mission planning, for example when the
exact target DRO is not decided on yet, as both the position and the velocity can be obtained as deriv­
able functions of both the location along a specific orbit and the orbit within the family of orbits.



3
Theory

In order to model DROs, an idealized version of the three­body problem – the circular restricted three­
body problem (CR3BP) – will be introduced in Sections 3.1 and 3.2. Furthermore, some widely used
astrodynamics concepts such as the state transition matrix and the differential corrector are presented
in Sections 3.3 and 3.4. Finally, some real­life two­body systems in which a third body can perform
DROs are discussed in Section 3.5.

3.1. Circular Restricted Three­Body Problem

Figure 3.1: Depiction of the coordinate axes in the CR3BP. The origin 𝑂 is at the barycenter of the primary (1) and
the secondary (2), with all three of them lying on the 𝑥­axis. The coordinate system – in which the position of the
third body (3) is expressed – is rotating about the 𝑧­axis with angular velocity 𝜔. [50].

In the CR3BP two bodies – the heavier of which will be called primary and the other one secondary –
are assumed to revolve around their common barycenter in circular orbits. The 𝑥𝑦𝑧­coordinate system
is oriented such that its origin is in the barycenter of primary and secondary. The 𝑥­axis is directed
such that the secondary is positioned on its positive direction and the primary on its negative direction.
Since the coordinate system is co­rotating with primary and secondary, their positions on the 𝑥­axis are
fixed. The 𝑧­axis points in the direction of the angular momentum of primary and secondary. Therefore,
the 𝑦­axis – perpendicular to the 𝑥­ and the 𝑧­axis – is in the plane in which primary and secondary
rotate. This can be seen in Figure 3.1. In the common representation of the CR3BP, all units in the CR3BP
are dimensionless. The mass ratio 𝜇 of primary (indicated with index 1) and secondary (indicated with
index 2) defines the CR3BP:

𝜇 “
𝑚2

𝑚1 ` 𝑚2
(3.1)

Then, the positions 𝑥1{2 of primary and secondary are:

𝑥1 “ ´𝜇, 𝑥2 “ 1 ´ 𝜇 (3.2)

5



6 3. Theory

The angular velocity is 1 in 𝑧­direction. This assumes the total mass 𝑚1 `𝑚2 to be 1 and the universal
gravitational constant 𝐺 to be 1 as well.

Now, if a third body that has a negligible mass (and therefore does not influence the circular motion
of primary and secondary) is inserted into the system, its equations of motion are [50, Equation (3.46)]:

:𝑥 “ 𝑥
loomoon

centrifugal

´
1 ´ 𝜇
𝑟31

p𝜇 ` 𝑥q `
𝜇
𝑟32

p1 ´ 𝜇 ´ 𝑥q
loooooooooooooooooooomoooooooooooooooooooon

gravitational

`2 9𝑦
loomoon

Coriolis

(3.3)

:𝑦 “ 𝑦
loomoon

centrifugal

´
1 ´ 𝜇
𝑟31

𝑦 ´
𝜇
𝑟32
𝑦

looooooooomooooooooon

gravitational

´2 9𝑥
loomoon

Coriolis

(3.4)

:𝑧 “ ´
1 ´ 𝜇
𝑟31

𝑧 ´
𝜇
𝑟32
𝑧

loooooooomoooooooon

gravitational

(3.5)

Here, 𝑟1 and 𝑟2 are the distances from the third body to the primary and the secondary, respectively:

𝑟1 “

b

p𝑥 ´ 𝑥1q
2

` p𝑦 ´ 𝑦1q
2

` p𝑧 ´ 𝑧1q
2

“

b

p𝑥 ` 𝜇q
2

` 𝑦2 ` 𝑧2 (3.6)

𝑟2 “

b

p𝑥 ´ 𝑥2q
2

` p𝑦 ´ 𝑦2q
2

` p𝑧 ´ 𝑧2q
2

“

b

p𝑥 ´ 1 ` 𝜇q
2

` 𝑦2 ` 𝑧2 (3.7)

The gravitational and centrifugal part of the acceleration can be written as partial derivatives of a po­
tential 𝑈 (because they are conservative forces), which is:

𝑈 “
1
2 p𝑥2 ` 𝑦2q
loooooomoooooon

centrifugal

`
1 ´ 𝜇
𝑟1

`
𝜇
𝑟2

looooomooooon

gravitational

(3.8)

Then, the acceleration simplifies to:
»

–

:𝑥
:𝑦
:𝑧

fi

fl “ ∇𝑈 `

»

–

2 9𝑦
´2 9𝑥
0

fi

fl

looomooon

Coriolis

“

»

–

𝜕𝑈{𝜕𝑥 ` 2 9𝑦
𝜕𝑈{𝜕𝑦 ´ 2 9𝑥
𝜕𝑈{𝜕𝑧

fi

fl (3.9)

In the CR3BP, it is possible to define a constant 𝐶, which can be written as [50, Equation (3.54)]:

𝐶 “ 𝑈 ´
1
2 p 9𝑥2 ` 9𝑦2 ` 9𝑧2q (3.10)

It is usually referred to as the Jacobi constant.

3.2. Propagation
For the CR3BP, propagation is usually done in the co­rotating Cartesian coordinate system that has
been described in the previous section. Depending on the application, this is done in two dimensions
in the 𝑥𝑦­plane or in three dimensions by including the 𝑧­direction. The state X is then represented by
one of the following equations:

X “
“

𝑋1 𝑋2 𝑋3 𝑋4
‰T

“
“

𝑥 𝑦 9𝑥 9𝑦
‰T

(3.11)

X “
“

𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6
‰T

“
“

𝑥 𝑦 𝑧 9𝑥 9𝑦 9𝑧
‰T

(3.12)
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With no loss of generality, the propagation of the three­dimensional state is discussed here. The ac­
celerations :𝑥, :𝑦, and :𝑧 are functions of the state X itself and can be calculated from Equation (3.9).
Therefore, the time­derivative of the state X is:

9X “

»

—

—

—

—

—

—

—

–

9𝑋1
9𝑋2
9𝑋3
9𝑋4
9𝑋5
9𝑋6

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

—

—

–

9𝑥
9𝑦
9𝑧
:𝑥
:𝑦
:𝑧

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

—

—

–

𝑋4
𝑋5
𝑋6

:𝑥pXq

:𝑦pXq

:𝑧pXq

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

(3.13)

This represents a system of first­order differential equations and can therefore be propagated using
the known techniques for initial value problems (ivps), of which some are discussed in Chapter 5.

3.3. State Transition Matrix
The state transition matrix ΦΦΦp𝑡, 𝑡0q is a useful and widely used tool in astrodynamics. In this thesis,
it us used for the differential corrector in Section 3.4 and Chapter 4 and for stability considerations
in Chapter 7. The state transition matrix ΦΦΦp𝑡, 𝑡0q at any time 𝑡 indicates how the state Xp𝑡q changes
depending on how one changes the state Xp𝑡0q:

ΦΦΦp𝑡, 𝑡0q “
𝜕Xp𝑡q
𝜕Xp𝑡0q

or Φ𝑖,𝑗p𝑡, 𝑡0q “
𝜕𝑋𝑖p𝑡q
𝜕𝑋𝑗p𝑡0q

∀ 𝑖, 𝑗 ∈ p1, 6q (3.14)

By definition, the state transition matrixΦΦΦp𝑡0, 𝑡0q at time 𝑡 “ 𝑡0 equals the identity matrix:

ΦΦΦp𝑡0, 𝑡0q “ I6×6 (3.15)

The state transition matrixΦΦΦp𝑡, 𝑡0q can be propagated with [37, Chapter 2]:

9ΦΦΦp𝑡, 𝑡0q “
𝜕 9Xp𝑡q
𝜕Xp𝑡qΦΦΦp𝑡, 𝑡0q (3.16)

It should be noted that predictions for the state Xp𝑡q that the state transition matrix ΦΦΦp𝑡, 𝑡0q makes are
not fully accurate, as they are assuming linearity; for predicting the effect of small variations in the initial
state Xp𝑡0q this is fully acceptable.

3.4. Differential Corrector
A tool to find exact initial conditions for closed orbits is the differential corrector. The concept is for ex­
ample described in [4, 8, 10, 37, 39]. If a “good guess” for the initial conditions of a DRO is available, the
differential corrector can be used to refine the initial conditions and find initial conditions that actually
belong to a DRO. It makes use of the state transition matrixΦΦΦp𝑡, 𝑡0q.

For finding the initial conditions of DROs, the fact is exploited that the velocity component 9𝑥 is zero
at the two locations where the orbit crosses the 𝑥­axis due to the symmetries of the CR3BP. Therefore,
an initial guess X0 for the state Xp0q would be:

X0 “
“

𝑥0 0 0 9𝑦0
‰T

(3.17)

If 𝑥0 is smaller than 𝑥2, meaning that the DRO starts between primary and secondary, the velocity
component 9𝑦0 has to be positive in order to obtain a retrograde orbit; if 𝑥0 is greater than 𝑥2, 9𝑦0 has
to be negative. This initial guess X0 is now propagated until the 𝑥­axis is being crossed again, this
is after one half of an orbit at 𝑡 “ 𝑡1{2. The state that results is denoted with X1{2. By definition, its
𝑦­component is zero:

X1{2 “
“

𝑥1{2 0 9𝑥1{2 9𝑦1{2
‰T

(3.18)
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Due to symmetry, the velocity component 9𝑥1{2 is desired to be zero. Along with the state, also the state
transition matrix is propagated. The state transition matrix after half an orbit is denoted with ΦΦΦ1{2:

ΦΦΦ1{2 “ ΦΦΦp𝑡1{2, 𝑡0q “
𝜕X1{2
𝜕X0

“

»

—

—

–

Φ1,1 Φ1,2 Φ1,3 Φ1,4
Φ2,1 Φ2,2 Φ2,3 Φ2,4
Φ3,1 Φ3,2 Φ3,3 Φ3,4
Φ4,1 Φ4,2 Φ4,3 Φ4,4

fi

ffi

ffi

fl

(3.19)

By the definition of the state transition matrix ΦΦΦ1{2, the change ΔX1{2 in state after half an orbit that
results from the initial change ΔX0 in state can be approximated with:

ΔX1{2 “ ΦΦΦ1{2ΔX0 ` Δ𝑡 9X1{2 (3.20)

or
»

—

—

–

Δ𝑥1{2
Δ𝑦1{2
Δ 9𝑥1{2
Δ 9𝑦1{2

fi

ffi

ffi

fl

“

»

—

—

–

Φ1,1 Φ1,2 Φ1,3 Φ1,4
Φ2,1 Φ2,2 Φ2,3 Φ2,4
Φ3,1 Φ3,2 Φ3,3 Φ3,4
Φ4,1 Φ4,2 Φ4,3 Φ4,4

fi

ffi

ffi

fl

»

—

—

–

Δ𝑥0
Δ𝑦0
Δ 9𝑥0
Δ 9𝑦0

fi

ffi

ffi

fl

` Δ𝑡

»

—

—

–

9𝑥1{2
9𝑦1{2
:𝑥1{2
:𝑦1{2

fi

ffi

ffi

fl

(3.21)

The last term takes into account that the time 𝑡1{2 that is needed to reach the 𝑥­axis might not be
the same before and after applying the change ΔX0 to the initial state X0. The system of four linear
equations in Equation (3.21) has nine unknowns (the two state changes ΔX and Δ𝑡). The values of Δ𝑥1{2
and Δ 9𝑦1{2 do not matter, therefore the first and the last equation can be neglected. More importantly,
Δ𝑦1{2 has to be 0 and Δ 9𝑥1{2 has to be ´ 9𝑥1{2 in order to arrive at the 𝑥­axis with a velocity perpendicular
to the 𝑥­axis. Also, if the starting position is chosen and should therefore not change, Δ𝑥0 and Δ𝑦0 have
to be zero. Since due to the symmetry also the velocity 9𝑥0 has to be zero, this also holds for Δ 9𝑥0. This
results in the following system of two linear equations:

„

0
´ 9𝑥1{2

ȷ

“ Δ 9𝑦0
„

Φ2,4
Φ3,4

ȷ

` Δ𝑡
„

9𝑦1{2
:𝑥1{2

ȷ

(3.22)

and therefore:
Δ𝑡 “

9𝑥1{2
Φ3,4
Φ2,4

9𝑦1{2 ´ :𝑥1{2
and Δ 9𝑦0 “

9𝑥1{2
:𝑥1{2
9𝑦1{2

Φ2,4 ´ Φ3,4
(3.23)

Now the first half of a DRO is attempted again with the new velocity 9𝑦0,new:

9𝑦0,new
def
““ 9𝑦0,old ` Δ 9𝑦0 (3.24)

This can be repeated until the remaining 𝑥­velocity 9𝑥1{2 is considered small enough.

3.5. Selecting Mass Ratios
The mass ratio 𝜇 is the most important parameter for two­body systems. Therefore, the existing mass
ratios in the Solar System shall be investigated, for which three kinds of two­body systems should be
considered: Sun­planet systems, planet­moon systems, and binary asteroids. The mass ratios of all
Sun­planet systems and the Sun­Pluto system can be found in Table 3.1, as well as some planet­moon
systems and the Pluto­Charon system. The biggest values are found for the Pluto­Charon system
(𝜇 “ 0.109), the Earth­Moon system (𝜇 “ 0.0121), and the Sun­Jupiter system (𝜇 “ 0.000954). Two­
body systems with lower mass ratios 𝜇 are becoming less interesting because – firstly – they are not
very different from each other since the absolute value for the mass ratio 𝜇 barely changes at all and –
secondly – they become more similar to the Hill problem, which is a different topic.

In order to include also binary asteroids in the considerations, Figures 3.2 and 3.3 depict the mass
ratio 𝜇 plotted for all Sun­planet systems, known planet­moon systems and known binary asteroids.
The mass ratios 𝜇 for the binary asteroids can only be estimated since their masses are not available
but only their diameters. With assuming the density to be the same for every asteroid, the mass ratio
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Table 3.1: Mass ratios 𝜇 of the Sun­planet systems and the Sun­Pluto system as well as the planet­moon systems
and the Pluto­Charon system. For the Sun­planet systems, the entire planet system including the planet’s moons
are taken into account. This can lead to discrepancies with other sources.

(Dwarf) Planet 𝝁 Sun­Planet [20] Moon 𝝁 Planet­Moon
Mercury 1.66 ⋅ 10´7

Venus 2.45 ⋅ 10´6

Earth 3.04 ⋅ 10´6 Moon 1.21 ⋅ 10´2 [34]

Mars 3.23 ⋅ 10´7
"

Phobos 1.65 ⋅ 10´8 [33]
Deimos 3.74 ⋅ 10´9 [33]

Jupiter 9.54 ⋅ 10´4

$

’

’

&

’

’

%

Io 4.70 ⋅ 10´5 [32]
Europa 2.53 ⋅ 10´5 [32]
Ganymede 7.81 ⋅ 10´5 [32]
Callisto 5.67 ⋅ 10´5 [32]

Saturn 2.86 ⋅ 10´4 Titan 2.37 ⋅ 10´4 [32]
Uranus 4.36 ⋅ 10´5

Neptune 5.14 ⋅ 10´5 Triton 2.10 ⋅ 10´4 [32]
Pluto 7.41 ⋅ 10´9 Charon 1.09 ⋅ 10´1 [36]
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Figure 3.2: Mass ratio 𝜇 and diameter of the secondary plotted for chosen two­body systems in the Solar System.
The dashed line represents 𝜇 “ 0.5, which is by definition the upper boundary for the mass ratio of a primary­
secondary system. Mass and diameter for the moons of Jupiter, Saturn, Uranus, and Neptune are from [11, 13,
19, 21–23, 25, 40–42, 46–48, 51]. The diameters of the binary asteroids are taken from [3].
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Figure 3.3: Zoom into Figure 3.2.

is the diameter ratio to the power three. The alert reader will notice that some of the binary asteroid
systems seem to have the exact same value for the mass ratio 𝜇. This is due to the low number of
digits that [3] offers when it comes to the diameter ratio of primary and secondary. For example, out
of the 118 binary asteroid systems that are listed, the diameter ratio 𝑟2{𝑟1 occurring most often is 0.30
with 22 occurrences. This implies for the relation of the masses 𝑚1 and 𝑚2 and thus the mass ratio 𝜇:

𝑚2
𝑚1

“

ˆ𝑑2
𝑑1

˙3
“

ˆ 3
10

˙3
“

27
1000 (3.25)

𝜇 “
𝑚2

𝑚1 ` 𝑚2
“

𝑚2
𝑚1

1 `
𝑚2
𝑚1

“

27
1000

1 `
27
1000

“

27
1000
1027
1000

“
27
1027 ≈ 0.0263 (3.26)

and indeed at about 𝜇 “ 0.0263 many data points can be found.

The vertical axes of the plots represent the diameter of the secondary (since the mass of the sec­
ondary is not available for most of the binary asteroids). Noticeably, the data points that have the same
body as primary lie approximately on one line in the log­log plot with the diameter changing by the
factor 10 for the mass ratio 𝜇 changing by the factor 1000. This is because the density of Solar System
bodies does not differ too much – the planet with the highest density is Earth with 5514 kg/m3 and Sat­
urn has the lowest density of 687 kg/m3, making the difference less than one order of magnitude [35].
The lower the mass of the primary, the lower the line is in Figures 3.2 and 3.3, making the line with the
Sun­planet systems the highest. The binary asteroids do not have a common primary and are therefore
not restricted to one line. Figure 3.3 shows that with choosing the Sun­Jupiter, the Earth­Moon, and
the Pluto­Charon systems as representative systems, most of the binary asteroids are covered as well
when it comes to the mass ratio 𝜇. There are only a few binary asteroids that have an even higher
mass ratio than the Pluto­Charon system. On the other hand, when it comes to mass ratios that are
even lower than the one in the Sun­Jupiter system, the two­body systems are quite similar to each
other – as mentioned before. Therefore, one example shall be enough to cover all of them; and with
the Sun­Earth system it includes our home planet.

In conclusion, with the aim of covering a representative range of mass ratios 𝜇, the four systems
that will be analyzed are the Sun­Earth like system (SELS), the Sun­Jupiter like system (SJLS), the Earth­
Moon like system (EMLS), and the Pluto­Charon like system (PCLS). Note that these simplified systems
assume rounded values for the mass ratio 𝜇, as well as perfectly circular orbits, as can be read from
Table 3.2. This is for the sake of simplicity and is represented in the letter “L” in the acronyms.
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Table 3.2: Comparison of the simplified systems SELS, SJLS, EMLS, and PCLS with their real systems in terms of
mass ratio 𝜇 and eccentricity 𝑒.

Primary Secondary 𝝁 e Simplified System 𝝁 e
Sun Earth 3.04 ⋅ 10´6 0.017 [35] SELS 3 ⋅ 10´6 0
Sun Jupiter 9.54 ⋅ 10´4 0.049 [35] SJLS 1 ⋅ 10´3 0
Earth Moon 1.21 ⋅ 10´2 0.055 [34] EMLS 1 ⋅ 10´2 0
Pluto Charon 1.09 ⋅ 10´1 ≈ 0 [36] PCLS 1 ⋅ 10´1 0

3.6. Distant Retrograde Orbits
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DRO close to secondary
DROs
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Figure 3.4: Several DROs depicted in the co­rotating reference frame. Each DRO is shown for one full revolution.
𝜇 “ 0.01.

DROs are orbits around the secondary of a two­body system. As the name suggests, they are ret­
rograde, meaning they revolve around the secondary in the opposite direction of how secondary and
primary are revolving around each other. From the perspective of the primary, DROs are by no means
retrograde, as they revolve around the primary alongside the secondary – in a prograde way. This can
better be understood when looking at Figures 3.4 to 3.6: Figure 3.4 shows various DROs with different
starting positions in the co­rotating reference frame of the CR3BP, meaning that in this reference frame
the primary and the secondary stay at the same position. The primaries, an thus the coordinate system,
are rotating counterclockwise around the origin of this coordinate system. In this coordinate system,
the DROs are clockwise. In Figure 3.5, an inertial coordinate system is depicted that coincides with the
co­rotating coordinate system at time 𝑡 “ 0. In this coordinate system, the primaries are not fixed, their
trajectories are depicted along which they travel counterclockwise. The DROs are counterclockwise as
well, and they are shown for one full revolution around the secondary. This means that at the time
that their orbit ends in Figure 3.5, the secondary is right behind the orbiting object, as seen from the
primary. Then, the next orbit starts from there. This is shown for a DRO that is close to the secondary
and one that starts close to the primary in Figure 3.6. The DRO close to the secondary stays close to the
secondary for the entire time, while the DRO that starts close to the primary performs highly eccentric
orbits whose argument of periapsis is changing a bit every orbit.
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Figure 3.5: Several DROs depicted in an inertial reference frame. Each DRO is shown for one full revolution around
the secondary in the co­rotating reference frame. The propagation time is about 1.23 for the green DRO, 6.30 for
the orange DRO, and in between those for the blue DROs. 𝜇 “ 0.01.
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Figure 3.6: Several DROs depicted in an inertial reference frame. Each DRO is shown for exactly six revolutions
around the secondary in the co­rotating reference frame. The propagation time is about 7.37 for the green DRO
and 37.78 for the orange DRO. 𝜇 “ 0.01.



4
Initial Conditions

In order to find initial conditions for DROs in the CR3BP, the differential corrector explained in Section 3.4
is to be used. In Section 4.1, the method of incremental changes is introduced, which was also used
in [17]. Sections 4.2 and 4.3 aim to find better starting velocities for the differential corrector that do
not emerge from incremental changes. The enhancement that is introduced by this new technique is
evaluated in Section 4.4.

4.1. Method of Incremental Changes
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Figure 4.1: Initial velocities 9𝑦0 for DROs depending on their initial position 𝑥0 in the CR3BP with different mass
ratios 𝜇.

The differential corrector method does not work with an arbitrary initial value for the initial velocity.
The reason is that in the CR3BP there are also other orbits that start and end on the 𝑥­axis with velocities
perpendicular to it. Among these are Lyapunov orbits around the linear Lagrange points, orbits around
the primary, and prograde orbits around the secondary. With an arbitrary initial value the differential
corrector method can converge to any of those mentioned orbits and it can also not converge at all.
Therefore, an initial value is needed that is already close to the actual value of the initial velocity in
DROs. [17] proposes the following approach: Close to the secondary the initial velocity can be approx­
imated very well by assuming a circular orbit around the secondary. Then, the differential corrector is
applied in order to obtain the true initial velocity for this specific orbit. A small step towards the primary

13
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is taken and the true initial velocity from the previous orbit is taken as initial guess for the next orbit.
This algorithm is to be continued until the required initial distance from the secondary is reached. It is
possible that the change in true initial velocity is too big. In this case the differential corrector might not
converge to a DRO, which can be solved by using a smaller step size. This happens especially close
to the secondary and close to the primary, since the required changes in initial velocity are relatively
high there, as can be seen in Figure 4.1. It is understood that this can become a long process: For the
determination of the initial conditions for a single DRO, many steps have to be taken.

The general shape of the lines in Figure 4.1 can be explained easily. In the vicinity of the secondary,
it holds that a smaller distance to the secondary leads to a higher initial velocity for the DRO. The lower
the mass ratio 𝜇, the farther the initial velocity decreases when the starting position 𝑥0 gets further away
from the secondary. This is because the assumed mass of the secondary – and therefore its influence
– in this two­body system decreases with decreasing mass ratio 𝜇. When the starting position 𝑥0 ap­
proaches the primary, the initial velocity 9𝑦0 has to increase again in order to defy the primary’s gravity
field. Since for the mass ratios 𝜇 in Figure 4.1 (of which the greatest is 0.1), the primary has always
about the same mass, the shapes of the curves close to the primary do not differ much. Only their
locations do, as the primary does have a different position in the CR3BP depending on the mass ratio 𝜇.
This is reflected in the common shift along the 𝑥­axis of primary, secondary, and the initial 𝑦­velocity
curve.

4.2. Better Starting Velocities
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Figure 4.2: Several DROs depicted in an inertial reference frame. The orange DRO starts at 𝑥0 “ 0 “ 𝑥1 ` 0.01.
Each DRO is shown for exactly one orbit. 𝜇 “ 0.01.

The method of incremental changes as described in the previous section can take a long time to
come to a result for a specific orbit since obtaining an initial value for the initial velocity already requires
to compute many orbits. Therefore, a formula that estimates the initial velocity directly is desirable. The
estimate needs to be close enough to the true value so that the differential corrector method actually
converges to the initial conditions of DROs.

If the orbit is close to the secondary, the initial velocity 9𝑦0 can be estimated with assuming an un­
perturbed circular orbit around the secondary. According to [50, Equation (6.18)], the velocity 𝑉𝑐 on a
circular orbit is:

𝑉𝑐 “

c

𝐺𝑚
𝑟 (4.1)
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With the mass 𝑚 of the secondary being 𝜇, the gravitational constant 𝐺 being 1 and the distance 𝑟 to
the secondary being 1´𝜇´𝑥0 (only locations left of the secondary are regarded), the initial velocity 9𝑦0
close to the secondary can be approximated with:

9𝑦0 ≈
c 𝜇
1 ´ 𝜇 ´ 𝑥0

(4.2)

A similar approach yields an approximation for the initial velocity 9𝑦0 of DROs that are close to the primary.
But here, the limiting case is not a circular orbit, but a highly eccentric one. The semi­major axis 𝑎 of
this orbit is 1. This can be seen in Figure 4.2, which depicts some DROs in an inertial reference frame.
The closer the starting location gets to the primary, the closer the eccentricity of the DRO gets to 1 while
also the semi­major axis approaches 1 (dimensionless CR3BP unit). Then, the vis­viva equation [50,
Equation (6.21)] can give an indication of the velocity 𝑉:

𝑉2 “ 𝐺𝑚
ˆ2
𝑟 ´

1
𝑎

˙

(4.3)

This time, the mass 𝑚 of the central body is the mass of the primary, which is 1´ 𝜇. The distance 𝑟 to
the primary is 𝑥0 ` 𝜇. Therefore, the velocity 𝑉 calculates to:

𝑉 “

d

p1 ´ 𝜇q

ˆ 2
𝑥0 ` 𝜇 ´ 1

˙

“

d

2 ⋅ 1 ´ 𝜇
𝑥0 ` 𝜇 ´ p1 ´ 𝜇q (4.4)

This has to be compensated by the intrinsic rotation that the CR3BP already has: The relative motion of
a fixed point on the 𝑥­axis (on the right­hand side of the primary) is equal to the distance to the primary
(which is 𝑥0`𝜇), since the rotational velocity of the CR3BP is 1. The relative motion is pointing in positive
𝑦­direction, which is also the direction in which the DRO is being started. Therefore, 𝑥0 ` 𝜇 needs to be
subtracted from Equation (4.4) in order to obtain a good estimate of the initial velocity 9𝑦0 close to the
primary:

9𝑦0 ≈
d

2 ⋅ 1 ´ 𝜇
𝑥0 ` 𝜇 ´ p1 ´ 𝜇q ´ p𝑥0 ` 𝜇q (4.5)
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Figure 4.3: Initial velocities 9𝑦0 for DROs depending on their initial position 𝑥0 in the CR3BPwith mass ratio 𝜇 “ 0.001.
The true value (blue) is displayed as well as an estimate using the attraction of the secondary, an estimate using
the attraction of the primary, their sum, and their RSS.
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Figure 4.4: Initial velocities 9𝑦0 for DROs depending on their initial position 𝑥0 in the CR3BP with mass ratio 𝜇 “ 0.01.
The true value (blue) is displayed as well as an estimate using the attraction of the secondary, an estimate using
the attraction of the primary, their sum, and their RSS.

Figures 4.3 and 4.4 show the initial velocities for two different mass ratios 𝜇, as well as the estimates
from Equations (4.2) and (4.5). It can be seen that close to the secondary Equation (4.2) seems to be
a good estimate for the true value of the initial velocity 9𝑦0 – as expected – and close to the primary
Equation (4.5) seems to be a good estimate – again, as expected. At the location where the two esti­
mates cross, which is at about 𝑥0 “ 0.9, the true value is higher than the two estimates. Furthermore,
the estimate that takes the secondary gravity into account results in a very low estimated initial velocity
close to the primary, and vice versa. This immediately suggests to add the two estimates in order to
obtain an even better estimate that is valid for every DRO, not only the ones close to the primary or
close to the secondary. This sum can also be found in Figures 4.3 and 4.4.

The question that arises now, is if this sum is a good initial guess for the differential corrector al­
gorithm. This has been tested with a CR3BP with mass ratio 𝜇 “ 0.01. As Figures 4.5 and 4.6 show,
not even half of the initial positions 𝑥0 result in a DRO, with the most deviations occurring in two zones:
between 𝑥0 ≈ 0.5 and 𝑥0 ≈ 0.8 and for 𝑥0­values below 0.2. For 𝑥0­values that are between 0.5 and 0.8,
Figure 4.4 shows that indeed the sum of the estimates for the initial velocity 9𝑦0 is a bit higher than the
true value. Furthermore, the estimate using the secondary attraction does not go down to zero close
to the primary, which seems to be the reason for the differential corrector not to converge to a DRO
close to the primary. A more detailed analysis of when the algorithm using the sum of the estimates
converges to a DRO can be found in Figure 4.7. Here, the resulting orbit family depending on starting
position 𝑥0 and mass ratio 𝜇 is shown. It can be seen that for 𝜇 ă 0.001 all resulting orbits are DROs.
The larger the mass ratio 𝜇 increases above 0.001, the more starting positions 𝑥0 do not result into a
DRO. Furthermore, it can be seen that the non­DRO orbits arise mainly in two regions of the starting
position 𝑥0: very close to the primary and at 𝑥0 ă 0.8. The reasons are the same as before: Close to
the primary and for 𝑥0 being a bit smaller than 0.8, the sum of the estimates for the initial velocity 9𝑣0
and its true solution do not coincide very well.

A note about Figures 4.5 and 4.6 shall be made: The “other repeating orbits” seem to have a very in­
teresting shape heavily influenced by the secondary when in reality they are just elliptical orbits around
the primary that experience very little influence from the secondary. Their pericenter can be seen twice
in Figures 4.5 and 4.6: on the 𝑥­axis on the secondary facing side and on the 𝑥­axis on the opposing
side. If the elliptical orbit were to experience no perturbation from the secondary, the pericenter would
be at the same location every orbit in an inertial reference frame. It being on the other side of the sec­
ondary implies that the secondary has performed half a revolution in the meantime, for which it takes
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Figure 4.5: Resulting orbits from the differential corrector method with using the sum of the estimates for the initial
velocity that are based on primary and secondary attraction respectively as a starting point. 𝜇 “ 0.01.
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Figure 4.6: Zoom into Figure 4.5.



18 4. Initial Conditions

0.0 0.2 0.4 0.6 0.8 1.0
x0

0.000

0.002

0.004

0.006

0.008

0.010

0.012

0.014

DRO
L1-Lyapunov orbit
prograde primary orbit
other repeating orbit
primary
secondary

Figure 4.7: Orbit type that is obtained with applying the differential corrector to the sum of the estimates (Equa­
tion (4.2) + Equation (4.5)) with different mass ratios 𝜇.
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Figure 4.8: DRO, L1­Lyapunov orbit, and another repeating orbit in the CR3BP in both, the co­rotating reference
frame (CR3BP) (solid lines) and an inertial reference frame (dashed lines). The orbits in the rotating reference
frame have been propagated until time 𝑡 “ 2𝜋. Primary and secondary are depicted at their locations at 𝑡 “ 0
only. 𝜇 “ 0.01.



4.2. Better Starting Velocities 19

1.2 1.0 0.8 0.6 0.4 0.2 0.0 0.2
x (CR3BP) and x (inertial)

0.4

0.3

0.2

0.1

0.0

0.1

0.2

0.3

0.4
y 

(C
R3

BP
) a

nd
 y

 (i
ne

rti
al

)

DRO
L1-Lyapunov orbit
other repeating orbit
CR3BP
inertial reference frame
primary at t = 0

Figure 4.9: Zoom into Figure 4.8.

exactly the time 𝜋. Therefore, the green orbits are expected to have a period that is close to 𝜋 (close
and not exactly because there is a perturbation from the secondary). One DRO, one L1­Lyapunov orbit
and one of those “other repeating orbits” are illustrated in Figures 4.8 and 4.9 in an inertial reference
frame. The propagation time is 2𝜋, within this time the “other repeating orbit” performs only slightly
less than two orbits, confirming the reflections on the period of this orbit. In Figure 4.9 it seems like
the first and the second orbit have slightly different dimensions in positive 𝑥­ and positive and negative
𝑦­direction. This is due to the fact that the inertial coordinate frame is centered at the barycenter of
primary and secondary. The primary – alias the focal point of the ellipse – is moving on a circle around
the barycenter, which makes the ellipse seem to shift.

Both of these problems mentioned before – the bad 9𝑦0 initial guesses for very low 𝑥0 values and
those close to 𝑥0 ≈ 0.8 – can be lessened by using the root sum squared (RSS) of the two estimates
rather than their sum. The RSS is closer to the maximum of the two values than the sum of the two
values. Since close to the primary and close to the secondary the respective estimates are already
quite good, it is desired that this value is not altered too much by the other estimate. Also, in between
primary and secondary the true value of the initial velocity 9𝑦0 is estimated better. All of this can be seen
clearly in Figure 4.4. The formula for the RSS estimate is:

9𝑦0 ≈

g

f

f

f

e

c 𝜇
1 ´ 𝜇 ´ 𝑥0

2
`

˜

d

2 ⋅ 1 ´ 𝜇
𝑥0 ` 𝜇 ´ p1 ´ 𝜇q ´ p𝑥0 ` 𝜇q

¸2

“

g

f

f

f

e

𝜇
1 ´ 𝜇 ´ 𝑥0

`

˜

d

2 ⋅ 1 ´ 𝜇
𝑥0 ` 𝜇 ´ p1 ´ 𝜇q ´ p𝑥0 ` 𝜇q

¸2
(4.6)

This estimate can be seen in Figures 4.3 and 4.4. It shall be tested if this estimate yields DROs reliably.
This is tested with 𝜇 “ 0.01. The result can be seen in Figure 4.10. In order to get a better overview
about the mass ratios 𝜇 that work with this new initial velocity guess, Figure 4.11 shows to which orbits
the RSS approach leads. It can be seen that for 𝜇 ă 0.1 the approach reliably yields DROs.
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Figure 4.10: DROs obtained with applying the differential corrector to the RSS of the estimates (Equation (4.6)).
𝜇 “ 0.01.
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Figure 4.11: Orbit type that is obtained with applying the differential corrector to the RSS of the estimates (Equa­
tion (4.6)) with different mass ratios 𝜇.
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4.3. Modifying Root Sum Squared
In order to get rid of the few DROs whose initial velocity can not be calculated with the RSS method
(see Figure 4.11), the method shall be slightly modified. Figure 4.11 shows that the problems arise
approximately in the middle between primary and secondary (and for higher mass ratios 𝜇 closer to the
primary). Figures 4.3 and 4.4 show that the RSS estimate for the initial velocity is too low (in general,
and especially in the region where convergence to DROs is not reached). Therefore, a possible solution
would be to multiply the RSS approximation by a factor 𝑓. This makes the estimate for 9𝑦0:

9𝑦0 ≈ 𝑓 ⋅

g

f

f

f

e

𝜇
1 ´ 𝜇 ´ 𝑥0

`

˜

d

2 ⋅ 1 ´ 𝜇
𝑥0 ` 𝜇 ´ p1 ´ 𝜇q ´ p𝑥0 ` 𝜇q

¸2

(4.7)

Applying the differential corrector to this initial guess will be called modified root sum squared (MRSS)
in the following.

Figures 4.12 to 4.16 show for different values of 𝑓 if the unmodified RSSmethod or the MRSSmethod
yields a DRO. In case both of them lead to DROs, the figures indicate which of them converges with a
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Figure 4.12: Comparison in which cases only RSS (light green) and only MRSS (red) yield a DRO. If both lead to
a DRO, the color indicates if RSS needs less iterations (dark green), MRSS needs less iterations (purple), or both
need the same number of iterations (blue). Black indicates that neither RSS nor MRSS yield a DRO. 𝑓 “ 1.025.
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Figure 4.13: Comparison in which cases only RSS (light green) and only MRSS (red) yield a DRO. If both lead to
a DRO, the color indicates if RSS needs less iterations (dark green), MRSS needs less iterations (purple), or both
need the same number of iterations (blue). Black indicates that neither RSS nor MRSS yield a DRO. 𝑓 “ 1.05.
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Figure 4.14: Comparison in which cases only RSS (light green) and only MRSS (red) yield a DRO. If both lead to
a DRO, the color indicates if RSS needs less iterations (dark green), MRSS needs less iterations (purple), or both
need the same number of iterations (blue). Black indicates that neither RSS nor MRSS yield a DRO. 𝑓 “ 1.1.
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Figure 4.15: Comparison in which cases only RSS (light green) and only MRSS (red) yield a DRO. If both lead to
a DRO, the color indicates if RSS needs less iterations (dark green), MRSS needs less iterations (purple), or both
need the same number of iterations (blue). Black indicates that neither RSS nor MRSS yield a DRO. 𝑓 “ 1.2.
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Figure 4.16: Comparison in which cases only RSS (light green) and only MRSS (red) yield a DRO. If both lead to
a DRO, the color indicates if RSS needs less iterations (dark green), MRSS needs less iterations (purple), or both
need the same number of iterations (blue). Black indicates that neither RSS nor MRSS yield a DRO. 𝑓 “ 1.4.
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smaller number of iterations needed. The goal would now be to find a factor 𝑓 that leads to a non­DRO
region that has no common points with the RSS non­DRO region. In this case, a condition could be set
up that decides in which cases RSS and in which cases MRSS should be used, with having a solution for
any possible combination of mass ratio 𝜇 and starting position 𝑥0. Of the five factors 𝑓 that are depicted
in Figures 4.12 to 4.16, only 𝑓 “ 1.4 in Figure 4.16 leads to DROs that can not be computed with either
method, since all other figures do not show any black dots. Furthermore, it can be observed that the
light green area – indicating that the new MRSS method does not yield a DRO – is extending more and
more to the right (higher 𝑥0­values) with increasing factor 𝑓. This suggests that factors 𝑓 that are higher
than 1.4 are not successful either since the light green area will extend further and further into the red
area, increasing the size of the black area even more. Therefore, a decision has to be made between
the remaining factors 𝑓 “ 1.025, 1.05, 1.1, 1.2. Of course any number in between could be tried as well
but for the sake of eliminating the non­DRO region this is not necessary.

For this decision, another criterion is needed. For that it is crucial to stress the meaning of the
purple area: It represents all possible combinations of mass ratio 𝜇 and starting position 𝑥0 at which
the MRSS method performs better in terms of the number of iterations than the RSS method. The use
of the number of iterations as a measure of how fast a method converges to a DRO is discussed in
Section 4.4. A larger purple area therefore means that for a larger fraction of the possible DROs the
number of iterations needed can be decreased, and is therefore to be sought. 𝑓 “ 1.2 in Figure 4.15
shows the largest purple area but the light green and the red area are dangerously close to each other,
which makes it harder to define a simple border that fits in between them. Since the criterion with the
size of the purple area is only a secondary criterion, in this case 𝑓 “ 1.1 is chosen, which still has a
large purple area. Here, it is easily possible to define in which cases RSS and in which cases MRSS
should be used. While in the blue area it does not matter, it would be beneficial if the entire purple area
used MRSS and the dark green area used RSS. On the other hand it is compulsory that the entire red
area uses MRSS and the entire light green area uses RSS.

0.4 0.2 0.0 0.2 0.4 0.6 0.8 1.0
x0

0.0

0.1

0.2

0.3

0.4

0.5

f = 1.1

MRSS impossible
RSS better
equal
MRSS better
RSS impossible
primary
secondary
border

Figure 4.17: Comparison in which cases only RSS (light green) and only MRSS (red) yield a DRO. If both lead to
a DRO, the color indicates if RSS needs less iterations (dark green), MRSS needs less iterations (purple), or both
need the same number of iterations (blue). The border (solid blue line) divides regions where RSS is recommended
(green shaded background) and regions in which MRSS is recommended (red shaded background). 𝑓 “ 1.1.

Figure 4.17 shows in which regions it is recommended to use the MRSS method (red background)
instead of the RSS method (green background). More details for the low mass ratio 𝜇 region can be
seen in Figures 4.18 and A.1 to A.4. The region with the blue dots allows the border to be rather
imprecise, since for the blue dots it does not matter on which side of the border they end up, since
they indicate that RSS and MRSS perform equally well. Therefore, the easiest approach for defining the
border between RSS and MRSS is to use a piecewise linear function of 𝜇. As a result, the left and right
borders 𝑎p𝜇q and 𝑏p𝜇q could be as follows:
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𝑎p𝜇q “
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%

0.36 ´ 1.48𝜇 for 2{11 ă 𝜇
0.6 ´ 2.8 𝜇 for 14{487 ă 𝜇 ≤ 2{11
0.74 ´ 7.67𝜇 for 2{121 ă 𝜇 ≤ 14{487
0.8 ´ 11.3 𝜇 for 1{490 ă 𝜇 ≤ 2{121
0.93 ´ 75 𝜇 for 1{10625 ă 𝜇 ≤ 1{490
0.97 ´ 500 𝜇 for 1{112500 ă 𝜇 ≤ 1{10625
0.99 ´ 2750 𝜇 for 1{2225000 ă 𝜇 ≤ 1{112500
1 ´ 25000 𝜇 for 𝜇 ≤ 1{2225000

(4.8)

𝑏p𝜇q “
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%

0.9 ´ 1 𝜇 for 60{167 ă 𝜇
0.96 ´ 1.167𝜇 for 20{833 ă 𝜇 ≤ 60{167
0.98 ´ 2 𝜇 for 1{100 ă 𝜇 ≤ 20{833
0.99 ´ 3 𝜇 for 1{1700 ă 𝜇 ≤ 1{100
1 ´ 20 𝜇 for 𝜇 ≤ 1{1700

(4.9)

The estimate for the initial velocity 9𝑥0 is then:

9𝑦0 ≈ 𝑓 ⋅
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˜

d

2 ⋅ 1 ´ 𝜇
𝑥0 ` 𝜇 ´ p1 ´ 𝜇q ´ p𝑥0 ` 𝜇q

¸2

(4.10)

with 𝑓 being:

𝑓 “

#

1.1 for 𝑎p𝜇q ă 𝑥0 ă 𝑏p𝜇q

1 else
(4.11)

In Figures 4.17 and 4.18, there are in total zero red dots in the green area and three green dots in the
red area. Another green dot in the red area can be found in Figure A.2. This means that out of the
82500 combinations of starting position 𝑥0 and mass ratio 𝜇 that have been evaluated in Figures 4.17,
4.18 and A.1 to A.4, four lead to the use of the less optimal technique, while no combination leads to
the use of a technique that is not applicable because it does not result in a DRO. This means that the
combined method (CM) defined by Equations (4.8) to (4.11) always yields a DRO and does so in the very
most cases with fewer iterations needed than the RSS method. Therefore it is to be preferred and will
be applied in the rest of this thesis for finding initial conditions of DROs.
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Figure 4.18: Zoom into Figure 4.17.
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4.4. Quantifying the Combined Method Enhancement
It needs to be evaluated if the new CM yields the initial conditions for a DRO at a specific starting lo­
cation 𝑥0 faster than the method of incremental changes. Faster in this context can refer to different
criteria such as computation time, propagation time, or number of iterations. Computation time typically
depends on the machine that runs the simulation. Propagation time refers to the amount of time that is
covered by the simulation(s). Having the propagation time as a criterion would not take into account that
in regions of large acceleration more computational effort – and thusmore computation time – is needed
for the same amount of propagation time. Therefore – and for the sake of simplicity – the number of
iterations is taken as an indication for how fast a method converges. It should be noted, that DROs close
to the primary have a longer propagation time and therefore tend to require more computation time than
DROs that are close to the secondary. Furthermore, orbits that are close to the secondary or the primary
tend to require more computation time than DROs that are in between because they experience larger
accelerations and therefore the local step size of the propagation algorithm will be chosen to be smaller.
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Figure 4.19: Number of iterations that are needed in order for the differential corrector to converge to a DRO. The
solid line represents the approach that uses the CM, which is always the optimal out of the RSSmethod (dashed line)
and the MRSS method (dotted line). The colored dots represent the incremental change approach, as described in
Section 4.1 with different step sizes for the change Δ𝑥0 in starting position. For some values of 𝑥0, the algorithm
yields an orbit different from a DRO, then the last DRO is marked with a square. 𝜇 “ 0.01. Similar plots for 𝜇 “ 0.1,
𝜇 “ 0.001, and 𝜇 “ 3 ⋅ 10´6 can be found in Figures A.5 to A.7.

This all being said, Figure 4.19 compares the number of iterations that is needed for the differential
corrector algorithm to converge to a DRO for 𝜇 “ 0.01. A first thing to notice is that with the differential
corrector method, not all of the orbits end up being DROs. Starting at the secondary, the algorithm
converges to DROs only up until 𝑥0 “ 0.18 for Δ𝑥 “ 0.005, 𝑥0 “ 0.0234 for Δ𝑥 “ 0.0002, and start
positions 𝑥0 in between for step sizes Δ𝑥0 in between. It is not surprising that a smaller step size yields
a lower starting position 𝑥0 that can be reached, since a higher step size leads to a larger difference in
starting velocity 9𝑣0 and therefore convergence is harder to reach.

Regarding the number of iterations that are needed for the algorithm to converge to a DRO, it can
not be stressed enough that with the RSS method only the exact number of iterations that is depicted
in Figure 4.19 for a specific starting position 𝑥0 is needed in order to obtain a DRO. For example for
𝑥0 “ 0.6, five propagated orbits are needed for convergence. On the other hand, for the method of
incremental changes, all of the numbers that are on the right­hand side of the target position 𝑥0 have
to be summed up in order to obtain the number of iterations that is needed to obtain a DRO. Figure 4.20
shows the cumulated number of iterations. It can clearly be seen that the CM performs significantly bet­
ter than the method of incremental changes in terms of total computational effort. Although of course
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Figure 4.20: Number of iterations that are needed in order for the differential corrector to converge to a DRO. The
solid line represents the approach that uses the RSS of the two estimates as initial guess (Equation (4.6)). The
dots represents the incremental change approach, as described in Section 4.1 with different step sizes for the
change Δ𝑥0 in starting position. With some of the step sizes the algorithm yields an orbit different from a DRO, in
this case the last DRO is marked with a square. 𝜇 “ 0.01.

it should be noted that this holds true if one specific DRO should be computed. If the entire orbit family
is needed then the numbers need to be summed up also for the CM.

The shape of the curves from Figure 4.19 shall be discussed here. The line for the RSS method
has a maximum for 𝑥0 ≈ 0.77. This matches approximately the findings from Figure 4.4: The largest
difference between the true solution and the RSS can be found between 𝑥0 ≈ 0.7 and 𝑥0 ≈ 0.95. It can
be assumed that the comparably large number of iterations needed in this region is due to the large
gap between the initial guess for the initial velocity 9𝑦0 and its true solution and that the low numbers of
iterations needed close to primary and secondary are due to their good accordance. For the method
of incremental changes on the other hand, the slope of the true solution in Figure 4.4 is decisive for
the performance of the algorithm. For regions with a high slope the initial velocity 9𝑦0 changes quickly
with 𝑥0 and therefore the initial guess is farther off than for regions with a small slope. And indeed,
Δ𝑥0 “ 0.002 and Δ𝑥0 “ 0.005 reach the minimum number of iterations needed at about 𝑥0 ≈ 0.885 in
Figure 4.19 which coincides with a very flat region of the true solution in Figure 4.4.

The relation between RSS, MRSS, and CM fits well to previous findings: As is was also evident from
Figure 4.18 (for 𝜇 “ 0.01), Figure 4.19 shows that RSS needs more iterations than MRSS in the region
between 𝑥0 ≈ 0.7 and 𝑥0 ≈ 0.95, while it needs less for 𝑥0 ă 0.67 and 𝑥0 ą 0.97. Also, MRSS does not
yield DROs for 𝑥0 ă 0.46 with two “islands” where MRSS does yield DROs at 𝑥0 ≈ 0.17 and 𝑥0 ≈ 0.44.
Indeed, for any starting position 𝑥0, the CM uses the method (RSS or MRSS) that requires less iterations.

Figures A.5 to A.7 show the number of iterations that are needed for 𝜇 “ 0.1, 𝜇 “ 0.001, and
𝜇 “ 3 ⋅ 10´6, respectively. They show that for lower mass ratios 𝜇 the advantage of the CM over the
method of incremental changes is even bigger. For example, in Figure A.7 for 𝜇 “ 3 ⋅ 10´6 the CM (and
the RSSmethod) needs only two iterations for most of the starting positions 𝑥0 while the method of incre­
mental changes needs three for most of the starting positions 𝑥0 for the smallest step size Δ𝑥0 “ 0.0002.
And of course – as stressed before – this is for only one particular DRO, but the method of incremental
changes requires to calculate all steps before that as well.
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4.5. Conclusions
In this chapter, the method of incremental changes that was suggested by [17] was analyzed. This
uses the initial velocity for a certain DRO as a starting point in order to calculate the initial velocity of
a neighboring DRO. This turned out to be quite inefficient as in order to compute a specific DRO, all
DROs between the secondary and the desired starting location 𝑥0 have to be computed. With the CM,
an algorithm was found that is reliably able to compute an initial velocity that is close enough to the
true initial velocity of the desired DRO, such that the differential corrector is able to find the DRO. The CM
does not require to compute any additional DROs, which makes it very handy when the initial conditions
of a specific DRO are needed.





5
Integrator Settings

Usually in astrodynamics simulations there are two properties that have to be chosen with care as they
influence the computation time and the accuracy of the result: the propagator and the integrator. In
this specific case, the propagator is already set by the equations of the CR3BP in Chapter 3: the Cowell
type. The integrator on the other hand is subject of a thorough investigation: If the step size is chosen
to be too large, the error that is made in each of the steps (truncation error) is driving the total error to
be large. On the other hand, if the step size is chosen too small, the error that accumulates from all
the rounding that happens in each step due to the limited accuracy of floating­point numbers (rounding
error) takes over and dominates the total error.

This chapter will first look into different fixed step size Runge­Kutta (RK) methods and evaluate which
of them is best in propagating DROs. Then, variable step size RK methods are investigated and their
(dis­)advantages for DROs explained. Finally, a conclusion for the further analysis is drawn.

5.1. Fixed Step Size Runge­Kutta Methods
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Figure 5.1: The Euclidean norm of the state residual depending on the step size Δ𝑡 of the integration for various
RK methods. 𝜇 “ 0.001, 𝑥0 “ 0.799.

Fixed step size RK methods of any order are readily available. The order indicates “how fast” the
algorithm converges to the true solution of an ivp. This can be observed in Figure 5.1: The Euclidean

29
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norm of the state residual of the 𝑛th degree RK method is proportional to the 𝑛th power of the step
size Δ𝑡 in the region that is dominated by the truncation error. In the region that is dominated by the
rounding error, the residual stays approximately constant, since the rounding error per step does not
depend on the step size Δ𝑡. However, as for lower step sizes Δ𝑡 more steps are needed, the residual
gets slightly larger when the step size Δ𝑡 gets even lower. This trend is overshadowed by the erratic
behavior of the rounding error, making it hard to actually identify the slope of this ascend.

The state residual in this case is the difference between the state after half an orbit with the step
size Δ𝑡 and the state after half an orbit with a more accurate step size Δ𝑡{1.2. The factor 1.2 is not too
large in order to not let the rounding error distort the results of the simulation that is supposed to be
the more accurate one. It is also not too small in order for the two simulations to be visibly different
from each other. Therefore, the residual can be seen as an indication of how large the error is that the
propagation is making after half an orbit. For this thesis, three RK methods are compared to each other
that are all available in the SciPy library. They are a third­order RK method, a fifth­order RK method,
and an eighth­order RK method. Figure 5.1 shows that with the eighth­order Runge­Kutta method (RK8)
the largest steps can be taken while at the same time reaching the lowest Euclidean norm of the state
residual.
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Figure 5.2: The Euclidean norm of the state residual depending on the number of function evaluations for various
RK methods. 𝜇 “ 0.001, 𝑥0 “ 0.799.

This does not necessarily mean that this is the method that needs to lowest amount of computational
effort, since one step in RK8 needs more computational effort than in a lower­order RK method. There­
fore, the computational effort is estimated with the number of function evaluations that are needed in
total for half an orbit. “Function evaluations” in this case refers to the evaluations of the right­hand side
of Equation (3.13). This is depicted in Figure 5.2. It shows that indeed RK8 is the method that needs
the least number of function evaluations while at the same time reaching the lowest residual. In Fig­
ure 5.1, the step sizes Δ𝑡 at which the rounding error dominates the total error and the step sizes Δ𝑡 at
which the truncation error does so can clearly be distinguished: For step sizes Δ𝑡 higher than ≈ 0.04 to
0.05 the residual of RK8 follows closely a function that is proportional to Δ𝑡8 – indicating that this region
is dominated by the truncation error. For step sizes Δ𝑡 lower than ≈ 0.04 to 0.05 the residual of RK8
behaves rather erratic but stays always very close to the minimum – indicating that this region is domi­
nated by the rounding error. The lowest residual can be found at the border between those two regions.

In the following it will be assumed that the RK8 scheme is the optimal one for all possible DROs. The
aim would now be to obtain the optimal step size Δ𝑡 for each of the DROs. Since it is of course not
feasible to analyze each of the plots containing the Euclidean norm of the state residual like Figure 5.1
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manually, an algorithm needs to be created for that. The easiest solution would be to just take the step
size Δ𝑡 that belongs to the lowest Euclidean norm of the state residual. But this is problematic for two
reasons: Firstly, only a finite number of step sizes Δ𝑡 can be investigated and the best step size Δ𝑡
might not be represented well in whatever grid one chooses. But more importantly, the region that is
dominated by the rounding error shows a rather erratic behavior. In general it does hold that the larger
the difference in step size Δ𝑡 between the optimum and current step size Δ𝑡, the higher the residual,
but it can not be guaranteed. In order to avoid choosing a step size Δ𝑡 that is lower than the optimum,
the analysis needs to be a bit more elaborate.
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Figure 5.3: The Euclidean norm of the state residual depending on the step size Δ𝑡 of the RK8 method. Global
optimization via grid search and then local optimization via least squares method is performed to find the point
between the region dominated by the truncation error and the region dominated by the rounding error. 𝜇 “ 0.001,
𝑥0 “ 0.799.

In fact, it turns out to be an optimization problem. For the explanation of the approach, the common
logarithm of the step size Δ𝑡 will be called 𝑥 and the common logarithm of the Euclidean norm of the
state residual will be called 𝑓. Then, 𝑓 follows approximately the function 𝑤𝑎,𝑏p𝑥q:

𝑓 ≈ 𝑤𝑎,𝑏p𝑥q, 𝑤𝑎,𝑏p𝑥q “

#

𝑏 for 𝑥 ă 𝑎
𝑏 ` 𝑛 ⋅ p𝑥 ´ 𝑎q else

(5.1)

where 𝑛 is the degree of the RK method, which in the case of RK8 is 8. The parameters 𝑎 and 𝑏 are
the coordinates of the point that represents the optimal step size Δ𝑡 – which can be computed to be
10𝑎 – and the respective residual – which is 10𝑏. Now the optimization problem is to find 𝑎 and 𝑏 such
that 𝑓 ≈ 𝑤𝑎,𝑏p𝑥q is the best possible approximation. This local optimization can easily be done by a
least­squares method. The least­squares method works even more efficiently when being supplied
with the Jacobian matrix of 𝑤p𝑥q, which can be computed with:

𝜕𝑤𝑎,𝑏p𝑥q

𝜕𝑎 “

#

0 for 𝑥 ă 𝑎
´𝑛 else

and
𝜕𝑤𝑎,𝑏p𝑥q

𝜕𝑏 “

#

1 for 𝑥 ă 𝑎
1 else

“ 1 (5.2)

In order to be sure that the local optimization yields the global minimum and not only a local minimum,
a global optimization shall be applied first. In this case – due to the relative simplicity of the optimization
problem – it turns out to be sufficient to apply a grid search algorithm. This can be seen in Figure 5.3:
The grid is a ten by ten grid that goes from the minimum to the maximum of the investigated step size Δ𝑡
and the observed Euclidean norm of the state residual, respectively. The grid is represented by the
orange dots, while the orange cross represents the one grid point that is optimal. From there, a local
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Figure 5.4: Optimal step size Δ𝑡 depending on the mass ratio 𝜇 and the starting position 𝑥0 of the DRO.
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Figure 5.5: Euclidean norm of the state residual when using the optimal step size Δ𝑡 as depicted in Figure 5.4.

optimization is started that results in the black cross. This procedure is performed in order to obtain the
optimal step size depending on the specifics of the DRO, which is discussed in the following.

Figure 5.4 shows the optimal step size for the RK8 scheme depending on the mass ratio 𝜇 and the
starting position 𝑥0. The respective Euclidean norm of the state residual can be found in Figures 5.5
and 5.6. The optimal step size Δ𝑡 close to the secondary is low, compared to the other starting po­
sitions that are farther away from the secondary. This is expected since the accelerations as well as
the changes in acceleration close to the secondary are high. For the same reasoning, the norms of
the state residuals for DROs that start close to the secondary are larger than for DROs that start in the
middle between primary and secondary. Figure 5.6 suggests that there are even more than two orders
of magnitude in between, but regarding the fact that for DROs close to the secondary the norm of the
state residual does not exceed 10´12, this is still an acceptable result.

However, the same line of reasoning could be applied to the DRO that start close to the primary, and
this is definitely not supported by Figures 5.4 to 5.6: The optimal step size does not decrease when
the starting position approaches the primary, but the contrary happens. The norm of the state residual
increases – as expected –, but by way more than it should: While this norm rises to about 10´12 for
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Figure 5.6: Figure 5.5 with adjusted color map.
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Figure 5.7: The Euclidean norm of the state residual depending on the step size Δ𝑡 of the RK8 method. Global
optimization via grid search and then local optimization via least squares method is performed to find the point
between the region dominated by the truncation error and the region dominated by the rounding error. 𝜇 “ 0.1,
𝑥0 “ ´0.03.
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DROs close to the secondary, it rises to 101 for DROs close to the primary. This residual can clearly not
be accepted.

To understand why the (supposedly) optimal step size increases when the starting position ap­
proaches the primary, the previously described optimization algorithm shall be investigated. This is
done exemplary for the case of 𝜇 “ 0.1 and 𝑥0 “ ´0.3, which is in the region of DROs for which a lower
step size Δ𝑡 should be expected. This can be seen in Figure 5.7. The expected shape of the RK8 points
in this plot is not met at all. Instead of first horizontal and then linearly increasing, it is the other way
around. Furthermore, if the optimal step size is similar to the one of DROs close to the secondary, it
is expected to be lower than 10´3, which is not even in the plot. This indicates that the range of step
sizes Δ𝑡 has been chosen incorrectly, and should be shifted to a lower region.
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Figure 5.8: The Euclidean norm of the state residual depending on the step size Δ𝑡 of the RK8 method. Global
optimization via grid search and then local optimization via least squares method is performed to find the point
between the region dominated by the truncation error and the region dominated by the rounding error. 𝜇 “ 0.1,
𝑥0 “ ´0.03.

This can be seen in Figure 5.8. It should also be noted, how the region of step sizes Δ𝑡 was defined
previously, and how it is defined now: Previously – in Figures 5.4 to 5.7 –, the step size Δ𝑡 went from
one 1000th to one 10th of the duration of half a DRO. Now, the adjusted range for further calculations is
from one 10000th to one 100th of the duration of half a DRO. This new range should not be applied to
DROs that start far away from the primary, since it might exclude the optimal step size Δ𝑡. Therefore, it
is only applied for 𝑥0 ă 0.3 ´ 𝜇.

The result of this can be seen in Figures 5.9 and 5.10. The step size in Figure 5.9 is behaving way
more as expected; high in between primary and secondary and low close to primary and secondary.
Only the data row that is closest to the primary – where 𝑥0 “ 0.01 ´ 𝜇 holds – is off, as it indicates a
high step size. Also the optimal norm of the state residual in Figure 5.10 looks more promising than
before in Figures 5.5 and 5.6: The residual does not exceed 2 ⋅ 10´12 with the three data rows close
to the primary being an exception. While this system does work better and for more DROs than before,
there still seems to be a problem close to the primary. This could be solved by introducing even smaller
step sizes for this region. Or – and this is the path that was chosen in this work – one could think about
variable step sizes instead. This promises to be additionally helpful for DROs close to the primary, as
they have a very high variability in acceleration as the orbits extend from very close to the primary to
very far away from both, primary and secondary. Having a fixed step size Δ𝑡 for those orbits means
that all steps have to be performed with the small step size Δ𝑡 that is required in the region close to the
primary, even if this region resembles only a small fraction of the orbit.
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Figure 5.9: Optimal step size Δ𝑡 depending on the mass ratio 𝜇 and the starting position 𝑥0 of the DRO as calculated
with the modified approach.
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Figure 5.10: Euclidean norm of the state residual when using the optimal step size Δ𝑡 as depicted in Figure 5.9.
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But before introducing variable step size methods in the next section, Figure 5.10 should be ana­
lyzed further. As said before, the new range of step sizes Δ𝑡 is applied to DROs that are left of the line
𝑥0 “ 0.3 ´ 𝜇. In Figure 5.6 it looks like using this line is a safe choice; safe meaning that all the DROs
whose optimal step size Δ𝑡 is not found in the original approach are safely taken into account. Since
the “problems” in Figure 5.6 start only left of the line 𝑥0 “ 0.2´𝜇, they should all be taken into account.
This does not correspond with the findings of Figure 5.10: The line 𝑥0 “ 0.3´𝜇 can clearly be seen, as
the numbers for the optimal Euclidean norm of the state residual are higher than in Figure 5.6 – even
right behind the border where there should be no difference, which needs to be investigated further.

10 2 10 1

step size t [-]

10 13

10 11

10 9

10 7

10 5

10 3

Eu
cli

de
an

 n
or

m
 o

f s
ta

te
 re

sid
ua

l

RK8
grid
global optimization
local optimization
estimation

Figure 5.11: The Euclidean norm of the state residual depending on the step size Δ𝑡 of the RK8 method. Global
optimization via grid search and then local optimization via least squares method is performed to find the point
between the region dominated by the truncation error and the region dominated by the rounding error. 𝜇 “ 0.1,
𝑥0 “ 0.19.

To come up with an answer, a specific point left of the line 𝑥0 “ 0.3 ´ 𝜇, but very close to it is
investigated. It is the point where 𝜇 “ 0.1 and 𝑥0 “ 0.19. Figure 5.11 shows the original approach,
and it can clearly be seen that the algorithm finds a reasonably looking optimum point. Now, for Fig­
ure 5.12, the range of step sizes Δ𝑡 is shifted to lower step sizes by a factor 10. It should be noted
that the scale of the vertical axis of Figure 5.12 is wildly different from the one in Figure 5.11. It is
apparent that incorporating more data with very low step sizes Δ𝑡 means incorporating more data that
deviates from the horizontal line, as the residual gets slightly larger for smaller step sizes Δ𝑡. This is
different from the anticipated constant behavior that has been used to model the optimization problem
and is the reason for the Euclidean norm of the state residual being higher when incorporating lower
step sizes Δ𝑡. Therefore, this small discrepancy is not a problem itself and can be explained easily.
However, even the new method does not seem to work for all DROs since the ones that start close to
the primary do still not work correctly, as can be seen in Figures 5.9 and 5.10. For that reason and
because a fixed step size Δ𝑡 does not seem to be right for DROs as accelerations can vary significantly
during a single orbit, the possibilities of having a variable step size Δ𝑡 will be explored in the next section.
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Figure 5.12: The Euclidean norm of the state residual depending on the step size Δ𝑡 of the RK8 method. Global
optimization via grid search and then local optimization via least squares method is performed to find the point
between the region dominated by the truncation error and the region dominated by the rounding error. 𝜇 “ 0.1,
𝑥0 “ 0.19.

5.2. Variable Step Size Runge­Kutta Methods
The integration method that is investigated in this section is the eighth­order variable step­size Runge­
Kutta method (DOP853) that is already implemented in SciPy. Its order is 8, which coincides with the
previously analyzed RK8, so that the two methods are comparable. While fixed step size methods are
characterized by their step size, variable step size methods are characterized with their tolerance. They
are briefly explained in [44]: The solver adapts the step size such that the estimate for the local trun­
cation error stays below the tolerance. The estimate is made with using an RK method with a different
order, in the case of DOP853 this is done with a third­ and a fifth­order RK method (hence the name).

Figures 5.13 to 5.15 show the Euclidean norm of the state residual depending on the number of
function evaluations for RK8 and DOP853 for different values of the starting position 𝑥0. The three figures
are all in the EMLS; equivalent figures for SELS, SJLS, and PCLS can be found in Appendix B. The general
trend in all figures and for both RK8 and DOP853 is from top left to bottom right – which is expected. And
yet, in Figure 5.13 the DOP853 method seems to perform very well with a residual that is lower than
10´13 while at the same time using only 26 function evaluations. In order to explain this phenomenon
it should be noted that residual does not mean error: The error that is made by the propagation is actu­
ally unknown, since there is no analytical solution for it. Therefore, the error is approximated using the
difference between a propagation and a more accurate propagation. This difference is called residual.
When the number of function evaluations is 26 and the tolerance is increased by only a small amount,
the number of function evaluations is still 26, with only the time partitions altered a tiny bit. Therefore,
the “more accurate” propagation that is used for computing the residual is not at all more accurate, it
is almost the same which leads to the residual being very close to zero. As a result, for the further
analysis those data points will be excluded as they are misleading.

The plots show three important key insights: Firstly, for a given residual, there is always a DOP853
that needs less function evaluations than the respective RK8 method. Secondly, by how much DOP853
is better than RK8 depends on the starting location 𝑥0: Close to the secondary, where the accelerations
do not change very much along one orbit, the difference is smaller than close to the primary, where
the accelerations change significantly along one orbit. This is expected, since the benefits of having a
variable step size are large if a large range of step sizes is actually used – which is the case when the
accelerations vary much.
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Figure 5.13: Euclidean norm of the state residuals depending on the number of function evaluations for RK8 and
DOP853. 𝜇 “ 0.01 (EMLS) and 𝑥0 “ ´𝜇 ` 0.95.
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Figure 5.14: Euclidean norm of the state residuals depending on the number of function evaluations for RK8 and
DOP853. 𝜇 “ 0.01 (EMLS) and 𝑥0 “ ´𝜇 ` 0.5.
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Figure 5.15: Euclidean norm of the state residuals depending on the number of function evaluations for RK8 and
DOP853. 𝜇 “ 0.01 (EMLS) and 𝑥0 “ ´𝜇 ` 0.05.

Thirdly: When the tolerance is lowered beyond a “reasonable point” (the point at which no improve­
ment in terms of residual is possible due to rounding errors), the number of function evaluations does
not increase further with the residual staying approximately constant. This is insofar important as it
implies that there is no optimum for the tolerance; increasing the tolerance never results in a worse
residual or in too many function evaluation. Therefore, the recommendation for using this specific im­
plementation of DOP853 is to set the tolerance as low as possible. If the computation time is required to
be smaller, Figures 5.13 to 5.15 can help to determine how many function evaluations will be needed
for a certain accuracy. Though this is not expected as the variable step size DOP853 reduced the num­
ber of function evaluations for the computation­heavy DROs that are close to the primary compared to
RK8 by more than the factor 10, as can be seen in Figure 5.15.

It should be mentioned that in Figure 5.15 no enhancement takes place for RK8 between 100 and
1000 function evaluations. This is not surprising, as for 1000 function evaluations the propagation is
already quite bad with the residual being 1, which is the distance between primary and secondary. As
there is not much room for further worsening as the number of function evaluations becomes even
lower, the residual stays almost the same (at least in this logarithmic plot).

5.3. Conclusions
It can be concluded that among the fixed step size RK methods that have been investigated, RK8 has
performed best. It was archived to provide an overview of which step size is recommended for which
orbit, which can be seen in Figure 5.10. This is except for DROs that start very close to the primary.
Their computation time is too long to be analyzed efficiently, which is why alternatives to RK8 have been
investigated. It has then be proven that DOP853 performs better than RK8 under all tested conditions and
that the tolerance setting can be set to the lowest possible value without loosing accuracy and without
needing too many function evaluations.





6
Modeling with Fourier Series

In order to obtain an estimate of the shape of a DRO without actually having to numerically propagate
half an orbit, Hirani and Russel proposed in [17] to model DROs with Fourier series. Their approach is
explained in the first section of this chapter, followed by the analysis of a novel approach that takes the
shape of DROs more into account.

6.1. Traditional Approach
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Figure 6.1: Example DROs in the EMLS (𝜇 “ 0.01). The highlighted DRO has the starting location 𝑥0 ´ 𝑥1 “ 0.6.
The definition of 𝜙 and 𝑟 can be concluded from this plot.

The approach explained in this section follows very closely Hirani and Russell [17]. However, some
minor changes have been applied, which will be important later. The 𝑥­ and 𝑦­positions are approx­
imated using Fourier series that are functions of the angle 𝜙. The introduced angle 𝜙 is defined as
the angle between the current position, the secondary and the 𝑥­axis. This can be seen in Figure 6.1;
further it should be noted that this angle is called 𝜃 in [17]. The Fourier coefficients for any orbit given
by 𝑥p𝜙q and 𝑦p𝜙q are retrieved by evaluating 𝑥p𝜙q and 𝑦p𝜙q at 256 equally spaced angles 𝜙1 to 𝜙256.
The Fourier series is restricted to have 𝑁 cosine and sine parameters, respectively. Because DROs are
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symmetric with respect to the 𝑥­axis, the coefficients for the sine terms are zero for 𝑥p𝜙q as well as
the cosine terms for 𝑦p𝜙q and can thus be eliminated. Therefore, 𝑥p𝜙q can be approximated using the
parameters 𝑎0 to 𝑎𝑁 as:

𝑥p𝜙q ≈
𝑁

∑
𝑛“0

𝑎𝑛 cosp𝑛𝜙q (6.1)

while 𝑦p𝜙q uses the parameters 𝑏1 to 𝑏𝑁:

𝑦p𝜙q ≈
𝑁

∑
𝑛“1

𝑏𝑛 sinp𝑛𝜙q (6.2)

The parameters 𝑎0 to 𝑎𝑁 and 𝑏1 to 𝑏𝑁 are chosen such that at the angles 𝜙1 to 𝜙256 the following
systems of equations are satisfied as good as possible – meaning that the sum of the squares of the
residuals is to be minimized:

»

—

—

–

𝑥p𝜙1q

𝑥p𝜙2q

⋮
𝑥p𝜙256q

fi

ffi

ffi

fl

≈

»

—

—

–

1 cosp𝜙1q cosp2𝜙1q ⋯ cosp𝑁𝜙1q

1 cosp𝜙2q cosp2𝜙2q ⋯ cosp𝑁𝜙2q

⋮ ⋮ ⋮ ⋱ ⋮
1 cosp𝜙256q cosp2𝜙256q ⋯ cosp𝑁𝜙256q

fi

ffi

ffi

fl

»

—

—

—

—

–

𝑎0
𝑎1
𝑎2
⋮
𝑎𝑁

fi

ffi

ffi

ffi

ffi

fl

(6.3)

»

—

—

–

𝑦p𝜙1q

𝑦p𝜙2q

⋮
𝑦p𝜙256q

fi

ffi

ffi

fl

≈

»

—

—

–

sinp𝜙1q sinp2𝜙1q ⋯ sinp𝑁𝜙1q

sinp𝜙2q sinp2𝜙2q ⋯ sinp𝑁𝜙2q

⋮ ⋮ ⋱ ⋮
sinp𝜙256q sinp2𝜙256q ⋯ sinp𝑁𝜙256q

fi

ffi

ffi

fl

»

—

—

–

𝑏1
𝑏2
⋮
𝑏𝑁

fi

ffi

ffi

fl

(6.4)

One way to obtain the best solution is by solving the arising least­squares problem, for which several
implementations exists. Within the scope of this thesis, theNumPy function numpy.linalg.lstsq()
is used, which yields the 2𝑁 ` 1 Fourier coefficients for the specific DRO. However, the goal is to have
a model for the entire family of DROs for one specific CR3BP. In order to archive that, a finite number
(256 in [17]) of DROs is regarded with the starting positions 𝑥0,1 to 𝑥0,256, for each of which all Fourier
coefficients are computed. Each of the Fourier coefficients 𝑝 is then approximated with an order 𝐶
polynomial function:

𝑝p𝑥0q “

𝐶

∑
𝑠“0

𝑑𝑠𝑥𝑠0 (6.5)

The parameters 𝑑0 to 𝑑𝐶 for each of the polynomials are the least squares solutions to the following
system of equations:

»

—

—

–

𝑝p𝑥0,1q

𝑝p𝑥0,2q

⋮
𝑝p𝑥0,256q

fi

ffi

ffi

fl

≈

»

—

—

–

1 𝑥0,1 𝑥20,1 ⋯ 𝑥𝐶0,1
1 𝑥0,2 𝑥20,2 ⋯ 𝑥𝐶0,2
⋮ ⋮ ⋮ ⋱ ⋮
1 𝑥0,256 𝑥20,256 ⋯ 𝑥𝐶0,256

fi

ffi

ffi

fl

»

—

—

—

—

–

𝑑0
𝑑1
𝑑2
⋮
𝑑𝐶

fi

ffi

ffi

ffi

ffi

fl

(6.6)

The total number of parameters needed for each Fourier coefficient is 𝐶 ` 1, which makes the total
number of parameters p2𝑁 ` 1qp𝐶 ` 1q ≈ 2𝑁𝐶.

Figures 6.2 and 6.3 show the deviations that this method introduces with respect to propagated
orbits for the 𝑥­ and 𝑦­coordinate, respectively. In order to restrict the DROs to a useful domain, only
DROs with 𝑥0 ≥ 𝑥2 ´ 0.3 are being considered. This is in line with [17]. In order to prevent “over­
fitting”, only 256 different values for 𝑥0 are used to calculate the parameters, while 512 are used to
test the accuracy of the model. For the same reason, 256 different angles 𝜙 had been uses to ob­
tain the parameters, and 512 are used in Figures 6.2 and 6.3. It can clearly be seen that the model
works as the maximum residual for the 𝑥­coordinate is about 10´6 and for the 𝑦­coordinate about 10´5.
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Figure 6.2: Residual in the 𝑥­coordinate depending on the angle 𝜙 and the starting location 𝑥0 after modeling the
DROs with a Fourier series of order 𝑁 “ 50 and a polynomial of order 𝐶 “ 100. 𝜇 “ 2.528 ⋅ 10´5.
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Figure 6.3: Residual in the 𝑦­coordinate depending on the angle 𝜙 and the starting location 𝑥0 after modeling the
DROs with a Fourier series of order 𝑁 “ 50 and a polynomial of order 𝐶 “ 100. 𝜇 “ 2.528 ⋅ 10´5.

Figure 6.4: Residual in the 𝑥­coordinate depending on the angle theta and the starting location LU after modeling
the DROs with a Fourier series of order 𝑁 “ 50 and a polynomial of order 𝐶 “ 100. 𝜇 “ 2.528 ⋅ 10´5. According to
and taken from [17].
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Figure 6.5: Residual in the 𝑦­coordinate depending on the angle theta and the starting location LU after modeling
the DROs with a Fourier series of order 𝑁 “ 50 and a polynomial of order 𝐶 “ 100. 𝜇 “ 2.528 ⋅ 10´5. According to
and taken from [17].

Figures 6.4 and 6.5 are directly taken from [17]. They represent the same problem and them show­
ing the same order of magnitude for the residual as Figures 6.2 and 6.3 can be seen as verification for
the implementation of the model. However, the pattern is obviously quite different. There is a plethora
of reasons that could play a role here:

• [17] does not mention any of the propagation settings, for that reason the propagator, integrator,
and step size are unknown.

• [17] does not mention how the interpolation for the times that are in between two time steps has
been implemented. For this thesis, this is discussed in the next section.

• [17] does not mention the resolution of Figures 6.4 and 6.5, neither in terms of “positive x­
axis crossing (LU)” nor in terms of “theta (rad)”. This is important because of potential over­
/underfitting.

On the other hand, the following differences between the implementation in this thesis and [17] are
probably not the reason for the discrepancy:

• The “x­axis crossing” in [17] is defined as the location where the DRO crosses the 𝑥­axis on the far
side of the secondary, rather than the close side of the secondary as in this thesis. Since for the
DROs that are considered, those two locations have a very similar distance to the secondary, this
should not change the pattern. However, it should be mentioned that in Figures 6.4 and 6.5 the
left­hand side of the plot represents the DROs close to the secondary while in Figures 6.2 and 6.3
this applies to the right­hand side of the plot.

• The propagations have been performed with different starting positions. Within this thesis, the
propagations of DROs always start on the close side of the secondary, while in [17] they start on
the far side of the secondary. For obvious reasons, the propagation error is smaller closer to the
starting point of the propagation and bigger further away from it. Since the propagation errors
introduced by the propagations performed in this thesis are generally smaller than the residuals
seen in Figures 6.2 and 6.3, this can not be a problem. However, little is known about the error
introduced by the propagations performed in [17].

• Furthermore, in order to obtain the Fourier and polynomial coefficients, in this thesis Equa­
tions (6.4) and (6.6) are evaluated while in [17] numerical integrals are used. This is not expected
to make a difference as both are valid approaches in order to obtain Fourier and polynomial
coefficients.

6.2. Interpolation
The DOP853 method yields the state only at discrete times and not any arbitrary angles 𝜙. Therefore, in
order to be able to get the distance 𝑟 from the secondary as a function of 𝜙, interpolation needs to be
performed. Three different approaches will be mentioned here that will be compared to a benchmark.
The benchmark is a propagation using the RK8 method with a lower step size than the DOP853 reaches,
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Figure 6.6: The residual of two different interpolation techniques and a 7th­order polynomial in position of the DRO
with 𝜇 “ 0.1 and 𝑥0 ´ 𝑥2 “ ´0.2.

meaning that at more time instances the position on the DRO is available without the need for interpo­
lation.

The three approaches are the following. Firstly, the position 𝑥, 𝑦 can be linearly interpolated be­
tween two available positions. This has the obvious disadvantage of not taking the curvature of the
DRO into account at all. This is corrected for in the second approach: Instead of interpolating the
coordinates 𝑥 and 𝑦, for any given angle 𝜙 the distance 𝑟 from the secondary is linearly interpo­
lated. This is expected to perform better than the first approach. The third approach is to make use
of the in SciPy already implemented option to output a continuous function when solving an ivp with
scipy.integrate.solve_ivp. According to the SciPy documentation [44], in the case of DOP853
this is a 7th­order polynomial function.

Figure 6.6 shows that – as expected – the second approach performs better than the first approach.
It becomes also clear that the 7th­order polynomial is better than the other two options, making it the
preferred interpolation technique. The residual is consistently below 10´14, which coincides quite well
with the accuracy that is reached with the chosen integrator setting, as can be seen in Figures 5.13
to 5.15. Therefore, the interpolation with the 7th­order polynomial is as good as the propagation itself,
which means this interpolation is not a source of extra errors. Hence, there is no need to search for
other, more sophisticated, interpolation techniques and this 7th­order polynomial will be used for the
next sections.

6.3. New Set of Elements
In order to obtain a method that (hopefully) requires less Fourier parameters for the same accuracy of
the orbits, a new set of elements is developed that is oriented more along the actual shape of DROs than
the 𝑥𝑦­coordinate system. Then, one of the parameters (which will be called 𝜓) is supposed to repre­
sent the location on the orbit while the other parameter (which will be called 𝑐) should be approximately
constant during one DRO. Then, doing a Fourier transformation of 𝑐p𝜓q should be more accurate with
less Fourier parameters than the one of 𝑥, 𝑦p𝜙q. The coordinate transformation that is necessary to go
from the 𝑥𝑦­system to the 𝜙𝑐­system is explained in the following.

As can be seen in Figure 6.7, the DROs are almost elliptical orbits around the secondary. Those
ellipses, however, are bent around the primary. This effect can be resolved by regarding instead of
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Figure 6.7: Example DROs in the EMLS (𝜇 “ 0.01). The highlighted DRO has the starting location 𝑥0 ´ 𝑥1 “ 0.6.
The definition of 𝛼 and 𝑑 can be concluded from this plot.
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Figure 6.8: Example DROs shown in the 𝑑𝛼­coordinate system.
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𝑥 and 𝑦 the angle 𝛼 that any point makes with the primary and the 𝑥­axis, and the distance 𝑑 to the
primary. The result of this can be seen in the 𝑑𝛼­coordinate system in Figure 6.8. The DROs now look a
lot more like ellipses than before. While the DROs that are very close to the secondary look like circles,
the DROs that are further away clearly look like ellipses with a side ratio of about two to one. This is no
coincidence: Close to the secondary the DROs are circular because in this region the primary acts as
nothing more than a third­body perturbation. Its gravitational forces are small compared to the ones
from the secondary, which makes close­to­circular orbits possible. On the other hand, further away
from the secondary, the gravitational force from the secondary is increasingly small, which brings the
system closer to the assumptions of the Hill problem [15] – a secondary with negligible mass. This
assumption leads to the DROs indeed being elliptical with a two­to­one side ratio, which explains the
observations from Figure 6.8.
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Figure 6.9: Example DROs in the 𝑑𝛽­coordinate system. The definition of 𝜓 and 𝑐 can be concluded from this
plot.

Therefore, the 𝛼­coordinate is divided by two, resulting in the 𝛽­coordinate. The 𝑑𝛽­coordinate sys­
tem can be found in Figure 6.9. It is apparent that now – given a certain distance from the secondary –
the DROs are almost circular while the small DROs now have a one­to­one­half side ratio. The reason
why the distant DROs have been preferred over the close DROs is in the name: Distant Retrograde Orbit.
The orbits that are close to the secondary are ordinary two­body orbits with a third­body perturbation
from the primary. There are many studies on those already, and therefore the focus of this thesis is
not on them. Figure 6.10 shows the function 𝑐p𝜓q. As it was intended, for each of the DROs 𝑐 is almost
constant. The coordinate transformation from 𝑥𝑦 to 𝜓𝑐 can be summarized with a few equations:

𝑑 “

b

p𝑥 ´ 𝑥1q2 ` 𝑦2, 𝛼 “ arctan 2 p𝑦, 𝑥 ´ 𝑥1q , 𝛽 “
𝛼
2 ,

𝑐 “

b

p𝑑 ´ 1q2 ` 𝛽2, 𝜓 “ arctan 2 p𝛽, 𝑑 ´ 1q

(6.7)

Here, arctan 2p𝑏, 𝑎q is the function giving the angle that is associated with the coordinates p𝑥, 𝑦q “

p𝑎, 𝑏q. The equations for the reversed transformation are:

𝑑 “ 1 ` 𝑐 cosp𝜓q, 𝛽 “ 𝑐 sinp𝜓q, 𝛼 “ 2𝛽
𝑥 “ 𝑥1 ` 𝑑 cosp𝛼q, 𝑦 “ 𝑑 sinp𝛼q

(6.8)
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Figure 6.10: Example DROs in the 𝜓𝑐­coordinate system.

With these equations being defined, the function 𝑐p𝜓q can be modeled with a Fourier series in the same
way as 𝑥, 𝑦p𝜙q had been modeled before. Again, due to the symmetry properties of the DROs, only the
cosine terms are needed for modeling 𝑐p𝜓q as:

𝑐p𝜓q ≈
𝑁

∑
𝑛“0

𝑎𝑛 cosp𝑛𝜓q (6.9)

With the parameters 𝑎0 to 𝑎𝑁 being determined as the least squares solution of the following system
of linear equations:

»

—

—

–

𝑐p𝜓1q

𝑐p𝜓2q

⋮
𝑐p𝜓256q

fi

ffi

ffi

fl

≈

»

—

—

–

1 cosp𝜓1q cosp2𝜓1q ⋯ cosp𝑁𝜓1q

1 cosp𝜓2q cosp2𝜓2q ⋯ cosp𝑁𝜓2q

⋮ ⋮ ⋮ ⋱ ⋮
1 cosp𝜓256q cosp2𝜓256q ⋯ cosp𝑁𝜓256q

fi

ffi

ffi

fl

»

—

—

—

—

–

𝑎0
𝑎1
𝑎2
⋮
𝑎𝑁

fi

ffi

ffi

ffi

ffi

fl

(6.10)

Hence, the total number of parameters needed for this approach can be expressed as p𝑁`1qp𝐶`1q ≈
𝑁𝐶.

It should be noted that with this approach not only the position along the orbit, but also the velocity
can be approximated. This is derived in Appendix C. It should also be noted that for mission design,
the first and second derivatives of position and velocity with respect to the parameters 𝑥0 and 𝜓 are
beneficial – according to [17]. This model presents analytical expressions for position and velocity, that
can therefore be derived analytically. Considerations regarding mission design, however, are beyond
the scope of this thesis.

6.4. Results
The maximal positional residual for any location on any orbit with ´0.3 ≤ 𝑥0 ´ 𝑥2 ă ´0.3 as a function
of the total number of parameters is depicted in Figure 6.11. For this example, the EMLS with 𝜇 “ 0.01
has been chosen. In order to evaluate what relation between the order 𝑁 of the Fourier series and the
order 𝐶 of the polynomial is optimal, various ratios have been tested. Furthermore, in order to judge if
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Figure 6.11: The maximum residual depending on the total number of parameters – combining 𝑁 and 𝐶. Different
ratios of 𝑁 and 𝐶 are shown as well as both, the classic approach and the novel approach. 𝜇 “ 0.01.

the classic approach or the novel approach performs better, both of them can be found in Figure 6.11.
The general trend is that the residual decreases as more parameters are being used, which is in line
with expectations. Once the number of parameters exceeds a certain threshold, the residual increases
very rapidly. The threshold depends on the ratio of 𝑁 and 𝐶 and on the approach used; using the novel
approach with 𝐶 “ 1{5 ⋅ 𝑁 yields a jump at less than 5000 parameters in total. As the total number of
parameters is about 𝑁 ⋅ 𝐶, this means that 𝑁 ≈ 150 and 𝐶 ≈ 30. For 𝐶 “ 1{3 ⋅ 𝑁, this happens for the
total number of parameters being about 7500, which translates to 𝑁 ≈ 150 and 𝐶 ≈ 50. For 𝐶 “ 1{2⋅𝑁,
the total number of parameters is about 11000, meaning 𝑁 ≈ 150 and 𝐶 ≈ 75. Clearly there is a pat­
tern here: If 𝑁 exceeds 150, the maximal residual skyrockets. This also explains why for the traditional
approach this happens only for higher total numbers of parameters: It calculates as 2𝐶𝑁 rather than
𝐶𝑁, meaning that a larger total number is needed in order to obtain the same 𝑁. The 150 is close the
number of samples per orbit, which was set to be 256. This indicates that the problem that occurs here
is overfitting. A note should be added to the difference between 150 and 256: The horizontal distance
of two data points in Figure 6.11 is a factor of about 1.5. The mentioned thresholds of 5000, 7500, and
11000 total parameters are lower bounds since the last “good” point was considered here, instead of
considering the first “bad” point. Therefore, the difference between 150 and 256 is nothing to worry
about.

However, the most important insight from Figure 6.11 is that the novel approach reliably outruns
the classic approach. Meaning that with the same 𝑁­to­𝐶­ratio, the novel approach always has a lower
maximum residual than the classic approach – at least as long as the aforementioned threshold is not
exceeded.

Figure 6.12 shows a less crowded version of Figure 6.11 – the lines for the classic approach have
been removed. Now, when it comes to evaluating which ratio of 𝑁 and 𝐶 is best, for any number of
total parameters the lowest line – the one with the lowest maximal residual – has to be taken into ac­
count. It is apparent that the best ratio is not consistent, it depends on the total number of parameters.
However, it is clear that 𝑁 and 𝐶 should be about the same. For a large faction of the plot – namely for
the total number of parameters being smaller than 3000 – the ratios 2, 1, and 1{2 are to be preferred,
indicating that 𝑁 and 𝐶 should be about the same. For more than 3000 parameters in total, it seems to
be more advantageous to have a 𝐶 that is larger than 𝑁, as in this region the ratios 3 and 5 are superior.

In order to get a more detailed overview of what is happening here, Figures 6.13 and 6.14 show the
maximum residual depending on 𝑁 and 𝐶, respectively, with the other one being fixed. Both plots show
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that increasing one of the two orders 𝑁 and 𝐶 too far without adjusting the other is not very rewarding
in terms of a smaller residual. Therefore, the plots suggest – as it was suspected before – that 𝑁 and
𝐶 should be chosen to be similar. And yet, there is a slight difference visible: While in Figure 6.13 for
𝐶 “ 10 a larger 𝑁 is helpful until 𝑁 ≈ 13, Figure 6.14 shows that for 𝑁 “ 10 a larger 𝐶 is helpful only
until 𝐶 ≈ 7. This means that for the total number of parameters being p7 ` 1qp13 ` 1q “ 112, a ratio
of 𝐶 “ 7{13 is optimal, which can also be read from Figure 6.12. Similarly, the other findings from
Figure 6.12 are represented in Figures 6.13 and 6.14 as well.
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Figure 6.12: The maximum residual depending on the total number of parameters – combining 𝑁 and 𝐶. Different
ratios of 𝑁 and 𝐶 are shown in the novel approach. 𝜇 “ 0.01.
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Figure 6.13: The maximum residual depending on 𝑁 with 𝐶 being a fixed number. Both, the classic approach and
the novel approach are shown. 𝜇 “ 0.01.
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7
Stability

Analyzing stability is a crucial part of this thesis as their stability is the strongest argument for DROs.
Therefore, after general remarks on stability in Section 7.1, the stability of DROs in the CR3BP is evalu­
ated in Section 7.2. However, this is only a model of reality and in order to provide an insight into how
the stability of DROs is affected by perturbations, this is discussed in Sections 7.3 to 7.5.

7.1. Introduction
The stability of closed, non­disturbed orbits can be assessed with the eigenvalues of the monodromy
matrixM, which is the state transitionmatrixΦΦΦ after exactly one revolution. Any (small) state change ΔX0
at time 𝑡 “ 0 (the start of the first revolution) results in the state change ΔX1 “ MΔX0 after one revolu­
tion. Therefore, the state change after 𝑛 revolutions is ΔX𝑛 “ MΔX𝑛´1 “ M𝑛ΔX0. This clearly shows
that it can be guaranteed that a (small) state change ΔX does not grow with every revolution if and only
if for all eigenvalues 𝜆 of the monodromy matrixM it holds that |𝜆| ≤ 1.
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pairs of 

Figure 7.1: All possible positions of eigenvalues 𝜆 in the complex plane. The color indicates if the absolute value
is above, below, or exactly 1. Some examples for valid pairs of eigenvalues are shown.

The eigenvalues of a square matrix are the roots of its respective characteristic polynomial. Since
the monodromy matrix M is real, so is its characteristic polynomial, which means that all of its eigen­
values are either real or occur in complex conjugated pairs. Furthermore, the specifics of the CR3BP
demand the eigenvalues to come in inverse pairs [10]. One of those pairs has to be p1, 1q. This is
generally true in the CR3BP, and in this specific case it can be explained with the DROs being a family
of orbits: A neighboring DRO has a slightly different starting position and starting velocity, but after one
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revolution – since it is a closed orbit – those changes remain the same. Therefore, one eigenvalue has
to be one. Thus, the eigenvalues are:

𝜆1 “ 𝜆2 “ 1, 𝜆3 “
1
𝜆4
, 𝜆5 “

1
𝜆6

(7.1)

This means 𝜆3 and 𝜆4 can either be both real while satisfying Equation (7.1), for example 𝜆3 “ 0.5
and 𝜆4 “ 2. Or, they can be both complex, but then need to satisfy Equation (7.1) while at the same
time being each other’s complex conjugate. This is only possible if they are on the unit circle of the
complex plane, for example 𝜆3 “ 𝑖 and 𝜆4 “ ´𝑖 or 𝜆3 “ ´0.5 `

?
3𝑖{2 and 𝜆4 “ ´0.5 ´

?
3𝑖{2. The

same is true for 𝜆5 and 𝜆6. Therefore, all of the eigenvalues 𝜆1 to 𝜆6 are on the real axis or on the unit
circle in the complex plane, which can be seen in Figure 7.1. This figure also shows the relation of two
connected eigenvalues (𝜆3 and 𝜆4 or 𝜆5 and 𝜆6): If they are on the unit circle, they are each other’s
complex conjugate and if they are on the real axis they are each other’s inverse.
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Figure 7.2: All possible positions of eigenvalues 𝜆 in the complex plane are divided into two groups, which are
shown in green and purple.

The possible values for 𝜆 are divided in two different groups; the first being the part of the unit circle
with a negative imaginary part ℑ and the part of the real axis that has a smaller­than­one absolute value;
the second being the part of the unit circle with a positive imaginary part ℑ and the part of the real axis
that has a greater­than­one absolute value. This becomes more obvious when looking at Figure 7.2
where the first group is colored green while the second group is colored purple. Now, due to the rules
for pairs of eigenvalues 𝜆 that have been discussed before, a pair of eigenvalues 𝜆 (like 𝜆1{2, 𝜆3{4 or
𝜆5{6) always consist of one eigenvalue 𝜆 in the first and one in the second group. It should be noted
that only the eigenvalue in the second group can have an absolute value that is greater than one and
thus implies that the orbit is unstable. Without loss of generality, this chapter makes a few assumptions
about the numbering of the eigenvalues 𝜆1 to 𝜆6:

• The two eigenvalues 𝜆 that are one are 𝜆1 and 𝜆2.
• The other two eigenvalues that lie in the 𝑥𝑦­plane are 𝜆3 and 𝜆4.
• The two eigenvalues that do have non­zero 𝑧­ and 9𝑧­components are 𝜆5 and 𝜆6.
• Among 𝜆3{4 and 𝜆5{6 the eigenvalues 𝜆 that are in the first group are 𝜆3 and 𝜆5 – and therefore
𝜆4 and 𝜆6 are in the second group.

The reason why there are four eigenvalues 𝜆1 to 𝜆4 that have eigenvectors that are in the 𝑥𝑦­plane and
two eigenvalues 𝜆5 and 𝜆6 is that any state with 𝑧 “ 9𝑧 “ 0 leads to the entire orbit fulfilling 𝑧 “ 9𝑧 “ 0,
as can be seen in Equation (3.5). Since the DROs are entirely in the 𝑥𝑦­plane, the four eigenvalues 𝜆1
to 𝜆4 can be obtained by propagating a two­dimensional version of the state transition matrix ΦΦΦ and
finding the eigenvalues 𝜆 of the resulting monodromy matrix M. For 𝜆5 and 𝜆6, the three­dimensional
state transition matrixΦΦΦ has to be used.
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Figure 7.3: The real part ℜp𝜆q and the imaginary part ℑp𝜆q of the four eigenvalues 𝜆3 to 𝜆6 of the monodromy
matrixM as a function of the starting position 𝑥0 for 𝜇 “ 0.25.

Figure 7.3 shows the real part ℜp𝜆q and the imaginary part ℑp𝜆q of the four eigenvalues 𝜆3 to 𝜆6
depending on the starting position 𝑥0 for a CR3BP with a specific mass ratio 𝜇. This yields a plot that is
quite crowded and badly readable, as it includes eight lines that partly coincide – since always either
the real part ℜp𝜆q or the imaginary part ℑp𝜆q of two related eigenvalues 𝜆 is the same.

An alternative to this can be found in Figure 7.4, which conveys the same information as Figure 7.3
but with only two lines. One for the two non­trivial in­plane eigenvalues 𝜆3 and 𝜆4 and one for the two
out­of­plane eigenvalues 𝜆5 and 𝜆6. The vertical axis on the left­hand side is dedicated to the two eigen­
values 𝜆4 and 𝜆6 in the second group. Those are the ones that are potentially unstable. The vertical
axis on the right­hand side is dedicated to the two eigenvalues 𝜆3 and 𝜆5 in the first group, which can
not be unstable. The plot is divided vertically in three parts: The upper third represents the positive real
axis, with values above one on the left­hand side and values below one on the right­hand side. In order
to have two related eigenvalues 𝜆 be represented by the same line, the left­ and right­hand side vertical
axes have to be chosen such that their product is always one. Therefore, they are both logarithmic,
one ascending, one descending. The same applies to the lower third of the plot, just on the negative
side of the real axis. The middle part of the plot is dedicated to the eigenvalues 𝜆 on the unit circle of
the complex plane. The axes are linear with respect to the angle 𝑥 that defines the position 𝑒𝑖𝑥 on the
circle. As for the other parts, the product of any value on the left vertical axis and its respective value
on the right axis is one; furthermore, they are complex conjugates.

Figure 7.5 shows for every DRO that is in a two­body system with a mass ratio smaller than 𝜇 “ 0.3
if the absolute values of 𝜆4 and 𝜆6 are smaller or greater than one. The green region indicates that
both absolute values are smaller than one, and therefore the DRO is stable. It can be seen that the
majority of DROs is stable, especially those with a starting positions closer to the secondary than to
the primary. DROs that are in the vicinity of the primary are not of interest for this thesis and should
be treated as perturbed orbits instead. When comparing Figure 7.4 with Figure 7.5, they obviously
coincide for 𝜇 “ 0.25: For 𝑥0 below approximately ´0.15, 𝜆4 is smaller than ´1, as well as for a small
region around 𝑥0 “ 0.3. Between 𝑥0 “ ´0.1 and 𝑥0 “ 0.1 there is a region where 𝜆4 is greater than 1.
Other than that, both eigenvalues 𝜆4 and 𝜆6 are always between ´1 and 1.



56 7. Stability

0.2 0.0 0.2 0.4 0.6
x0

16
8
4
2

e i=-1
e0.75 i

e0.5 i

e0.25 i

e0 i = 1
2
4
8

16

4,
6

3, 4

5, 6

1/16
1/8
1/4
1/2

e i=-1
e 0.75 i

e 0.5 i

e 0.25 i

e0 i = 1
1/2
1/4
1/8
1/16

3,
5

| | > 1 | | = 1 | | < 1

Figure 7.4: The four eigenvalues 𝜆3 to 𝜆6 of the monodromy matrix M as a function of the starting position 𝑥0 for
𝜇 “ 0.25. The plot is vertically divided in three parts that each has a logarithmic vertical axis or a vertical axis that
is linear with the argument (angle) of the complex number on the unit circle. 𝜆4 and 𝜆6 can be read from the left
axis while 𝜆3 and 𝜆5 can be read from the right axis.



7.2. Stability of without Perturbations 57

0.
2

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

x 0

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0.
30

|
4|,

|
6|

<
1

4
<

1,
6

>
1

4
>

1,
|

6|
<

1
|

4|
<

1,
6

>
1

4
<

1,
|

6|
<

1
pr

im
ar

y
se

co
nd

ar
y

=
0.

25

Fi
gu

re
7.
5:

St
ab

ilit
y
of

D
R
O
s
de

pe
nd

in
g
on

th
e
m
as

s
ra
tio

𝜇
an

d
th
e
st
ar
tin

g
po

si
tio

n
𝑥 0
.
Th

e
gr
ee

n
re
gi
on

re
pr
es

en
ts

st
ab

le
or
bi
ts

w
hi
le

th
e
ot
he

rc
ol
or
s
in
di
ca

te
di
ffe

re
nt

ki
nd

s
of

in
st
ab

ilit
y.



58 7. Stability

7.3. Perturbations in the Earth­Moon System
Table 7.1: Estimations for the maximal direct and relative accelerations related to the most important perturbations
for a DRO around the Moon with the starting position 𝑥0 “ 𝑥2 ´0.2. The relative acceleration is given both in metric
units as well as in dimensionless units of the CR3BP. The main body attraction parameters can be found in [50,
Appendix B] and the coefficients for Earth’s spherical harmonics gravity field can be found in [45].

Min Distance Max Direct Max Relative ... in
Source to Source Acceleration Acceleration CR3BP

[m] [m/s2] [m/s2] [­]
Earth p.m.g. 3.1 ⋅ 108 4.2 ⋅ 10´3 — —
Moon p.m.g. 7.7 ⋅ 107 8.2 ⋅ 10´4 — —
Sun p.m.g. 1.5 ⋅ 1011 5.9 ⋅ 10´3 3.7 ⋅ 10´5 1.3 ⋅ 10´2

s.r.p. 1.5 ⋅ 1011 6.1 ⋅ 10´8 6.1 ⋅ 10´8 2.2 ⋅ 10´5

Earth J2,0 3.1 ⋅ 108 5.9 ⋅ 10´9 5.9 ⋅ 10´9 2.2 ⋅ 10´6

Venus p.m.g. 4.1 ⋅ 1010 1.9 ⋅ 10´7 4.3 ⋅ 10´9 1.6 ⋅ 10´6

Jupiter p.m.g. 6.3 ⋅ 1011 3.2 ⋅ 10´7 4.7 ⋅ 10´10 1.7 ⋅ 10´7

Mars p.m.g. 7.8 ⋅ 1010 7.0 ⋅ 10´9 8.2 ⋅ 10´11 3.0 ⋅ 10´8

Mercury p.m.g. 9.2 ⋅ 1010 2.6 ⋅ 10´9 2.7 ⋅ 10´11 9.7 ⋅ 10´9

Saturn p.m.g. 1.3 ⋅ 1012 2.3 ⋅ 10´8 1.7 ⋅ 10´11 6.0 ⋅ 10´9

Earth J2,2 3.1 ⋅ 108 9.8 ⋅ 10´12 9.8 ⋅ 10´12 3.6 ⋅ 10´9

Uranus p.m.g. 2.7 ⋅ 1012 7.8 ⋅ 10´10 2.7 ⋅ 10´13 9.8 ⋅ 10´11

Neptune p.m.g. 4.4 ⋅ 1012 3.6 ⋅ 10´10 7.6 ⋅ 10´14 2.8 ⋅ 10´11

There are many different perturbations that could be taken into account. This ranges from third­
body perturbations like the Sun’s or Jupiter’s point mass gravity (p.m.g.) to the spherical harmonics
gravity (s.h.g.) fields of the primaries and other factors like the solar radiation pressure (s.r.p.). In order
to get an estimate of the sizes of those perturbing forces, a specific DRO has to be assumed. As the
most prominent and important example of a two­body system, the Earth­Moon system is chosen (more
specifically, the EMLS with 𝜇 “ 0.01). The distance to the secondary (the Moon) in the starting position
is chosen to be 𝑥0 “ 𝑥2 ´ 0.2, as this value promises to be very far inside the stable region, according
to Figure 7.5. For this specific DRO, approximate maximum values for the most important perturbations
can be found in Table 7.1. The table is ordered by the magnitude of the relative acceleration; “relative”
meaning after subtracting the acceleration that is exerted by this effect on the Earth­Moon­system itself.
The s.r.p. and the s.h.g. effects of Earth have no (or only negligible) impact on the Earth­Moon­system
itself, therefore for these perturbations the direct and the relative acceleration is the same. On the
other hand, the Earth’s and Moon’s p.m.g. fields are the primary forces in this system, thus they are not
considered perturbations and thus do not have a relative acceleration.

The p.m.g. effects are calculated with the planets’ semi­major axes 𝑎p and masses 𝑚p compared to
the semi­major axis 𝑎C of Earth. Then, the maximal possible direct acceleration 𝑎𝑎 occurs when Earth
and the third­body planet are closest to each other, for which the distance 𝑑p,min can be approximated
to be 𝑑p,min “ |𝑎p ´ 𝑎C|. Thus, 𝑎a,max calculates to:

𝑎a,max “ 𝐺
𝑚p

𝑑2p,min
(7.2)

In order to obtain an indication of the size of the maximum value for the relative acceleration 𝑎r, the
spacecraft is assumed to be in front of Earth, as seen from the planet. The largest distance between
Earth and spacecraft in this scenario is about 1.2 times the distance 𝑑CK between Earth and Moon
(which is approximated with the Moon’s semi­major axis). Then, 𝑎r,max is approximated with:

𝑎r,max “ 𝐺
𝑚p

`

𝑑p,min ´ 1.2 ⋅ 𝑑CK

˘2 ´ 𝐺
𝑚p

𝑑2p,min
“ 𝐺𝑚p

¨

˝

1
`

𝑑p,min ´ 1.2 ⋅ 𝑑CK

˘2 ´
1

𝑑2p,min

˛

‚ (7.3)

These equations can also be used for the third­body perturbation caused by the Sun, in this case 𝑎p “ 0.
This is a very good example of how Table 7.1 makes some simplifying assumptions: Even though the
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shortest possible distance between Earth and Sun is indeed a known value, the semi­major axis is used
instead, which is of course not the shortest possible distance. But for the sake of this table – which is
focused on the orders of magnitude rather than the exact values – these simplifications are acceptable.

For the s.r.p., assumptions regarding the spacecraft’s mass 𝑚 and surface area 𝐴 have to be made.
For their similarity with the International Space Station (ISS), 𝑚 “ 4.4 ⋅ 105 kg and 𝐴 “ 3000m2 have
been chosen. When assuming the s.r.p. to be 9.08 𝜇Pa at Sun­Earth distance – as suggested in [50,
Table B.1] – the acceleration 𝑎s.r.p. resulting from the s.r.p. calculates to:

𝑎s.r.p. “
9.08 𝜇Pa ⋅ 𝐴

𝑚 “
9.08 𝜇Pa ⋅ 3000m2

4.4 ⋅ 105 kg ≈ 6 ⋅ 108 m
s2

(7.4)

Yet again, this completely neglects many effects, for example if and at what angle the solar radiation
is reflected from the spacecraft. But for the order of magnitude, these considerations would not have
a large impact.

The acceleration that is introduced by s.h.g. can be computed with the potential 𝑈 [12]:

𝑈 “
𝐺𝑚C

𝑟

∞

∑
𝑙“0

𝑙

∑
𝑚“0

ˆ𝑅C

𝑟

˙𝑙
�̄�𝑙𝑚 psin𝜙q p�̄�𝑙𝑚 cos𝑚𝜃 ` �̄�𝑙𝑚 sin𝑚𝜃q (7.5)

In this equation, 𝑅C is the radius of Earth, 𝑟 is the spacecraft’s distance to the center of Earth, �̄�𝑙𝑚 refers
to normalized associated Legendre polynomials, and �̄�𝑙𝑚 and �̄�𝑙𝑚 are the Earth’s normalized s.h.g. field
coefficients. In order to obtain the acceleration that results from the potential 𝑈, its partial derivatives
with respect to the spatial directions have to be computed. However – as a simplification – only the
radial direction is considered important here. The potential 𝑈𝑙𝑚 that belongs to degree 𝑙 and order 𝑚
is:

𝑈𝑙𝑚 “
𝐺𝑚C𝑅𝑙C
𝑟𝑙`1 �̄�𝑙𝑚 psin𝜙q p�̄�𝑙𝑚 cos𝑚𝜃 ` �̄�𝑙𝑚 sin𝑚𝜃q (7.6)

Therefore, the acceleration 𝑎𝑙𝑚 in radial direction that results from the s.h.g. of degree 𝑙 and order 𝑚 is:

𝑎𝑙𝑚 “
𝜕
𝜕𝑟𝑈𝑙𝑚 “ p´𝑙 ´ 1q

𝐺𝑚C𝑅𝑙C
𝑟𝑙`2 �̄�𝑙𝑚 psin𝜙q p�̄�𝑙𝑚 cos𝑚𝜃 ` �̄�𝑙𝑚 sin𝑚𝜃q (7.7)

Knowing that the normalized associated Legendre polynomials are always between minus one and
one, an upper bound for the absolute value of 𝑎𝑙𝑚 can be found:

|𝑎𝑙𝑚| “ p𝑙 ` 1q
𝐺𝑚C𝑅𝑙C
𝑟𝑙`2 |�̄�𝑙𝑚psin𝜙q|

loooooomoooooon

≤1

|�̄�𝑙𝑚 cos𝑚𝜃 ` �̄�𝑙𝑚 sin𝑚𝜃|
loooooooooooooooomoooooooooooooooon

≤
b

�̄�2𝑙𝑚`�̄�2𝑙𝑚

≤ p𝑙 ` 1q
𝐺𝑚C𝑅𝑙C
𝑟𝑙`2

b

�̄�2𝑙𝑚 ` �̄�2𝑙𝑚 (7.8)

This formula is used to compute approximate upper bounds for 𝑎2,0 and 𝑎2,2 in Table 7.1. These are
the two with the strongest effects on DROs.

A note on the last column of Table 7.1: The dimensionless acceleration in the CR3BP is directly pro­
portional to the relative acceleration (in fact, it is the relative acceleration, just with a different unit). The
distance 1 in the CR3BP is the distance between Earth and Moon, which is about 384400 000m [34].
The time 2𝜋 in the CR3BP is the (sidereal) period of the Moon’s orbit, which is about 27.3217 days [34].
Therefore, to translate a relative acceleration in m{s2 into dimensionless CR3BP units, it has to be ad­
justed by a factor.

This all being said, it should be stressed again that in Table 7.1 only the order of magnitude is of
interest, not the values themselves. From the table it can be concluded that the Sun’s p.m.g. is the most
severe perturbing factor by far – the second most important one is the s.r.p. which is three orders of
magnitude smaller. The relative acceleration arising due to the Sun’s p.m.g. is quite complex and varies
depending on the position in both strength and direction. For the sake of simplicity, in this chapter only
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a constant acceleration with a constant angle is investigated. This is meant to be a very first estimate
of the consequences of the Sun’s p.m.g. on the stability of DROs. However, the insights are quite limited.
This is not so much because the relative acceleration due to the Sun’s p.m.g. changes with the position
in the CR3BP – since a DRO with starting position 𝑥0 “ 𝑥2 ´0.2 is small and therefore the differences are
not large. The more severe discrepancy between the Sun’s p.m.g. and the perturbation model in this
chapter is the time­dependency of the Sun’s p.m.g. that is not modeled here. Even a weak perturbation
can cause instabilities if it is of periodic nature. Therefore, the results from the next sections can only
be understood as a very first and rather theoretical estimation of the influence of the Sun’s p.m.g..

7.4. Initial Conditions with Perturbations
The perturbation is modeled as an external acceleration in the 𝑥𝑦­plane, constant in magnitude and
direction. This can easily be implemented by altering the potential 𝑈 from Equation (3.8).

𝑈 “
1
2 p𝑥2 ` 𝑦2q `

1 ´ 𝜇
𝑟1

`
𝜇
𝑟2

loooooooooooooooomoooooooooooooooon

CR3BP

`𝑎𝑥𝑥 ` 𝑎𝑦𝑦
loooooomoooooon

external
acceleration

(7.9)

This being said, the question arises if the initial conditions that had been calculated in Chapter 4 are still
valid. By definition they are not, since this perturbed circular restricted three­body problem (PCR3BP)
does not have the symmetry that the CR3BP had. Therefore, the 𝑥­axis crossings are not necessarily
perpendicular to the 𝑥­axis anymore. This means that the differential corrector has to be applied in a
different way, as the implementation in Section 3.4 was exploiting this fact. Now, there is no condition
that the DRO would have to satisfy after half an orbit, therefore an entire revolution has to be regarded.
Similar to Section 3.4, an initial guess X0 for the state Xp0q is needed, whereas this time, it is allowed
to have a velocity component 9𝑥0in 𝑥­direction:

X0 “
“

𝑥0 0 9𝑥0 9𝑦0
‰T

(7.10)

This is propagated until the 𝑥­axis is crossed a second time – after one revolution. Then, state X1 and
state transition matrixΦΦΦ1 are:

X1 “
“

𝑥1 0 9𝑥1 9𝑦1
‰T

, ΦΦΦ1 “ ΦΦΦp𝑡1, 𝑡0q “
𝜕X1
𝜕X0

“

»

—

—

–

Φ1,1 Φ1,2 Φ1,3 Φ1,4
Φ2,1 Φ2,2 Φ2,3 Φ2,4
Φ3,1 Φ3,2 Φ3,3 Φ3,4
Φ4,1 Φ4,2 Φ4,3 Φ4,4

fi

ffi

ffi

fl

(7.11)

The state change ΔX1 after one orbit resulting from the state change ΔX0 is then:

ΔX1 “ ΦΦΦ1ΔX0 ` Δ𝑡 9X1 (7.12)
»

—

—

–

Δ𝑥1
Δ𝑦1
Δ 9𝑥1
Δ 9𝑦1

fi

ffi

ffi

fl

“

»

—

—

–

Φ1,1 Φ1,2 Φ1,3 Φ1,4
Φ2,1 Φ2,2 Φ2,3 Φ2,4
Φ3,1 Φ3,2 Φ3,3 Φ3,4
Φ4,1 Φ4,2 Φ4,3 Φ4,4

fi

ffi

ffi

fl

»

—

—

–

Δ𝑥0
Δ𝑦0
Δ 9𝑥0
Δ 9𝑦0

fi

ffi

ffi

fl

` Δ𝑡

»

—

—

–

9𝑥1
9𝑦1
:𝑥1
:𝑦1

fi

ffi

ffi

fl

(7.13)

Yet again, these are four equations with nine unknowns. This time the state X1 after one orbit should
be exactly the same as the state X0 in the beginning. This condition gives the four equations:

$

’

’

’

&

’

’

’

%

𝑥1 ` Δ𝑥1 “ 𝑥0 ` Δ𝑥0
𝑦1 ` Δ𝑦1 “ 𝑦0 ` Δ𝑦0
9𝑥1 ` Δ 9𝑥1 “ 9𝑥0 ` Δ 9𝑥0
9𝑦1 ` Δ 9𝑦1 “ 9𝑦0 ` Δ 9𝑦0

(7.14)

No change should be applied to the initial position, therefore Δ𝑥0 “ Δ𝑦0 “ 0. This yields:
$

’

’

’

&

’

’

’

%

Δ𝑥1 “ 𝑥0 ´ 𝑥1
Δ𝑦1 “ 𝑦0 ´ 𝑦1
Δ 9𝑥1 “ 9𝑥0 ´ 9𝑥1 ` Δ 9𝑥0
Δ 9𝑦1 “ 9𝑦0 ´ 9𝑦1 ` Δ 9𝑦0

(7.15)
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These equations can be plugged into Equation (7.13), while at the same time setting Δ𝑥0 “ Δ𝑦0 “ 0:
»

—

—

–

𝑥0 ´ 𝑥1
𝑦0 ´ 𝑦1

9𝑥0 ´ 9𝑥1 ` Δ 9𝑥0
9𝑦0 ´ 9𝑦1 ` Δ 9𝑦0

fi

ffi

ffi

fl

“

»

—

—

–

Φ1,3 Φ1,4
Φ2,3 Φ2,4
Φ3,3 Φ3,4
Φ4,3 Φ4,4

fi

ffi

ffi

fl

„

Δ 9𝑥0
Δ 9𝑦0

ȷ

` Δ𝑡

»

—

—

–

9𝑥1
9𝑦1
:𝑥1
:𝑦1

fi

ffi

ffi

fl

(7.16)

This seems to be an over­determined system of linear equations, as there are now four equations for
only three unknowns. However, also in the PCR3BP there is a constant (like the Jacobi constant in the
CR3BP), which guarantees that if after one orbit both position components and one velocity component
are the same, then also the second velocity component has to be the same, which is derived in Ap­
pendix D. This only holds for its absolute value, meaning that theoretically it would be possible that one
of the velocity components has its sign flipped; however, this did not actually happen in the simulations.
Therefore, it is sufficient to fulfill the first three equations of Equation (7.16), and the fourth one will be
fulfilled automatically. The first three equations can be written as:

»

–

𝑥0 ´ 𝑥1
𝑦0 ´ 𝑦1
9𝑥0 ´ 9𝑥1

fi

fl “

»

–

Φ1,3 Φ1,4 9𝑥1
Φ2,3 Φ2,4 9𝑦1

Φ3,3 ´ 1 Φ3,4 :𝑥1

fi

fl

»

–

Δ 9𝑥0
Δ 9𝑦0
Δ𝑡

fi

fl (7.17)

This system of linear equations can easily be solved numerically and yields the changes Δ 9𝑥0 and Δ 9𝑦0
that need to be applied to the initial state X0. As before, this procedure can be repeated until the
residual is sufficiently small.
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Figure 7.6: Stable (green) and unstable (red) regions when applying an external force 𝑎 with components 𝑎𝑥
and 𝑎𝑦 to the DRO that starts at 𝑥0 “ 𝑥2 ´ 0.2. 𝜇 “ 0.0121.

To investigate the stability of perturbed DROs, a specific DRO in the Earth­Moon system has been
chosen. As in Section 7.3, this is the DRO with starting position 𝑥0 “ 𝑥2 ´0.2. A force has been applied
to this DRO which is expressed as an external acceleration with the components 𝑎𝑥 and 𝑎𝑦. Figure 7.6
shows that the stability of the resulting DRO does not only depend on the strength of the external accel­
eration, but also on its direction. An external acceleration in 𝑥­direction has a smaller effect than one in
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Figure 7.7: DROs with 𝑥0 “ 𝑥2 ´ 0.2 in the PCR3BP with an external acceleration of 0.02. The direction of the
external acceleration is indicated by the arrows. 𝜇 “ 0.0121.

𝑦­direction. If the acceleration exceeds 0.01 in 𝑦­direction (in dimensionless PCR3BP coordinates), the
DRO is bound to become unstable, while a DRO that is subject to an acceleration of 0.04 in 𝑥­direction
is still stable. This is possibly related to the symmetry of the CR3BP that is disturbed by the 𝑦­direction
acceleration, but not by the 𝑥­direction acceleration. Furthermore, DROs that are disturbed in 𝑥­direction
do not change as much as DROs that are disturbed in 𝑦­direction. This can be seen in Figure 7.7: While
the green and the blue DRO are very similar to the unperturbed black one, the orange and the red DRO
are shifted significantly in 𝑦­direction. Also the direction of the shift is interesting: All four DROs are
shifted into the opposite direction of the external acceleration. This can be explained easily by taking
the red DRO (external acceleration in negative 𝑦­direction) as an example: At the force­facing side of
the DRO – thus on the top side of Figure 7.7 – the external force is “pushing” the object towards the
secondary, which adds to the gravitational acceleration that is caused by the secondary. In order to
compensate for this, the DRO is farther away from the secondary than the unperturbed version. On the
other hand, at the force­averted side of the DRO – thus at the bottom of Figure 7.7 – the external force
is directed away from the secondary, canceling out some of the secondary’s gravitational attraction.
This is compensated by a smaller distance to the secondary, which makes its gravitational attraction
larger. As a result, the orbit moves against the direction of the external acceleration.

Figure 7.8 compares the values for the external acceleration for which the DRO is still stable with the
two strongest perturbations from Table 7.1. It is apparent that the strength of the s.r.p. as the second
largest perturbation is by far not enough to make the DRO unstable. Only the p.m.g. of the Sun could
cause instabilities. However – as mentioned before – this only tells something about a constant force
with a constant direction. All of the listed perturbations revolve around the Earth­Moon system which
can alter their effect. In order to determine their true effect on the stability of DROs, further research is
necessary. At this point, also the non­circular character of the orbits of primary and secondary has not
been taken into account yet.
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Figure 7.8: Stable (green) and unstable (red) regions when applying an external force 𝑎 with components 𝑎𝑥
and 𝑎𝑦 to the DRO that starts at 𝑥0 “ 𝑥2 ´ 0.2. The blue circle represents the maximal value for the relative
acceleration due to the p.m.g. of the Sun and the (very small) orange circle in the center (radius 2.2 ⋅ 10´5, as
written in Table 7.1) represents the maximal value for the s.r.p.. 𝜇 “ 0.0121.





8
Verification and Validation

In order to verify the proper functioning of the implementation of the CR3BP and the differential corrector,
they are used to reproduce the initial conditions for an L1­Lyapunov orbit in the Sun­Earth system. In [1]
the initial conditions for an L1­Lyapunov orbit in a CR3BP with the mass ratio

𝜇 “ 3.001348389698916 ⋅ 10´6 (8.1)

are given to be [1, Table 2]:
#

𝑥0 “ 0.9870554733155437
9𝑦0 “ 0.0245251097803396 (8.2)

Running the implemented differential corrector algorithm with
#

𝑥0 “ 0.9870554733155437
9𝑦0 “ 0.025 (8.3)

yields after six iterations:
#

𝑥0 “ 0.9870554733155437
9𝑦0 “ 0.0245251097802778 (8.4)

Therefore, the initial velocity 9𝑦0 that is obtained with the author’s own implementation coincides with
the solution from [1] in eleven significant figures, which verifies the proper functioning of both the im­
plementation of the CR3BP and the differential corrector. It should be mentioned that the algorithms
for obtaining initial conditions for L1­Lyapunov orbits and for DROs are the same, just a different initial
velocity 9𝑦0 has to be used. In this case, if 9𝑦0 “ 0.03 is applied instead of Equation (8.3), the outcome
is a DRO. Both, the DRO and the L1­Lyapunov orbit can be seen in Figure 8.1. A comparison between
Figures 8.1 and 8.2 shows that the shapes of the two L1­Lyapunov orbits are the same. As it was al­
ready implied in other chapters, the advantage that DROs have compared to L1­Lyapunov orbits is their
stability, which is advantageous for long­term missions. For example, the DRO in Figure 8.1 is stable
while the L1­Lyapunov orbit has two unstable eigenvalues: 𝜆4 “ 491.6 and 𝜆6 “ 1.6. This is using
the convention for the numbering of eigenvalues that has been introduced in Section 7.1. It means
that any state change in the direction of the eigenvector that belongs to 𝜆4 is multiplied by 491.6 every
orbit. Obviously, this would require a lot of orbital station­keeping making this L1­Lyapunov orbit highly
unattractive for long­term missions.

Verification of the implementation of the Fourier series (in the 𝑥𝑦­coordinate system) and the poly­
nomial has already been done in Section 6.1, by comparing the author’s own results with the ones
from [17].

The validation of DROs is not possible, as until recently it has never been performed (see Chapter 2).
For the DRO that the service module of theChang’e­5mission performed, no orbit data are available yet.
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Figure 8.1: DRO and L1­Lyapunov orbit. In both cases the initial
velocity 9𝑦 has been determined with the differential corrector.
𝜇 “ 3.001348389698916 ⋅ 10´6.

Figure 8.2: DRO in green.
Taken from [1, Figure 9].
𝜇 “ 3.001348389698916 ⋅ 10´6.



9
Conclusions and Recommendations

The research that has been done for this thesis project can roughly be divided in two parts: Chapters 4
and 5 prepare the theoretical knowledge that is necessary for Chapters 6 and 7. Therefore, the insights
from Chapters 4 and 5 are mainly important for this thesis itself while conclusions and recommenda­
tions arising from Chapters 6 and 7 are summarized in the next sections.

9.1. Modeling with Fourier Series
This thesis project found a novel way of modeling DROs that requires less parameters in order to obtain
a higher accuracy than the traditional approach presented in [17]. This is achieved by exploiting spe­
cific knowledge about the shape of DROs: In rough approximation, DROs are ellipses with a two­to­one
aspect ratio that bend around the primary. By using this information, it was possible to find a parame­
trization 𝑐p𝜓q that shows less variability than that of the parametrization 𝑥p𝜙q, 𝑦p𝜙q in the traditional
approach. This function 𝑐p𝜓q is modeled with a Fourier series (whose parameters are modeled with a
polynomial depending on 𝑥0), which yields the novel model of DROs. It gives analytical expressions for
position and velocity within a family of DROs, together with analytical expressions for their derivatives.
This is important for mission design, as pointed out in [17].

9.2. Stability
In order to be able to evaluate which DROs would be suitable target orbits for asteroid retrieval mis­
sions or space hubs for interplanetary travel, the stability of DROs was analyzed. The stability of DROs
is the best argument for them, as it differentiates them from the other orbits in two­body systems. An
overview over which of the DROs in a two­body system with any mass ratio 𝜇 are stable was created in
Figure 7.5. It shows that for mass ratios 𝜇 that are smaller than 0.05 – which is true for all Solar System
Planet­Moon systems, as can be seen in Figure 3.2 – DROs are always stable if the starting position 𝑥0
fulfills 𝑥0 ą 0.3 ´ 𝜇. If the DRO does not fulfill this inequality, it is better modeled as an elliptic orbit
around the primary, with the secondary as perturbation, as can be observed in Figure 3.5.

Figure 7.5 only considers unperturbed orbits in the perfect CR3BP environment. Unfortunately, reality
is not that simple. Usually, primary and secondary do not revolve around each other in perfect circles;
furthermore, the third body is usually subject to various perturbations, of which the most important ones
(for a satellite in an Earth­Moon DRO) are listed in Table 7.1. By far the largest perturbation in this table
is the Sun’s p.m.g., followed by the s.r.p.. In order to get a feeling for the implications of perturbations
on the stability of DROs, a constant external acceleration is implemented. It shifts the position of the
DRO against the direction of the external acceleration, as can be seen in Figure 7.7. With this idealized
version of a real Earth­Moon DRO, the perturbing force introduced by the Sun’s p.m.g. is or is not strong
enough to make the orbit unstable depending on the direction, as can be seen in Figure 7.8. However,
this is not an excellent representation of the Sun’s p.m.g. as perturbation, as this would be changing with
both time and position.
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As for future recommendations, it is clear that the analysis on the stability of DROs should be ex­
tended in order to better represent the perturbations, especially the Sun’s p.m.g.. Furthermore, the
eccentricity of the Moon’s orbit around Earth has not been taken into account. The implications of this
are not investigated at all in this thesis project and can be analyzed by incorporating the ephemeris of
Earth and Moon into the calculations. This would require an entirely different approach than the one
presented in this work as firstly, it makes the use of the CR3BP impossible and secondly, it makes the
use of the monodromy matrix impossible, as the DROs will not be closed orbits anymore.

9.3. Answers to Research Question
The research question that was posed in Chapter 1 asked what investigations would be needed in
order to do the orbit design for a future DRO mission. The first sub­question asked how DROs can be
modeled efficiently in order to make the planning of missions that include DROs easier. This has been
answered in Section 9.1: A more efficient way of modeling DROs than the one presented in [17] was
found. It gives analytic expressions for position and velocity in a family of orbits, which is important for
mission design.

The second sub­question asked what DROs would be stable enough to be interesting for future mis­
sions. The research shows, that virtually all DROs that can be considered are stable. However, this does
not take perturbations into account, which could only be analyzed in a very limited way. Therefore, in
order to give an educated answer to this sub­question, more research is necessary, possibly involving
the ephemeris of some Solar System bodies.

With this it is possible to answer the main research question. The first step for orbit design is to
identify suitable DROs depending on the respective two­body system. Those are typically stable orbits,
for which the preliminary analysis in this thesis helps. However, a more thorough analysis for the long­
term stability is appropriate. The second step is to find a suitable transfer orbit to the identified range
of stable DROs, for which the modeling with Fourier series that has been done in this thesis can be of
help.
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Supporting Material for Initial Conditions

Figures A.1 to A.4 show different zooms into Figure 4.17. Figures A.5 to A.7 depict Figure 4.19 for
other mass ratios 𝜇.
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Figure A.1: Zoom into Figure 4.17.
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Figure A.2: Zoom into Figure 4.17.

0.0 0.2 0.4 0.6 0.8 1.0
x0

0

1

2

3

4

5 1e 5

MRSS impossible
RSS better
equal
MRSS better
primary
secondary
border

Figure A.3: Zoom into Figure 4.17.
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Figure A.4: Zoom into Figure 4.17.

primary 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 secondary
x0

0
1
2
3
4
5
6
7
8
9

10
11

nu
m

be
r o

f i
te

ra
tio

ns
 n

ee
de

d

RSS
MRSS
CM

x0 = 0.0002
x0 = 0.0005
x0 = 0.001

x0 = 0.002
x0 = 0.005

last DRO

Figure A.5: Figure 4.19 for 𝜇 “ 0.1.
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Figure A.6: Figure 4.19 for 𝜇 “ 0.001.
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Figure A.7: Figure 4.19 for 𝜇 “ 3 ⋅ 10´6.
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Supporting Material for Integrator

Settings
In this appendix, Figures 5.13 to 5.15 are depicted for various other mass ratios 𝜇.
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Figure B.1: Figure 5.13 for 𝜇 “ 3 ⋅ 10´6 (SELS).
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Figure B.2: Figure 5.14 for 𝜇 “ 3 ⋅ 10´6 (SELS).

102 103 104

number of function evaluations

10 13

10 11

10 9

10 7

10 5

10 3

10 1

101

Eu
cli

de
an

 n
or

m
 o

f s
ta

te
 re

sid
ua

l

RK8
DOP853

Figure B.3: Figure 5.15 for 𝜇 “ 3 ⋅ 10´6 (SELS).



75

102 103 104

number of function evaluations

10 14

10 12

10 10

10 8

10 6

10 4

Eu
cli

de
an

 n
or

m
 o

f s
ta

te
 re

sid
ua

l

RK8
DOP853

Figure B.4: Figure 5.13 for 𝜇 “ 0.001 (SJLS).
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Figure B.5: Figure 5.14 for 𝜇 “ 0.001 (SJLS).
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Figure B.6: Figure 5.15 for 𝜇 “ 0.001 (SJLS).
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Figure B.7: Figure 5.13 for 𝜇 “ 0.1 (PCLS).
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Figure B.8: Figure 5.14 for 𝜇 “ 0.1 (PCLS).
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Figure B.9: Figure 5.15 for 𝜇 “ 0.1 (PCLS).





C
Velocity for Modeled Orbits

This appendix is inspired by [17]. It shows how the velocity can be calculated analytically from the
model developed in Chapter 6. The position on the DRO with the starting location 𝑥0 depending on the
parameter 𝜓 is:

𝑥p𝑥0, 𝜓q “ 𝑥1 ` p1 ` 𝑐p𝑥0, 𝜓q cosp𝜓qq cos p2𝑐p𝑥0, 𝜓q sinp𝜓qq (C.1)
𝑦p𝑥0, 𝜓q “ p1 ` 𝑐p𝑥0, 𝜓q cosp𝜓qq sin p2𝑐p𝑥0, 𝜓q sinp𝜓qq (C.2)

With the function 𝑐p𝑥0, 𝜓q being approximated with:

𝑐p𝑥0, 𝜓q “

𝑁

∑
𝑛“0

𝑎𝑛p𝑥0q cosp𝑛𝜓q and 𝑎𝑛p𝑥0q “

𝐶

∑
𝑠“0

𝑝𝑛,𝑠𝑥𝑠0 (C.3)

According to Equation (3.10), the Jacobi constant 𝐶p𝑥0q in the 𝑥𝑦­plane is:

𝐶p𝑥0q “
1
2 p𝑥2p𝑥0, 𝜓q ` 𝑦2p𝑥0, 𝜓qq `

1 ´ 𝜇
𝑟1p𝑥0, 𝜓q

`
𝜇

𝑟2p𝑥0, 𝜓q
´
1
2 p 9𝑥2p𝑥0, 𝜓q ` 9𝑦2p𝑥0, 𝜓qq (C.4)

The Jacobi constant 𝐶p𝑥0q has to be known. Then, the velocity 𝑣p𝑥0, 𝜓q is:

𝑣p𝑥0, 𝜓q “

b

9𝑥2p𝑥0, 𝜓q ` 9𝑦2p𝑥0, 𝜓q “

d

p𝑥2p𝑥0, 𝜓q ` 𝑦2p𝑥0, 𝜓qq `
2p1 ´ 𝜇q

𝑟1p𝑥0, 𝜓q
`

2𝜇
𝑟2p𝑥0, 𝜓q

´ 2𝐶p𝑥0q (C.5)

The direction of the velocity can be found out with the partial derivatives:
𝜕𝑥p𝑥0, 𝜓q

𝜕𝜓 “ ´
`

1 ` 𝑐p𝑥0, 𝜓q cosp𝜓q
˘

sin
`

2𝑐p𝑥0, 𝜓q sinp𝜓q
˘

ˆ

2𝑐p𝑥0, 𝜓q cosp𝜓q ` 2𝜕𝑐p𝑥0, 𝜓q

𝜕𝑥0
sinp𝜓q

˙

`
`

´ 𝑐p𝑥0, 𝜓q sinp𝜓q ` 𝑐′p𝑥0, 𝜓q cosp𝜓q
˘

cos
`

2𝑐p𝑥0, 𝜓q sinp𝜓q
˘

(C.6)

𝜕𝑦p𝑥0, 𝜓q

𝜕𝜓 “
`

1 ` 𝑐p𝑥0, 𝜓q cosp𝜓q
˘

cos
`

2𝑐p𝑥0, 𝜓q sinp𝜓q
˘

ˆ

2𝑐p𝑥0, 𝜓q cosp𝜓q ` 2𝜕𝑐p𝑥0, 𝜓q

𝜕𝑥0
sinp𝜓q

˙

`
`

´ 𝑐p𝑥0, 𝜓q sinp𝜓q ` 𝑐′p𝑥0, 𝜓q cosp𝜓q
˘

sin
`

2𝑐p𝑥0, 𝜓q sinp𝜓q
˘

(C.7)
With the partial derivative 𝜕𝑐p𝑥0, 𝜓q{𝜕𝑥0 being:

𝜕𝑐p𝑥0, 𝜓q

𝜕𝑥0
“

𝑁

∑
𝑛“0

¨

˝

𝐶

∑
𝑠“1

𝑠𝑝𝑛,𝑠𝑥𝑠´1
0

˛

‚cosp𝑛𝜓q (C.8)

Then, the velocity components 9𝑥p𝑥0, 𝜓q and 9𝑦p𝑥0, 𝜓q are:
„

9𝑥p𝑥0, 𝜓q

9𝑦p𝑥0, 𝜓q

ȷ

“
𝑣p𝑥0, 𝜓q

c

´

𝜕𝑥p𝑥0 ,𝜓q

𝜕𝜓

¯2
`

´

𝜕𝑦p𝑥0 ,𝜓q

𝜕𝜓

¯2

»

–

𝜕𝑥p𝑥0 ,𝜓q

𝜕𝜓
𝜕𝑦p𝑥0 ,𝜓q

𝜕𝜓

fi

fl (C.9)
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In this appendix a constant in the PCR3BP similar to the Jacobi Constant in the CR3BP shall be derived.
In the PCR3BP, the equations of motion are (compare to Equations (3.3) to (3.5) and (7.9)):

:𝑥 “ 𝑥 ´
1 ´ 𝜇
𝑟31

p𝜇 ` 𝑥q `
𝜇
𝑟32

p1 ´ 𝜇 ´ 𝑥q ` 2 9𝑦 ` 𝑎𝑥 (D.1)

:𝑦 “ 𝑦 ´
1 ´ 𝜇
𝑟31

𝑦 ´
𝜇
𝑟32
𝑦 ´ 2 9𝑥 ` 𝑎𝑦 (D.2)

:𝑧 “ ´
1 ´ 𝜇
𝑟31

𝑧 ´
𝜇
𝑟32
𝑧 (D.3)

An equivalent to the Jacobi constant in the CR3BP can be defined in the PCR3BP:

𝐶 “
1
2𝑥

2 `
1
2𝑦

2
looooomooooon

𝐾

`
1 ´ 𝜇
𝑟21

loomoon

𝐿

`
𝜇
𝑟2

loomoon

𝑀

`𝑎𝑥𝑥 ` 𝑎𝑦𝑦
looooomooooon

𝑁

´
1
2 9𝑥2

loomoon

𝑂

´
1
2 9𝑦2

loomoon

𝑃

´
1
2 9𝑧2

loomoon

𝑄

(D.4)

With
𝑟1 “

b

p𝑥 ` 𝜇q2 ` 𝑦2 ` 𝑧2 and 𝑟2 “

b

p𝑥 ´ 1 ` 𝜇q2 ` 𝑦2 ` 𝑧2 (D.5)

and thus
9𝑟1 “

p𝑥 ` 𝜇q 9𝑥 ` 𝑦 9𝑦 ` 𝑧 9𝑧
𝑟1

and 9𝑟2 “
p𝑥 ´ 1 ` 𝜇q 9𝑥 ` 𝑦 9𝑦 ` 𝑧 9𝑧

𝑟2
(D.6)

the time derivatives of 𝐾, 𝐿, 𝑀, 𝑁, 𝑂, 𝑃, and 𝑄 calculate to:

9𝐾 “ 𝑥 9𝑥
loomoon

I

` 𝑦 9𝑦
loomoon

II

(D.7)

9𝐿 “ ´
1 ´ 𝜇
𝑟31

¨

˚

˝
p𝑥 ` 𝜇q 9𝑥
looomooon

III

` 𝑦 9𝑦
loomoon

IV

` 𝑧 9𝑧
loomoon

V

˛

‹

‚
(D.8)

9𝑀 “ ´
𝜇
𝑟32

¨

˚

˝
p𝑥 ´ 1 ` 𝜇q 9𝑥
loooooomoooooon

VI

` 𝑦 9𝑦
loomoon

VII

` 𝑧 9𝑧
loomoon

VIII

˛

‹

‚
(D.9)

9𝑁 “ 𝑎𝑥 9𝑥
loomoon

IX

` 𝑎𝑦 9𝑦
loomoon

X

(D.10)

9𝑂 “ ´ 9𝑥:𝑥 “ ´𝑥 9𝑥
loomoon

I

`
1 ´ 𝜇
𝑟31

p𝜇 ` 𝑥q 9𝑥
loooooooomoooooooon

III

´
𝜇
𝑟32

p1 ´ 𝜇 ´ 𝑥q 9𝑥
looooooooomooooooooon

VI

´2 9𝑥 9𝑦
loomoon

XI

´𝑎𝑥 9𝑥
loomoon

IX

(D.11)
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9𝑃 “ ´ 9𝑦:𝑦 “ ´𝑦 9𝑦
loomoon

II

`
1 ´ 𝜇
𝑟31

𝑦 9𝑦
looomooon

IV

`
𝜇
𝑟32
𝑦 9𝑦

loomoon

VII

` 2 9𝑥 9𝑦
loomoon

XI

´𝑎𝑦 9𝑦
loomoon

X

(D.12)

9𝑄 “ ´ 9𝑧:𝑧 “
1 ´ 𝜇
𝑟31

𝑧 9𝑧
looomooon

V

`
𝜇
𝑟32
𝑧 9𝑧

loomoon

VIII

(D.13)

In the sum
9𝐶 “ 9𝐾 ` 9𝐿 ` 9𝑀 ` 9𝑁 ` 9𝑂 ` 9𝑃 ` 9𝑄 (D.14)

all term that have in same roman number in Equations (D.7) to (D.13) cancel each other out. Therefore:

9𝐶 “ 0 (D.15)
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