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I am made and remade continually.

Virginia Woolf
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TERMINOLOGIES

Term Definition

Classical Music “Classical music” is the music genre that encompasses musical traditions and stylis-
tic expressions that belong under the category of “Western Classical Music”.

Composer A person who writes music, often as a profession. It is mainly used in the context of
classical music in this thesis.

Composition A musical work created by a composer. It is mainly used in the context of classical
music in this thesis.

Music Score The physical or digital form of the notation-based representation of a composition.

Sheet Music The physical form of the notation-based representation of a composition–a physical
music score.

Optical Music Recognition
(OMR)

The research field that investigates how the computer can read music notations on
sheet music.

Digitization The process of transforming the physical form of an artifact into its digital represen-
tation.

Crowdsourcing The practice of gathering annotations and information from users on online plat-
forms through tasks designed for the purpose.

Nichesourcing Crowdsourcing workflows that incorporate a narrower set of annotators (“niche”
groups), often specialized on specific knowledge domains.

Human Computation The research field dedicated to understanding how to incorporate people in compu-
tational methods that are hard to automate while also studying their computational
properties and characteristics.

Human-in-the-loop Data processing pipelines that incorporate human feedback alongside automated
methods.

Transcription (Process) Transcription, digital transcription or music transcription of sheet music is defined
as the process through which a scanned music score is converted into a machine-
readable format. Transcription processes can include both automated and crowd-
sourced tasks.

Transcription (Artifact) Transcription(s), digital transcription(s) is/are the product of transcription processes,
where sheet music has been digitally transformed into a machine-readable format.

Transcription task A crowdsourcing task where users are asked to contribute to the transcription pro-
cesses by detecting, recognizing, or transcribing specific elements on a music score.

(Music) Annotations The term (music) annotations is used as an umbrella term to differentiate products
of transcription processes with annotations that include but are not limited to links
to other classical music data entities, contextual annotations, and recording-specific
annotations.

OMR System A computational system that implements OMR methods to detect, recognize and
transcribe sheet music to its digital version.

Table 1: Summary of key terms and corresponding definitions.
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ENGLISH
Music annotation and transcription of music sheets are traditionally performed by ex-
perts. Although these processes result in high quality data, the scope of each effort is
relatively narrow resulting in highly specialised and specific datasets of annotated music
compositions, which leads to a fragmentation in the design efforts for automated tools.
In music traditions such as classical music, the shortcomings of current digitization work-
flows become even clearer: due to the vast corpus and varying stylistic intricacies, experts
tend to have specific knowledge and take up projects that concern very specific periods
or composers, limiting our reach in regards to conserving classical music information as
a whole.

On the other hand, crowdsourcing has been successfully utilized in other domains for
annotating different modalities (text, image, video, audio), despite the unreliable pool of
expertise on online platforms. Commercially successful projects have utilized the crowd,
which provided annotations of adequate quality. These annotations were later used to
fuel machine learning methods that rely on bulks of annotated data to perform automatic
classification, regression, and detection tasks. However, due to the complexity of music
as an artifact, there are still only a few examples where the crowd was integrated into any
form outside of subjective annotation tasks (e.g., indicate the mood of the excerpt).

In this thesis, we tackle this research gap of integrating the crowd in the annota-
tion processes of music compositions. We surveyed current practices on Optical Music
Recognition to identify parts where the crowd could assist, alongside proposing hybrid
annotation workflows for music compositions. We studied the capabilities of online par-
ticipants with unknown musical expertise, quantified their musical abilities, and related
them to their performance in music annotation tasks. With our goal being to identify ways
to expand the preservation efforts for classical music through the assistance of the general
public, we investigated potential online sources of music information and prospective
participants outside the currently available crowdsourcing platforms. To that end, we
studied how composers’ popularity manifests on community-driven platforms through
the interactions of music enthusiasts online. We also conducted interviews and focus
group discussions with experts and semi-experts, to understand their quality require-
ments on semantically-rich digital music scores, and identified transcription patterns
that could inform our task designs. We finally delivered our system architecture, which
combines computer vision and algorithmic scheduling, with microtasks designed to be
performed by human annotators in parallel.

Our findings show that with the right methods to quantify the musical competence
of a person, paired with careful design of the annotation tasks and interfaces, we can
successfully integrate the crowd in the music annotation processes, to generate mean-
ingful and useful information regarding classical music compositions and beyond. This
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thesis enables future research by showcasing the versatility of the crowd and providing
task design methods to accommodate their lack of formal training in the field. It also
provides experimental methods to reliably identify how different music composition
elements affect the crowd’s performance, alongside proposing user interface elements
that can mediate the complexity of the artifacts. Practices such as those presented in
this thesis can lead to scaling up our digitization efforts, generating accurate and useful
annotations through the crowd, even in such domain-specific and knowledge-intensive
topics as classical music compositions.

NEDERLANDS
Muziekannotatie en -transcriptie worden traditioneel uitgevoerd door experts. Hoewel
deze processen muziekannotaties van hoge kwaliteit geven, is de reikwijdte van elke in-
spanning relatief klein, wat resulteert in zeer gespecialiseerde datasets van geannoteerde
muziekcomposities. In muziektradities zoals klassieke muziek worden de tekortkomingen
van de huidige workflows nog duidelijker: door het enorme corpus en de verschillende
stilistische fijne kneepjes hebben experts de neiging om specifieke kennis in te brengen
en projecten op te nemen die zeer specifieke periodes of componisten betreffen.

Aan de andere kant is crowdsourcing met succes gebruikt in andere domeinen voor
het annoteren van verschillende modaliteiten (tekst, afbeelding, video, audio), ondanks
de onbetrouwbare pool van expertise op online platforms. Commercieel succesvolle
projecten hebben gebruik gemaakt van de menigte, die annotaties van voldoende kwaliteit
leverde. Deze annotaties werden later gebruikt om machine learning-methoden mee te
voeden die afhankelijk zijn van de bulk van geannoteerde gegevens om automatische
classificatie-, regressie- en detectietaken uit te voeren. Maar vanwege de complexiteit van
muziek als artefact zijn er nog maar weinig voorbeelden waarbij de menigte in welke vorm
dan ook buiten subjectieve annotatietaken werd geïntegreerd (bijv. om de stemming van
het fragment aangeven).

In dit proefschrift pakken we deze onderzoekskloof aan van het integreren van de
menigte in de annotatieprocessen van muziekcomposities. We hebben de huidige prak-
tijken op het gebied van optische muziekherkenning onderzocht om delen te identifi-
ceren waar het publiek zou kunnen helpen, en om daarnaast voorstellen te doen van
hybride annotatieworkflows voor muziekcomposities. We bestudeerden de mogelijkhe-
den van online deelnemers met onbekende muzikale expertise, kwantificeerden hun
muziekvaardigheden en relateerden ze aan hun prestaties in muziekannotatietaken. Om
potentiële informatiebronnen en deelnemers buiten crowdsourcingplatforms te identi-
ficeren, hebben we bestudeerd hoe de populariteit van componisten zich manifesteert
op community-driven platforms door de interacties van muziekliefhebbers. We hebben
ook interviews en focusgroepdiscussies gehouden met experts en semi-experts, om hun
kwaliteitsvereisten voor semantisch rijke digitale muziekpartituren te begrijpen, en om
transcriptiepatronen te identificeren die onze taakontwerpen zouden kunnen informeren.
We hebben tenslotte onze eigen systeemarchitectuur geleverd die computervisie en al-
goritmische planning combineert, met microtaken die zijn ontworpen om parallel door
menselijke annotatoren te worden uitgevoerd.

Onze bevindingen laten zien dat met de juiste methoden om de muzikale compe-
tentie van een persoon te kwantificeren, gecombineerd met een zorgvuldig ontwerp van
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de annotatietaken en -interfaces, we het publiek met succes kunnen integreren in de
muziekannotatieprocessen. Dit proefschrift maakt toekomstig onderzoek mogelijk door
de veelzijdigheid van de menigte te laten zien en taakontwerpmethoden aan te bieden
om tegemoet te komen aan het gebrek aan formele training in het veld. De thesis biedt
ook experimentele methoden om op betrouwbare wijze te identificeren hoe verschillende
elementen van muziekcomposities de prestaties van het publiek beïnvloeden, en doet
voorstellen van gebruikersinterface-elementen die met de complexiteit van de artefacten
kunnen omgaan. Praktijken zoals die in dit proefschrift worden gepresenteerd, kunnen
leiden tot het opschalen van onze digitaliseringsinspanningen en het genereren van
nauwkeurige en nuttige annotaties door de menigte, zelfs in zo’n domeinspecifiek en
kennisintensief onderwerp als klassieke muziekcomposities.

Ελληνικά

Η επισημείωση και μεταγραφή της μουσικής εκτελούνται, ως επί το πλείστον, από ει-
δικούς, μέσωδιαδικασιών που οδηγούνστην παραγωγήμουσικών δεδομένων υψηλής ποιό-
τητας. Ωστόσο το εύρος κάθε τέτοιας προσπάθειας είναι σχετικά περιορισμένο, με αποτέ-
λεσμα την δημιουργία εξαιρετικά εξειδικευμένων συνόλων μουσικών δεδομένων και στην

επισημείωσησυγκεκριμένων μόνο μουσικώνσυνθέσεων. Σεμουσικά είδη όπως η κλασική
μουσική, τα μειονεκτήματα των υπαρχόντων προσπαθειών είναι ακόμη πιο εμφανή: λόγω
του τεράστιου όγκου μουσικώνσυνθέσεωνκαι των ποικίλωνστυλιστικών ιδιαιτεροτήτων,
οι ειδικοί τείνουν να έχουν εξειδικευμένες γνώσεις και να απασχολούνται με εγχειρήματα

που αφορούν πολύ συγκεκριμένες περιόδους ή συνθέτες.
Αφετέρου, παρόλο που η τεχνογνωσία είναι δυσεύρετη στις διαδικτυακές πλατφόρμες,

ο πληθοπορισμός (crowdsourcing) έχει χρησιμοποιηθεί με επιτυχία σε άλλους τομείς δημι-
ουργίας δεδομένων ποικίλων μορφών (κείμενο, εικόνα, βίντεο, ήχος).Μέχρι τώρα, πολλά
εμπορικώς επιτυχημένα εγχειρήματα έχουν χρησιμοποιήσει το διαδικτυακό πλήθος (crowd)
για την παροχή δεδομένων και επισημειώσεων επαρκούς ποιότητας. Αυτές οι επισημειώ-
σεις έχουν χρησιμοποιηθεί για να τροφοδοτήσουν μεθόδουςΜηχανικής Εκμάθησης (Ma-
chine Learning) οι οποίες βασίζονται σε μεγάλους όγκους επισημειωμένων δεδομένων για
την εκτέλεση εργασιών αυτόματης ταξινόμησης (classification), ανάλυσης παλινδρόμησης
(regression analysis) και ανίχνευσης (detection). Ωστόσο, λόγω της πολυπλοκότητας
της κλασσικής μουσικής, υπάρχουν παρά μόνο λίγα παραδείγματα που το διαδικτυακό
πλήθος ενσωματώθηκε επιτυχώς σε κάποια μορφή διαδικασιών που ζητούν κάτι πέραν

υποκειμενικών επισημειώσεων και δεδομένων (π.χ. υπόδειξη των συναισθημάτων ενός
μουσικού αποσπάσματος).
Σε αυτή τη διατριβή, αντιμετωπίζουμε αυτό το ερευνητικό κενό της ένταξης του δι-

αδικτυακού πλήθους στις διαδικασίες δημιουργίας δεδομένων και επισημειώσεων μουσι-
κών συνθέσεων. Ερευνήσαμε τις υπάρχοντες πρακτικές σχετικά με την Οπτική Αναγ-
νώριση Μουσικής (Optical Music Recognition) για να εντοπίσουμε διαδικασίες όπου το
πλήθος θα μπορούσε να βοηθήσει. Παράλληλα, προτάσσουμε την συνύπαρξη αυτόματων
διαδικασιών και ανθρώπινου δυναμικού, για την δημιουργία υβριδικών ροών εργασίας και
επισημείωσης των μουσικών συνθέσεων. Μελετήσαμε τις δυνατότητες διαδικτυακών
συμμετεχόντων με προηγουμένως άγνωστη μουσική εμπειρία, ποσοτικοποιήσαμε τις μου-
σικές τους ικανότητες και τις συσχετίσαμε με την απόδοσή τους σε εργασίες μουσικής

επισημείωσης. Στην συνέχεια, για να εντοπίσουμε συμμετέχοντες εκτός των πλατφορ-



xvi SUMMARIES

μών πληθοπορισμού (crowdsourcing) καθώς και για την εύρεση άλλων πιθανών πηγών
μουσικής πληροφορίας, μελετήσαμε σε διαδικτυακές πλατφόρμες κοινοτήτων, το πώς η
δημοτικότητα των συνθετών κλασσικής μουσικής εκδηλώνεται μέσω των αλληλεπιδράσε-
ων των λάτρεων του είδους. Πραγματοποιήσαμε επίσης συνεντεύξεις και ομαδικές συζητή-
σεις με ειδικούς και ημι-ειδικούς, για να κατανοήσουμε τις ποιοτικές απαιτήσεις τους σε
σημασιολογικά πλούσιες ψηφιακές μουσικές παρτιτούρες. Μέσω των σχολίων τους, εν-
τοπίσαμε επίσης μοτίβα μουσικής μεταγραφής που θα μπορούσαν να ενημερώσουν τους

σχεδιασμούς μας για υβριδικές ροές εργασιών. Τελικώς, παραδώσαμε και παρουσιάσαμε
τη δική μας αρχιτεκτονική υβριδικούσυστήματος, το οποίο συνδυάζει την μηχανική όραση
(computer vision) και την αλγοριθμική χρονοδρομολόγηση μικροεργασιών, που έχουν
σχεδιαστεί για να εκτελούνται παράλληλα από ανθρώπινο δυναμικό.
Τα ευρήματά μας δείχνουν ότι με τις σωστές μεθόδους ποσοτικοποίησης της μουσικής

ικανότητας ενός ατόμου, και σε συνδυασμό με τον προσεκτικό σχεδιασμό των εργασιών
επισημείωσης μουσικών συνθέσεων, μπορούμε να ενσωματώσουμε επιτυχώς διαδικτυ-
ακό πλήθος ποικίλης μουσικής εμπειρίας. Αυτή η διατριβή ανοίγει τις δυνατότητες για
μελλοντικές έρευνες στον χώρο, προβάλλοντας την ευελιξία του διαδικτυακού πλήθους
και συγχρόνως παρέχοντας μεθόδους σχεδιασμού υβριδικών εργασιών που μπορούν να

καλύψουν την πιθανή έλλειψη επίσημης εκπαίδευσης στο πεδίο της κλασσικής μουσική.
Παρέχει επίσης πειραματικές μεθόδους για τον αξιόπιστο προσδιορισμό του τρόπου με

τον οποίο διαφορετικά στοιχεία μουσικών συνθέσεων επηρεάζουν την απόδοση αυτού

του πλήθους, ενώ παράλληλα προτάσσει μεθόδους διεπαφής με τους χρήστες, ως αν-
τίβαρο στην πολυπλοκότητα των μουσικών τεχνουργημάτων. Πρακτικές όπως αυτές,
μπορούν να οδηγήσουν στην κλιμάκωση των προσπαθειών μας για ψηφιοποίηση δεδομέ-
νων πολιτισμικής κληρονομιάς, δημιουργώντας ακριβή και χρήσιμα δεδομένα μέσω του
διαδικτυακού πλήθος, ακόμη και σε θέματα που χρειάζονται εξειδικευμένες γνώσεις όπως
οι συνθέσεις κλασικής μουσικής.
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1
INTRODUCTION

This thesis addresses the problem of scaling up the digitization of classical music by
investigating how to incorporate the general public in the annotation of music composi-
tions. We strongly believe that the innate human understanding of music, the interest
of the general public in classical music, and standardized methods to transcribe music
scores (i.e., from physical form to digital, machine-readable format) can lead to a natural
inclusion of non-experts in the digitization processes. In this thesis, we make use of
crowdsourcing approaches to design transcription tasks and pipelines that incorporate
automated and human-driven annotations, informed by analyses of the musical abilities
of the crowd and novel models on annotators’ expertise. Our results show the viability of
scaling up the annotation and transcription processes of classical music compositions by
including online, readily available annotators with diverse levels of expertise in the field.

1.1. BACKGROUND AND MOTIVATION
If an individual performs a quick online search regarding classical music, they would
immediately find a sizable amount of information and artifacts about composers such as
Mozart, Beethoven, and Bach, as well as their musical compositions. This abundance of
information reflects the appeal that these composers have to the public, which drove, as a
result, the recording, publishing, and digitization of their works throughout the years. Not
all classical music information, though, has been recorded and preserved equally so far.
As a matter of fact, it gradually becomes more difficult to retrieve information regarding
lesser-known compositions of famous composers, with the phenomenon worsening for
less popular composers.

To understand these difficulties in preservation and archiving, we need to contex-
tualize classical music information. Within musicology, what is described as classical
music can refer to a specific musical style that became popular in Western Europe during
the late 18th and early 19th centuries. Colloquially though, what “classical music” often
encompasses is the majority of output in the styles of Western Classical Music spanning
through centuries, ever-evolving with composers from around the world outputting mu-
sic material in this style. Throughout this thesis, we refer to “classical music” as the genre

1
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that encompasses Western Classical Music styles in general, letting us tackle a plethora of
diverse corpora that can exhibit unique challenges in their musical pieces.

These musical works, or compositions as we will frequently refer to them, are the
intellectual works that capture all the relevant musical elements that the composer wanted
to convey, in a coherent and self-contained manner. The attention the genre has garnered
is undeniable, both on pure music output (e.g. compositions and audio/visual recordings)
but also academic analysis which describes and contextualises it. This has resulted in
a sheer amount of ever-expanding information regarding its musical artifacts and the
knowledge surrounding them.

Yet, many composers and their compositions remain obscure to the wider public.
Their compositions often “live” in private collections, while few people study them and
specialise in these composers, further hindering the digitization and annotation efforts in
an already niche domain of expertise.

Adding to the domain complications, music compositions, as with literary works,
rarely remain unchanged through time. Subsequent editions can alter the original mate-
rial so that an editor, a conductor, or an instrumentalist would seem fit to their stylistic
choices. This results in versions that often “sit” beside the originals, or in some cases “on
top” of them, as they only exist as added notes on the previous editions. For a centuries-
spanning genre, this can lead to versions of compositions having vastly different layouts
or notations, often requiring further specialization of tools and proficiency.

Figure 1.1: A simplified example schema of music concepts related to a classical music composition. “Composi-
tion” is the musical work of a “Composer”, published in physical media such as a “Score” (or “sheet music”). A
“Score” can be edited (by an “Editor”) and re-published, while there can be multiple audio/video recordings of a
musical work performed on specific “Instruments” by specific “Performers”.
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To tackle such complexities and challenges, one has to be able to incorporate the
different facets of classical music information and its artifacts (whether auditory, visual,
or textual), which can require extensive domain knowledge. Indeed, efforts to preserve
the classical music heritage are mainly performed by specialised institutions such as
musical libraries and conservatories, which employ people highly specialised in terms
of expertise. As expected, such experts are few and often need to be combined with
other specialists who will assist in transferring physical information to a digital form (i.e.,
the actual contents of a music score and/or accompanying handwritten annotations).
This has resulted in disconnected and highly focused data repositories, which creates a
challenging landscape to develop automated computational methods that can assist our
efforts in preserving classical music heritage as a whole.

We strongly believe that by designing processes that include a wider crowd (e.g.,
online communities, users on crowdsourcing platforms, amateur musicians), we can
help expand our efforts in processing classical music information, leading to larger and
richer digital repositories. These processes need to be carefully designed to be easily
achievable by people with low or no musical proficiency, but to also contribute meaning-
ful annotations that are important in automatic processing pipelines, such as semantic
enrichment of music scores (e.g., explanations on phrases, connections to other com-
positions) and instrument recognition. That way we can democratise access to classical
music information by assisting research and preservation efforts that are hindered by
resource constraints, but also include interpretations, experiences, and knowledge of the
general public regarding our shared cultural heritage of classical music.

1.2. THE TROMPA PROJECT
This work was partially supported by the European Commission under the Horizon
H2020 project, called TROMPA (Towards Richer Online Music Public-domain Archives).
This project aimed to tackle the lack of publicly and openly available music archives,
covering the different modalities of classical music information to enable future studies
and research in the field.

TROMPA was an international research project involving a wide range of academic
and industry partners from around Europe. Specifically, parts of this work were inspired
by use cases, as discussed with the research partners at MDW (University of Music and
Performing Arts Vienna), UPF (University Pompeu Fabra), Goldsmiths University of
London, Concertgebouw van Amsterdam, VideoDock, and Muziekweb.

In the context of TROMPA, our goal was to research and enable methods to scale
up the digital transcription of classical music. We approached this challenge by under-
standing the current challenges in automated methods and assessing and modeling the
requirements of possible contributors in the transcription processes. We also conducted
studies where we employed an untrained crowd found on online crowdsourcing plat-
forms to evaluate the extent to which they could assist with specific transcription tasks.
Although we actively engaged and assisted in design sessions and tackling engineering
challenges throughout the project, we specifically produced three project deliverables
on “Crowd evaluation methodologies”, “Annotator properties and metrics” and “Hybrid
annotation workflows”. Towards the end of the project, we also delivered and evaluated an
end-to-end, collaborative music score digitization system, which led to our contributions
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to another three project deliverables on “Working prototype for Orchestras” and mid-term
and final project evaluations.

The delivered system would receive music scores in PDF format from the partner’s
(VideoDock) graph database, segment and process the images, and finally recreate a
“skeleton” of the score in MEI format1 (Music Encoding Initiative). The segments of
the score would be available on the main “campaign” web page of TROMPA project
for contributors to digitize into MEI format through a web-based, fully graphical user
interface. The resulting MEI was being hosted on Github2 for versioning and making
openly available the transcriptions. The system is discussed in detail in Section 1.4, and
was published in the Proceedings of the 2021 Web Conference [83].

The TROMPA project and parts of our studies were quite impacted by the COVID-19
pandemic. The project’s reach to enthusiasts and musicians was limited, and in-person
studies were prohibited. While engagement events that could invite a wider variety of
participants in our studies were cancelled, we could still conduct studies online and
even engage in online focus group discussions with semi-experts who could perform
annotation tasks or benefit from the output of our online transcription system.

1.3. ON CLASSICAL MUSIC TRANSCRIPTIONS AND AUTOMATIC

RECOGNITION
The preferred medium to capture the form and content of classical music has traditionally
been the music scores. A music score contains the notes the instrument(s) should play,
the way they should express those notes, the pauses they should take, and the speed they
should be playing on. It is a way to communicate a musical idea to others through a
standardized notation. As such, it is an important piece of information to preserve, as by
preserving it, we conserve the musical idea that a composer wanted to communicate.

Music theory helps a composer structure their musical ideas and be able to express
them through musical scores. This is a difficult task as music expresses feelings and
concepts that can be hard to capture in a structured manner. As a result, several conven-
tions have been adopted through the centuries, following the different musical traditions
worldwide. Classical music is traditionally conveyed through standardized Western music
notation, which contains several structural elements.

1.3.1. STRUCTURE AND MAIN COMPONENTS
To an untrained eye, a page from a classical music score can seem intimidating; there are
numerous symbols that do not exist outside of the music domain, text from the Italian
language, numbers in different sizes and places across the page and multiples of “lines”
connecting notes in different ways.

A classical music score can contain many notations, which follow a predefined struc-
ture and are meant to capture the intricacies of the different classical music periods and
“schools”. Notes are the main “words” in a music sheet, that together articulate the music
passages and phrases of a piece. They dictate what the musician has to play on their
instrument and for how long. On top of the notes and around them, there can be several

1An XML type of document for semantic representation of music scores: https://music-encoding.org/
2https://github.com

https://music-encoding.org/
https://github.com
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other notations that instruct on how to play the notes, either softly, accented, muted, and
more. These are more known as “performance notations” (see yellow highlights in Figure
1.2). In this section we present a brief overview of music notations that can be found in a
music score, to enable further dives on challenges and automatic methods.

Figure 1.2: A starting system of measures in a piano piece (Andante, in F major, Ludwig van Beethoven)

While all modern scores have the 5-line structure (“staff” or “pentagram”), the pitch
of the notes and the amount of notes per cell are not identical in all compositions. A “line”
of staffs that contains several “cells” (measures) and extends from left to right of a page
is called “system” and in the first such system of a score, we find in its beginning three
of the most important notations: a “cleff”, a “key signature” and a “time signature” (see
blue highlights in Figure 1.2). Depending on the compositions, these three elements can
change throughout the piece even within a system, between measures.

To briefly understand concepts of Western notation as they are used in classical music,
the vertical position of notes on a pentagram affects their pitch, with higher positions
resulting in higher registers. Cleffs dictate the names (therefore the main pitch) of the
notes arranged throughout the pentagram. This means that different cleffs shift all the
notes’ pitches, affecting all of the notes presented after them.

The horizontal placement of notes is dictated on how someone should “count” the
rhythm of the music piece. While cleffs dictate the name/pitch of notes within a penta-
gram, the time signature prescribes the maximum “amount of notes” that can exist within
a single measure. This helps communicate how the composer intended their composition
to be played, using the stems (“tail” and “flag”) of notes to denote the fraction of time the
note is supposed to be played for.

The vertical arrangement of notes is insufficient to communicate the wide variety
of available pitches. In Western musical tradition (and classical music itself), there are
semi-tones that exist “between” the space and lines of the pentagram. Those are denoted
by the “accidentals”, the sharp (\), the flat (Z), double-sharp (]) and double-flat ([). They
are meant to be used as a momentary change of a note by a semi or whole tone. When
certain notes need to be considered always altered in a piece, compared to their “default”
chromatic (pitch) interpretation, the composer uses a Key Signature. A key signature
shows which notes should always be interpreted as a semitone higher or lower after its
introduction. If a composer wants a note to be interpreted only based on its position on
the pentagram, then they use the natural (^) symbol.

Until the introduction of a different cleff, key, or time signatures, all of the notes have



1

6 1. INTRODUCTION

to be interpreted based on the preceding “values” of those notations. If the music piece
dictates it, the composer can re-introduce these notations with different values which
will introduce different interpretations to all the notes following them.

1.3.2. AUTOMATIC RECOGNITION OF MUSIC SCORE ELEMENTS
Optical Music Recognition (OMR) is a research field dedicated to computationally rec-
ognizing the music notations, encompassing a collection of methods and processes
dedicated to automatically detect visual elements on sheet music. As previous studies
suggest [76], the OMR processes can generally grouped into the following three main
categories:

1. Image pre-processing
2. Music symbol segmentation and recognition
3. Semantic reconstruction

Image pre-processing. During the image pre-processing, different techniques are applied
to scanned images to reduce the computational cost and make the next OMR steps more
efficient. One of the most important methods of image preprocessing is “Binarization”
which is the process of converting the pixel image into a binary image (black and white),
separating the foreground from the background. This is a common step for most of the
OMR tools. Binarization eases the OMR tasks by reducing the amount of information the
following steps need to process. For example, it is easier to detect a music symbol in a
binary image than in a colour image. However, binarization can also pollute the image,
losing relevant details [76].

Many music scores are ancient documents in poor condition due to paper degradation
(yellowing, mold, mildew, etc.), which often introduces noise to the image, reducing the
quality of the OMR tool output. Therefore, working with old music score sheets requires a
specialized algorithm for image-cleaning and binarization to reduce the aforementioned
problems [27].

Music symbol segmentation and recognition. Music symbol segmentation is the process
of locating and isolating the music object. The main objective is to find the correct
position of each symbol to be identified in the next OMR step. This is one of the most
challenging OMR steps and is highly error-prone. Most symbols on a music score are
connected by staff lines. To isolate those symbols, staff lines must be detected and
removed. Accurate staff line removal is challenging because symbols and staff lines must
be disconnected without removing pixels belonging to the symbols. Unfortunately, staff
lines are not always perfectly horizontal, so knowing the exact location of the staff line
is required. This procedure can be even more complex due to low image quality (paper
degradation, stains, etc), and zones with a high density of symbols [79].

After the segmentation stage, the segmented symbols must be recognized and clas-
sified into predefined groups, such as notes, rests, accidentals, clefs, etc. Symbol iden-
tification is a hard task because of symbol variability. Each symbol can have different
variations due to different score editors or the continuous evolution of music notation
over time. However, variability can also be observed within the same music score, making
it even more difficult with symbol ambiguity. In addition, the previous segmentation step
may have cut or degraded the objects [79].
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Semantic reconstruction. The last stage of the OMR framework is to reconstruct the
music semantics from the recognized symbols, combining them with the staff system
to reproduce the meaning of the scanned music [76]. Unlike optical character recogni-
tion (OCR) which is predominantly one-dimensional and which can also rely on strong
language pattern heuristics, OMR tools require an interpretation of two-dimensional
relationships between music objects.

As a consequence, many errors may occur due to a symbol placed in the wrong
position. For example, a slur symbol is a curved line generally located over the notes. If
a slur is placed in a wrong position, it leads to a misinterpretation of the music score.
Likewise, a dot has different meanings depending on where it is located (e.g., on top vs on
the side).

The last step of OMR systems is to export the final score into a machine-readable
format. Several formats have been developed, such as MIDI (Musical Instrument Digital
Interface), MusicXML, MEI (Music Encoding Initiative), NIFF (Notation Information File
Format), etc. Generally, each tool has its own (set of) output formats. This lack of a
commonly accepted representation imposes an obstacle for OMR tool assessment [40],
further hindering any attempts for a standardized approach.

1.3.3. EXAMPLES OF CHALLENGING CASES IN AUTOMATIC RECOGNITION

Music is a complicated artifact that can be challenging to transfer to a textual format.
Centuries of classical music tradition, though, have led to a condensed musical notation
where every element plays an important role in how to “read” and interpret a music
piece. As such, a single element missing can lead to a wrong transcription, altering the
composer’s musical intention. Therefore, it is very important to design transcription
workflows to be robust and effective, to warrant a faithful digital recreation of a music
composition. As such, the need for human evaluation and annotation becomes apparent,
especially when we look closer at challenges that can arise from some real-life cases.

A first example of a challenging case is the use of different page structures for different
orchestrations of a classical music piece. While transcriptions of a violin piece can have
a system of measures with a single pentagram (see subsection 1.3.1 for details on these
elements), a system of measures for a piano piece has two pentagrams to indicate notes
for each hand. In the case of orchestral works, a system can cover a whole page with
different pentagrams for each instrument used in the orchestration. This presents a
fundamental challenge where the automatic recognition of the layout will need to be
identified correctly, as it can impact the structure of the whole music score, passing wrong
structural information to a potential XML representation.

A second (and perhaps the hardest) challenge for automatic recognition of music
elements, is imposed by handwritten notations and scores. While modern printed or
digital versions use specific lettering and spacing, which increase the readability of a
music score, classical music composers have been composing by hand on paper for
centuries. The page structure of those compositions can often vary, depending on how
strictly a composer applied notational form. In some cases, the only challenge is the
legibility of a composer’s inscriptions, while in others, we only have surviving sketches
that hardly follow any standardized form (see Figure 1.3).
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(a) Autograph score of Symphony no.95 by Joseph Haydn

(b) Autograph score of String Quartet Op.131 by Ludwig van Beethoven

Figure 1.3: Examples of handwritten music scores.
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Figure 1.4: An example of handwritten notes overlayed on top of a printed score (Mahler 4th Symphony)

Similarly, we have surviving notes and alterations other musicians have made on top
of existing scores. Those handwritten notes can vary from short descriptions to alterations
of whole passages and scribbles of their interpretations (see Figure 1.4). These notes can
be very important to preserve, as musicians can learn from others’ musical perspectives,
and music theorists can archive special interpretations of certain compositions.

1.4. AN OPPORTUNITY FOR HYBRID ANNOTATION WORKFLOWS

In this section, we showcase practices that can enable the inclusion of human annotation
and assistance within algorithmic pipelines to overcome the challenges in the automatic
processing of music compositions. These hybrid annotation workflows combine auto-
matic and manual activities, where humans of different expertise can assist and enhance
automated processes.

In a hybrid annotation workflow, the goal is to effectively and efficiently combine
automated methods with human effort to achieve a result that couldn’t be attained by
either approach alone [55]. Individual workflow steps need to be identified early and,
through careful design, allocated to the appropriate processing method. Automated
methods and human input need to co-exist and complement each other. The complexity
and (niche) knowledge required by a person to annotate and/or transcribe a music
composition, but as the shortcomings of current automated methods, need to be factored
in. Specifically, hybrid annotation workflows cover three main components: Algorithms
/ Machine Learning, the Crowd, and Quality Assessment. Figure 1.5 shows how these
components interact to form end-to-end workflows.
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Figure 1.5: High-level Hybrid Processing Workflows

Algorithms / Machine Learning. A set of algorithms, typically machine learning algo-
rithms, process the input data into the desired output data. These algorithms typically
have at least one of the following two shortcomings:

1. The results produced by the algorithms are of bad quality and insufficient for the
desired use.

2. The algorithm relies on extensive training data, which are typically not or only
partially available.

The first problem can manifest in different ways [55]. For instance, the algorithm
could be good enough in most cases but might fail in others. It would be necessary to
identify when the algorithm fails (automatically or using crowdsourcing) and revert to
using crowdsourcing fully redoing the failed task in these cases. The worst case would
be a scenario in which the algorithm always fails, resulting in a pure crowdsourcing
system. In another scenario, the algorithms generally work on all types of input data,
but the output quality is slightly too low in nearly all cases. Here, all outputs need to be
adjusted and fixed using crowdsourcing. The second problem requires creating training
data that usually covers many examples of correct input data / desired output data pairs.
Crowdworkers can provide such training pairs upfront for initial training or as part of the
fixing measures introduced for the first problem. Then, this crowd-provided data can be
used for incremental re-training.

Crowd. A crowd can be used to execute cognitive Human Intelligence Tasks. The choice of
crowd workers and their incentivization is a core challenge, and while we do not address
incentivization in this thesis, it could range from paying microtask workers on platforms
like Amazon Mechanical Turk to motivating expert online communities using intrinsic
incentives.

The profiling and modeling of annotators are very important components of any
hybrid annotation system. By modeling annotators, we understand which of their at-
tributes can affect their performance and how to assist them with purposeful and smart
interface designs. We can also leverage task attributes to assign the “right” tasks to the
“right” annotators whenever specific expertise and quality are needed. Therefore, in this
thesis, we dedicate Chapter 2 to modeling and quantifying the crowd’s musical affinity
through several studies.



1.5. CHALLENGES AND RESEARCH QUESTIONS

1

11

In general, a crowd can be utilized to:

1. Check the correctness of an intermediate algorithm result. This can range from
simple correct/incorrect checks to more complex checks, which give a detailed
overview of the location and nature of the error.

2. Produce results: Here, the crowd performs the same task the algorithm was de-
signed for: transform a given input data instance into the correct output data. This
functionality is employed when an algorithm fails to process, or when that data is
required for further/initial training.

3. Improve results: Here, a machine-produced result with sub-par quality is manu-
ally improved. Typically, this should be employed when improving slightly faulty
outputs is easier and cheaper than creating a new output manually from scratch.

Quality Assessment. This is a core component that ensures the effectiveness of a hybrid
crowdsourcing process. The quality assessment is central in both judging the quality
of algorithmic results and human annotations. Regarding assessing the algorithmic
processes, the process can help decide if and what kind of crowd treatment is needed.
On the other hand, regarding the human component, they can help judge the reliability
and quality of crowd feedback in light of low-skill and/or malicious workers. Quality
assessment strategies here could either mitigate the impact of such workers through
sophisticated inter-annotator agreement schemes, attention tasks or through appropriate
pre-screening and profiling of annotators.

1.5. CHALLENGES AND RESEARCH QUESTIONS
The main goal of this thesis is to gain insights into how to design solutions to scale up
digitization and annotation methods of classical music compositions by including people
of different expertise levels in different parts of the processes.

Throughout TROMPA we had the opportunity to collaborate with experts in classical
music and music information retrieval. They played a valuable role during the require-
ment analysis for classical music transcription and provided input and resources that
supported our efforts.

In the early stages of designing hybrid annotation workflows for classical music arti-
facts, we quickly became aware of the challenges of incorporating annotators of varying
expertise. While experts’ skills can be quantifiable through certificates, years of labour,
relevant domain studies, and previous contributions, it is a hard challenge to quantify a
non-expert’s affinity for performing well in a music task.

Classical music composition can exist both in a visual and aural format, without
one form necessitating the other (e.g., recordings of compositions with lost transcripts).
Therefore, we needed a method that measures a person’s capacity to “understand” music
on multiple levels. Such a “music affinity” profile can help screen annotators for their
capacity to perform a music transcription-related task and pair annotators to the right
type of task appropriate to their capacity. Such capacity has to be quantified either by
self-reporting questionnaires or by actively measuring it, to ensure its compatibility with
other automated methods in a hybrid annotation workflow.
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Based on these challenges, we were faced with the following research questions:

• [RQ1] How could the musical profile of annotators be characterized?
• [RQ2] How are different music perception skills and self-reported music-related

knowledge distributed among non-experts?
• [RQ3] How are music perception skills associated with domain and demographic

attributes?

While our design process of the musical competence framework is explained in Sec-
tion 2.1 when tackling RQ2 and RQ3, we faced the challenge of identifying sources of
non-experts that could readily exhibit musical affinity and potentially be available for
annotating tasks. Crowdsourcing platforms, such as Prolific and Amazon Mechanical
Turk, have proved reliable sources of available annotators so far, and as such, they were
utilized for conducting our extensive user study in Section 2.2.

Borrowing from TROMPA’s vision of rich, open, and democratized classical music
repositories, we were also interested in identifying large communities outside crowd-
sourcing platforms that could also exhibit music affinity. A musical affinity that wouldn’t
be limited to only the popular compositions and composers of classical music, but would
also expand our knowledge beyond the widely accepted “canon”.

To identify such possibilities, we sought to tackle the following research question,
conducting a community study on the Wikipedia and YouTube platforms in Section 2.3:

• [RQ4] How does the popularity of classical music composers on community-driven
platforms relate to their album release trends?

While Chapter 2 is dedicated to our work studying the musical characteristics of anno-
tators and online communities, Chapter 3 is presenting the challenges in designing and
deploying annotation tasks for music transcription workflows, alongside our approach to
address them.

More specifically, as part of our contributions to TROMPA we were presented with the
engineering challenge of developing a system that would leverage the contributions of
several annotators, to digitally recreate a semantically rich version of a scanned classical
music score. As such, we had to face several difficult tasks, both regarding the transcrip-
tion of the artifact itself but also the online availability of the system and its expected
traffic. Section 1.3 gives an overview of music scores and challenges on automated tran-
scription methods, while Section 3.1 showcases our workflow and design methodology
behind our delivered system, Scriptoria. Limitations imposed by COVID-19 regulations
hindered a wider engagement of users through TROMPA. Nevertheless, we could still live
test Scriptoria online with amateur musicians (considered semi-experts in this thesis),
contributing towards the transcription of the first pages of Ludwig van Beethoven’s Sextet
in E-flat major, op. 71.

Due to the use of semi-experts in the context of TROMPA, we were still met with
open questions regarding the performance of non-experts in such extensive, end-to-end
transcription workflows. Firstly, the symbols of music scores could prove discouraging
to people not familiar with them. As such, we needed to experiment to what extent
they could impose a challenge to non-experts and how could we possibly assist them.
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Therefore, focusing on the task design for error detection (which could be part towards the
end of a hybrid transcription workflow), in Section 3.2 we tackled the following research
question:

• [RQ5] To what extent can workers from microtask crowdsourcing platforms detect
errors in transcribed music scores?

Secondly, as discussed earlier in Section 1.1, a music score transcription can only
be considered part of the network of information available for a given classical music
composition. Different versions can coexist under the same composition entity, reflecting
changes by the same composer or fellow musicians. Archiving and preserving those ver-
sions, though, can prove extremely challenging, especially if the transcripts are missing.
This can be particularly true to versions of an original composition, where an instrumen-
talist or an orchestra made personal changes to a piece without publishing their version.
In such cases, we are only left with audio or video recordings of their performances cap-
turing their changes to the original composition. In the case of only audio recordings,
we might even miss the information of the exact instrument used for the performance, a
piece of crucial information as most classical music compositions were written with a
specific instrumentation in mind.

An expert or trained musician is expected to relatively easily recognise the notes or
instruments involved in an audio recording. However, little research has investigated the
ability of untrained individuals to identify these elements in an audio recording.

While single-instrument excerpts have been tested previously on crowdsourcing
platforms [37], we have little understanding of instrument recognition on polyphonic
excerpts. With this challenge in mind and looking beyond the classical music genre
towards genres with similar challenges, we finally studied the following research questions
in Section 3.3, by designing and testing appropriate task interfaces:

• [RQ6] To what extent can non-experts detect the onset and offset of a musical
instrument’s activity on polyphonic audio?

• [RQ7] How do their self-assessed perceptual abilities and musical knowledge relate
to their performance?

1.6. CONTRIBUTIONS AND ORIGINS OF CHAPTERS
This thesis is thematically organized into four sections. They present: (a) the motivation
and context behind the research questions; (b) the studies conducted to understand and
model music annotators; (c) the solutions we designed and employed to tackle challenges
in processing classical music compositions; and finally (d), how our findings expand
our understanding of knowledge-intensive tasks and how they can be applied beyond
classical music.

The research and studies conducted throughout this thesis, have been published in
peer-reviewed scientific venues, relevant to either music information, web engineering
or human computation. The manuscript also includes relevant theoretical and practical
work that was partaken by the author throughout the duration of the European H2020
project TROMPA, reviewed and approved by project partners and the appointed European
committee.
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In detail:

In Chapter 1, Section 1.4 and parts of Section 1.3 are based on content from a scientific
paper published in the 3rd International Workshop on Reading Music Systems
(WoRMS) [83]. This chapter acts as an introduction, contextualizing the work in
this thesis, providing background information on classical music transcription
and recognition methods, while also contributing a high-level design of Hybrid
Annotation Workflows.

In Chapter 2, Section 2.1 is based on relevant excerpts from work conducted and pub-
lished on deliverables for the European H2020 project Towards Richer Online Music
Public-domain Archives (TROMPA) while Section 2.2 is based on a full research
paper published in Human Computation and Crowdsourcing (HCOMP) confer-
ence [86] and a journal paper published in Frontiers in Artificial Intelligence [87].
Finally, Section 2.3 is based on a research paper published in the International
Conference on Web Engineering (ICWE) [85]. This chapter contributes a theoretical
framework to model musical properties of annotators; an extensive study on mu-
sical sophistication and perceptual capabilities of crowdworkers; and a study on
community-driven platforms to understand user engagement with classical music
composers.

In Chapter 3, Section 3.1 is based on a demonstration paper published in The Web Con-
ference (TheWebConf) [82], expanded with detailed insights on the process from
our contributions to TROMPA. Sections 3.2 and 3.3 are based on two full research
papers published in International Society for Music Information Retrieval (ISMIR)
[88, 84]. The chapter contributes to the design of a deployed, online system of
microtask-based music score transcription, alongside two studies on task-specific
crowdsourcing experiments, music score error detection and temporal activity
detection of music instruments in audio.

The final chapter (Chapter 4) summarizes the main findings in this thesis while pre-
senting possible future directions that can help to further improve human computation
workflows for knowledge-intensive music annotation tasks.



2
MODELING AND MEASURING THE

MUSICAL AFFINITY OF CROWD

ANNOTATORS

How can we quantitatively capture a person’s musical competence? Are self-reported,
music perception skills reliable? Do people online generate valuable information regarding
classical music through engagement? These are some of the questions that inspired our
research in this chapter. We present our work in modeling musical competence, to be used,
for instance, to assign transcription tasks to annotators. We also present our extensive
study in identifying non-experts online that can readily exhibit musical affinity, alongside
our exploration of how classical music information is generated in community-driven
platforms. Results and insights of these works provide a novel understanding on the music
affinity of annotators with varying levels of expertise, enabling their reliable inclusion in
demanding music transcription workflows.

This chapter is based on excerpts published in deliverables during the European H2020
project Towards Richer Online Music Public-domain Archives, and the following publica-
tions: “Exploring the music perception skills of crowd workers” [86], “An Analysis of Music
Perception Skills on Crowdsourcing Platforms” [87] and “On the Popularity of Classical
Music Composers on Community-Driven Platforms” [85].
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2.1. MUSICAL PROPERTIES OF ANNOTATORS
Due to the diversity of the use case scenarios defined during TROMPA, it was expected that
there will be a large variety of users/contributors with diverse backgrounds, competences,
and experience levels in the domain of music. Similarly, it was also expected that the
types of content annotation tasks that would be distributed to those users, would vary
significantly and require different levels of knowledge and skills; some expecting general
knowledge on a topic, while others needing more niche specializations. To model this, we
adopted and expanded a specialized competence model introduced in Juri, L., et al, 2007
[42], to tackle our first research question:

• [RQ1] How could the musical profile of annotators be characterized?

The core goal of our modified competence model was to enable appropriate as-
signments of users to tasks based on their competences and the needs of a given task.
Therefore, our music competence model would have to model the user’s musical abilities
in a way that we can computationally “connect” them to specific types of tasks. To that
end, we defined “Profiles” with a set of competences, which are at the core of the Music
Competence model. The versatility of our model lies in the fact that “Profiles” can be
used to both describe the user’s competences, but also the competences required to
perform a task. Using the same class profile for both users and tasks allows for abstracting
many computational tasks related to competences, such as computing a competence gap.
Competence gap analysis compares two sets of profiles (the target and the available) to
determine their difference. The same implementation of this functionality then can be
used for many different purposes, e.g., to check whether a user has the required compe-
tences to perform a task, to compare the skills of two users, to compare the complexity
of skills, or to find the best task for each user. This model was designed and delivered to
enable TROMPA partners to design a task, create a “Profile” of competencies needed to
perform it, and then the system can rely on competence gap analysis to find the best users
for the task. Specific skills associated with specific competences, would be determined by
expert project partners in the music field.

Finally, based on our design, each user can have multiple competence profiles, which
are obtained from a variety of sources (as we expand in sub sections 2.1.1 and 2.1.2). Each
of these profiles could be time-stamped, while the actual competences a user possesses,
could be computed by unifying all profiles and resolving conflicts (i.e., competences
referring to the same skill but different proficiencies or contexts) based on the timestamp
and the sources of the profiles. While the final infrastructure of TROMPA didn’t facilitate
the online deployment of the music competence model, our designs were used to com-
municate task design concepts and annotator properties within the consortium, but also
to inspire our user studies presented in this thesis.

2.1.1. MODELLING MUSICAL COMPETENCE
For the purposes of musical competences, we adopt the definition of competence as
“effective performance within a context at different levels of proficiency”, as given in
Cheetham, G. and Chivers, G.E., 2005 [19]. We see competences as tuples of “Skill” (i.e.,
the ability to perform a certain activity) and “Proficiency” (i.e., a measure of how well
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Figure 2.1: Modeling annotator competence and task requirements

the skill can be performed), while optionally attaching “Context” in which the skill and
proficiency are relevant. For example, “Professional classical piano” would be composed
of the skill “Piano playing”, the proficiency level “Professional” and the context “Classical
music”. In addition, we also allow for modeling sub-competences for adding granularity
based on the needs of a given task. Below we expand on the concepts of our Music
Competence model, while a graphical overview is given in Figure 2.1 to accompany our
descriptions.

Skill: Skills describe reusable domain knowledge, or the ability to perform a certain
activity. This could be a complex skill like “Piano playing”, but also a simpler skill like
“Reading musical score sheets”. If needed, sub-competences can be modelled, i.e., a
complex competence can be composed of simpler ones. The Competence Model is
compatible with skill taxonomies, enabling domain experts to define such taxonomies
which fit their content annotation requirements.

Proficiency: Proficiency describes the quality or extent to which a user possesses a
skill. Many different scales may be used, but it should be possible to reuse them within
and across the borders of a use case scenario. For example, scales are typically the
same for most certifications given by similar institutions (e.g., all curricula within a
country’s universities). Hence, they can be modeled once and referenced many times.
Competence descriptions can refer to specific items of these scales in order to represent
the proficiency level acquired/required. Algorithms could take relationships among
proficiency levels into account in order to assess how much training/learning is required
to reach a determined proficiency level.

Context: Context is commonly defined as “the interrelated conditions in which something
exists or occurs”. Regarding competences, context may refer to different concepts. It
might be the specific occupation in which a competence is acquired (e.g., playing piano
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in a conservatorium), a set of topics within a domain (e.g., classical music or folk music)
or even the personal settings related to the learner (e.g., competencies are different if
acquired in a group-based learning setting than individually). Modeling contexts may be
a complex task, as it may coincide with modeling the whole domain of knowledge of an
institution. So far, our investigations of existing relationships between context elements
(regarding its use within competences) do not show the need for providing such complex
representation. For this reason, we decided to keep the implementation simple but easily
extensible.

Archetypes: Archetypes are a convenience class introduced in the model to support the
process of adding new users and setting up their initial competence profiles based on
predefined groups of expected competences. As such, an archetype describes a set of
competences which are frequently acquired together. An example archetype could be an
MSc degree in a given course of studies: while each individual student might have slightly
different skills with slightly varying proficiencies based on their personal curriculum
choices and performance, a given master’s degree typically represents a selected set of
competences. Another example of an archetype could be occupational or job-related
archetypes, like “being a professional symphonic orchestra conductor”, which would
imply a large variety of different skills like good baton techniques and/or advanced aural
skills, which are typically shared between all people in this occupation. Furthermore,
we can also model archetypes to represent the implicit competences expected from
members of different communities, thus linking the competence to a social model. Thus,
by modelling an extensive body of archetypes for TROMPA, a new user’s profile could be
quickly setup by importing and copying all archetype profiles which apply to them. Their
profile could then be further personalised by expanding their inherited competences,
with additional competences that describe individual deviations of that user from the
more generic archetype profiles initially assigned to them. As such, the archetypes will
be helpful in defining large user groups, as several users might share the same set of
competences, while keeping the model’s versatility by accommodating individual sets of
skills and proficiencies.

2.1.2. SOURCES AND VERSIONING

Each user can have several profiles attached to them. As previously stated, when a new
user joins the system, we envision that they select all archetypes which apply to them
(like archetypes referring to formal education or those related to a specific profession or
occupation) and may also self-report additional specific competences. To keep track of
the lineage of each competence profile, profiles are time stamped and can also have an
optional “Source” attached to them. The “Source” describes how the profile was obtained,
and/or what vouches for the validity of the the profile. These profile sources can be used
for reliability assessment of the data obtained from annotators when evaluating their
profiles.

In the current model, we include three types of sources: “Users”, “Tasks”, and “Cer-
tifications”. A “User” source describes that a user vouches for their competence profile
(when self-reporting competence profiles) or the competence profile of another user (i.e.,
in a scenario where users know each other or come in contact with each other within
their social community). A “Certification” source refers to a profile which was obtained by
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having a formal certification of any type, typically issued by an external organization. This
can be used for example for archetype profiles representing degrees in formal education
by attaching additional information on type, time, and organization. The last source for
competence profiles are “Task”-sourced profiles which are created by observing users
while conducting music annotation tasks. For example, if for a task requiring a certain
competence a user performs particularly well (or even beyond the expectations based on
their current competence profile), a new profile with updated competence proficiency
levels can be created to reflect this. The same applies when a user should have certain
competences, but repeatedly fails to perform tasks with matching competences ade-
quately. These new “Competence Profiles” are timestamped to allow analysis of data
lineage, when assessing the historical evolution of the community of contributors.

2.2. MUSIC SOPHISTICATION AND AURAL PERCEPTION SKILLS

OF THE CROWD
Several studies have shown the ability of crowd workers to successfully contribute to the
analysis and annotation of multimedia content, both based on simple perceptual skill,
e.g., for image analysis [97] and domain-specific knowledge, [70]. Musical content is no
exception, and research has shown that the general crowd can be successfully involved in
the annotation [88] and evaluation [104] processes of music-related data and methods.
Plenty of music annotation tasks, [49, 51, 59, 50, 98] can be routinely found on microtask
crowdsourcing platforms, mostly focused on descriptive [47] and emotional [49] tagging.

Music, as a form of art, often requires a multifaceted set of skills to perform and certain
expertise to analyse its artifacts. There are cases that require advanced music perceptual
skills (such as the ability to perceive changes in melody) and music-specific knowledge.
However, both in literature and in practice, it is rare to encounter such crowdsourcing
tasks. Consider, for example, annotation tasks targeting classical music, e.g. music tran-
scription, performance evaluation, or performance annotation. Classical music is a genre
featuring artworks with high musical complexity; it is no surprise that corresponding
analysis and annotation tasks are often exclusively performed by musical experts and
scholars. This unfortunately hampers current efforts to digitize and open up classical
music archives, as scholars and experts are expensive and not easily available. Here, the
ability to utilise microtask crowdsourcing as an annotation and analysis approach could
bring obvious advantages. But how likely it is to find advanced music-related percep-
tual skills on crowdsourcing platforms? With the goal of answering this broad research
question, in this paper we scope our investigation on the following two aspects:

• [RQ2] How are different music perception skills and self-reported music-related
knowledge distributed among crowd workers of different platforms?

• [RQ3] How are music perception skills associated with domain and demographic
attributes?

Studies on human cognition and psychology have shown that people can possess
innate music perception skills without previous formal training [60, 103]. However, the
majority of those studies have been conducted in labs, under controlled conditions and
with limited amounts of participants.
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In our work we set out to measure the music sophistication and perception skills of
crowd workers operating on the Prolific1 and Amazon Mechanical Turk2 crowdsourcing
platforms. We chose to conduct our study on these two different platforms, in order to
diversify our participant pool and identify potential differences between them. In its
present form, this study expands the preliminary study as presented in [86], by diversifying
the participant pool and complementing the analysis with additional methods.

We designed a rigorous study that employs validated tools to measure the musical
sophistication of the users and quantify their music perception skills: the Goldsmith’s
Music Sophistication Index (GMSI) questionnaire [65] and the Profile of Music Perception
Skills (PROMS) active skill test [48] respectively (and more specifically its shorten version:
Mini-PROMS). These tools allow for a general overview of musical ability characteristics,
but also a more detailed understanding through their subcategories (e.g. musical training
and melody perception skills). By juxtaposing passive methods of assessment (question-
naire) with the active evaluation of auditory skills, we aim to gather a better understanding
of workers’ actual skills on musical aspects, beyond their subjective self-assessment. With
GMSI, we are able to evaluate a person’s ability to engage with music through a series of
questions focusing on different musical aspects. PROMS on the other hand, allows for a
more objective way to measure a person’s auditory music perception skills (e.g. melody,
tuning, accent and tempo perception) through a series of audio comparison tests. To the
best of our knowledge, this is the first attempt to use PROMS in an online crowdsourc-
ing environment and the measured perception skills can offer valuable insights to the
auditory capabilities of the crowd.

Our findings indicate that pre-existing musical training is not common among crowd
workers, and that music sophistication aspects are not necessarily predictive of actual
music perception skills. Instead, we observe that the majority of workers show an affinity
with specific sets of skills (e.g., we found a surprising number of musical sleepers —
workers without formal training but still high music perception skill test results). As a
whole, our study paves the way for further work in worker modelling and task assignment,
to allow a wider and more refined set of microtask crowdsourcing tasks in the domain of
music analysis and annotation.

2.2.1. RELATED WORK
There is a long history of studies on perception and processing of music by humans; from
the analysis of the socio-cultural variables influencing a person’s amplitude for musicality
[34], to the study of musicality from a genetics’ base [29]. In all cases, inherent music
processing capabilities have been found in people and they seem to be connected with
basic cognitive and neural processes of language since early stages of development [52, 45].
Even people with amusia, a rare phenomenon where a person can’t distinguish tonal
differences between sounds [74], they can still process and replicate rhythm correctly
[38].

In [65], we find a large scale study on musical sophistication through the use of the
GMSI survey, on a unique sample of 147,663 people. GMSI is particularly calibrated to
identify musicality in adults with varying levels of formal training. It is targeted towards

1https://www.prolific.co
2https://https://www.mturk.com

https://www.prolific.co
https://https://www.mturk.com
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the general public, and can prove less effective to distinguish fine differences between
highly trained individuals. Musical sophistication in the context of that study, and ours,
encompasses musical behaviours and practices that go beyond formal training on music
theory and instrument performance. Their findings show that musical sophistication,
melody memory and musical beat perception are related. The survey has been trans-
lated and replicated successfully (on smaller samples) in French[21], Portuguese[53],
Mandarine[54], and German[90].

Our study draws connections to those findings and aims to shed light into the musical
capabilities of people on crowdsourcing platforms. The demographics and conditions
of the studies presented so far, cannot be easily compared to those of online markets.
Users on those platforms are participating in such studies through monetary incentives,
and the conditions (equipment, location, potential distractions, etc.) under which they
perform the tasks cannot be controlled as in a lab environment [102, 112, 26].

Currently, crowdsourced music annotation is primarily utilised for descriptive [47]
and emotional [49] tagging. Large-scale music data creation and annotation projects
such as Last.fm3 and Musicbrainz4, are largely depended on human annotation, but
from users of their respective online social platforms. A survey on the applicability of
music perception experiments on Amazon Mechanical Turk [68], showed that online
crowdsourcing platforms have been underused in the music domain and the status has
not changed radically since then. Through our study, we want to examine the capabilities
of the crowd on processing music audio and showcase their capabilities, in an attempt to
encourage further research and utilisation of crowdsourcing in the music domain.

2.2.2. EXPERIMENTAL DESIGN

The main focus of this study is to offer insights into the musical characteristics and
perception skills of workers operating on crowdsourcing platforms. We therefore designed
our experiment to capture these attributes through methods that can be used online, and
that do not require pre-existing musical knowledge. We used two methods: 1) the GMSI
questionnaire to evaluate the musical sophistication (musical training, active engagement
and other related musical characteristics) [65]) of workers and 2) the Mini-PROMS test
battery to evaluate their auditory music perception skills. We then compare the obtained
results, paying specific attention to the overlapping aspects of musical sophistication
and music perception skills. With this experiment, we are also interested in identifying
“musical sleepers” and “sleeping musicians”, a notion originally presented in [48]. A
musical sleeper is a person with little to no musical training but with high performance in
the perception test, while a sleeping musician indicates the opposite.

PROCEDURE

After a preliminary step where workers are asked basic demographic information (age,
education, and occupation), the study is composed of four consecutive steps (Figure 2.2),
each devoted to collecting information about specific attributes corresponding to the
crowd workers: 1) Musical Sophistication Assessment (GSMI), 2) Active Music Perception

3https://www.last.fm
4https://musicbrainz.org
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Skill Assessment (Mini-PROMS) and 3) Post-task Survey collecting information on workers
audio-related conditions, and perceived cognitive load.

Figure 2.2: The four steps in the music perception skills study.

QUESTIONNAIRES AND MEASURES

Capturing Musical Sophistication of Workers. Musical behaviours of people such as
listening to music, practicing an instrument, singing or investing on vinyl collections, all
show the affinity of a person towards music. The degree to which a person is engaged to
music through these behaviours, constitutes the musical sophistication. Musical sophisti-
cation can be measured as a psychometric construct through the GMSI questionnaire,
which collects self-reported musicality through emotional responses, engagement with
music, formal training, singing capabilities and self-assessed perception skills. It is an
instrument specifically designed to capture the sophistication of musical behaviours,
in contrast to other questionnaires such as Musical Engagement Questionnaire (MEQ)
[108], which measures the spectrum of psychological facets of musical experiences. More
specifically, the musical sophistication of people based on [65], is organised into the
following five facets:

• Active Engagement: this aspect determines the degree to which a person engages
with music, by listening to and allocating their time/budget to it;

• Perceptual Abilities: this aspect assesses the skill of perceiving (mainly auditory)
elements of music. This is an important subscale in our study, since the self-
assessed perceptual skills of the workers in GMSI can be directly compared to those
we actively measure in Mini-PROMS;

• Musical Training: this aspect reports the years of training on aspects of music (e.g.
theory, performing an instrument), which can indicate the formal expertise that a
person has in the domain;

• Emotions: this aspect determines the emotional impact of music on that person;

• Singing Abilities: this aspect evaluates the ability to follow along melodies and
tempo (beat) of songs.

GMSI offers additional questions outside the subscales, which capture specific prop-
erties of the participant: 1) “Best Instrument”, which represents which instrument the
user knows to play the best, 2) “Start Age”, which age the participant starting learning an
instrument and 3) “Absolute Pitch”, which indicates if the person can understand correctly
the exact notes of a sound frequency. Absolute pitch is a very rare trait that develops
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during the early stages of auditory processing [15] but can deteriorate through the years
[5]. As such, a person with perfect pitch perception, could have an advantage on a melody
perception test, thus we included it with the rest of the subscales.

The original GMSI questionnaire contains 38 main items and 3 special questions, and
considering the rest of the study’s parts, we chose to reduce its size while keeping its
psychometric reliability. For that purpose, we consulted the GSMI online “configurator”5

which allows to select the number of items per subscales and estimates the reliability of
the resulting questionnaire based on the questions it selects. We reduced the size of the
questionnaire to 34 questions, and preserved the special question about “Absolute Pitch”,
resulting in 35 questions in total.

In the GMSI questionnaire each question from the subscales uses the seven-point
Likert scale [41] for the user’s responses, with most questions having “Completely Agree”,
“Strongly Agree”, “Agree”, “Neither Agree Nor Disagree”, “Disagree”, “Strongly Disagree”
and “Completely Disagree” as options. Few questions offer numerical options for topics
(e.g. indicating the time spent actively listening to music, or practicing an instrument).
The workers are not aware of the subscale each question belongs to. The index of each
subscale of GMSI is calculated with the aggregated results of the relevant questions. The
overall index of “General Music Sophistication” is calculated based on 18 questions out of
the total 34 items of the subscales; these 18 questions are predefined by the designers of
the questionnaire; the question about “Absolute Pitch” does not contribute to the total
index.

Using the GMSI questionnaire is close to the typical methods used to assess the
knowledge background of annotators in other domains. Especially the questions of
“Musical Training” follow standard patterns to assess the formal training of a person in a
domain, thus a certain objectivity can be expected (assuming good faith from the workers).
However, the rest of the categories are based purely on subjective indicators and self-
reported competence, which can potentially misrepresent the true music behaviours and
capabilities of a worker. For this reason, it is necessary to understand the best practices
that could reliably predict a worker’s performance to a music annotation task. To that end,
we compare the workers’ input in such questionnaires, and specifically on GMSI, to the
music perceptual skills they might possess, which we measure through an audio-based,
music perception skill-test.

Measuring Music Perception Skills of Workers. The music perception skill test is based
on the well-establish Profile of Music Perception Skills (PROMS) test, [48]. Its original
version is quite extensive and its completion can take more than an hour, as it covers
several music cognition aspects like Loudness, Standard rhythm, Rhythm-to-melody,
Timbre, Pitch and more. Considering the possibly low familiarity of crowd workers with
these tasks and its inherent difficulty, we opted for a shorter version, the Mini-PROMS
[111], which has also been adopted and validate in the context of online, uncontrolled
studies.

Mini-PROMS is a much shorter battery of tests ( 15 minutes completion time), which
still covers the “Sequential” and “Sensory” subtests. It can measure a person’s music per-
ception skills, by testing their capability to indicate differences on the following musical
features:

5https://shiny.gold-msi.org/gmsiconfigurator/
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• Melody: A sequence of notes, with varying density and atonality

• Accent: The emphasis of certain notes in a rhythmic pattern

• Tuning: The certain frequency of notes, when played in a chord

• Tempo: The speed of a rhythmic pattern

The musical aspects selected in this test are argued to well represent the overall music
perception skills of a person, only in a more concise way. This version retains test–retest
reliability and internal consistency values close to the original PROMS test [48], validating
it for our research purposes. Note that, although reduced in size, these four skills are
required to enable a broad range of music-related research, such as beat tracking, tonal
description, performance assessment and more.

For each of the 4 musical aspects workers receive a brief explanation and an example
case to familiarise the user with the test. Each test after the introduction, presents a
reference audio sample twice and a comparison sample once. The two audio samples
can differ based on the musical aspect tested and the worker is asked if the samples are
indeed same or differ. The authors of PROMS have put particular effort on distinguishing
the musical aspects from each other, to make the skill evaluation as close as possible
to the musical aspect tested. Finally, to minimise cognitive biases due to enculturation,
[22], the audio samples have been created using less popular instrument sounds, such as
harpsichord and "rim shots". Meanwhile, the structure of audio samples and the aspect
separation allow for a more precise measurement of a person’s perception skill.

The categories of “Melody” and “Accent” have 10 comparisons each, while “Tuning”
and “Tempo” have 8. After the user has listened to the audio samples, they are asked to
select between “Definitely Same”, “Probably Same”, “I don’t know”, “Probably Different”
and “Definitely Different”. The participant is then rewarded with 1 point for the high-
confidence correct answer, while the low-confidence one rewards 0.5 point. The subscale
scores are calculated through a sum of all items within the scale and divided by 2. The
total score is an aggregated result of all subscale scores. During the test, the user is fully
aware of the subscale they are tested for, but the name of “Tempo” is presented as “Speed”
(original creators’ design choice).

Self-assessment on Music Perception Skills. Self-assessment can often misrepresent an
individual’s real abilities[46]. For that reason, we employed a survey to study this effect
its manifestation with music-related skills. After Mini-PROMS test, the worker has to
input how many of the comparisons per subscale they believe they correctly completed -
this information is not known to them after executing the Mini-PROMS test. Therefore,
they are presented with 4 questions, where they have to indicate between 0 and the total
number of tests per subscale (10 for “Melody”/“Accent” and 8 for “Tuning”/“Tempo”).
Finally, the results of this survey, are compared to the score of workers on the “Perceptual
Abilities” subscale of GMSI, which also relies on self-assessment. We expect workers to
re-evaluate their own skills, once exposed to the perception skill test.

Post-task Survey. As a final step of the task, the worker is presented with three post-task
surveys: 1) a survey on the audio equipment and the noise levels around them, 2) a survey
on the cognitive load they perceived and 3) an open-ended feedback form.
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The audio equipment survey consisted of four main questions, to retrieve the type
of equipment, its condition and the levels of noise around them during the audio tests.
Insights on these can help us understand to what extent the equipment/noise conditions
affected Mini-Proms test, which is audio-based. More specifically, we asked the following
questions:

1. What audio equipment were you using during the music skill test?

2. What was the condition of your audio equipment?

3. Does your audio equipment have any impairment?

4. How noisy was the environment around you?

The options regarding the audio equipment were: “Headphones”, “Earphones”, “Lap-
top Speakers” and “Dedicated Speakers”. For the condition questions (2) and (3), we used
the unipolar discrete five-grade scales introduced in [77], to subjectively assess the sound
quality of the participants’ equipment. Finally, for question (4) on noise levels, we used
the loudness subjective rating scale, introduced in [9].

In the second part of post-task survey, the workers had to indicate their cognitive
task load, through the NASA’s Task Load IndeX (NASA-TLX) survey6. The survey contains
six dimensions — Mental Demand, Physical Demand, Temporal Demand, Performance,
Effort, and Frustration. Workers use a slider (ranging from 0 to 20, and later scaled to 0 to
100) to report their feelings for each of the six dimensions. A low TLX score represents
the music skill test is not mentally, physically, and temporally demanding, and it also
indicates less effort, and less frustration perceived by the worker, while completing the
entire study.

Finally, we introduced a free-form textual feedback page, where users were encour-
aged to leave any comments, remarks, or suggestions for our study.

WORKER INTERFACE

The worker interfaces of our study is using VueJS7, a JavaScript framework. The first page
of our study, contained general instructions for the study alongside estimated completion
times for each part of it. Each page thereafter, contained an interface for each of the steps
in our study, as seen in Figure 2.2.

To assist navigation through the GMSI questionnaire, we implemented the question-
naire interface to show one question at a time. We added a small drifting animation to
show the next question, when they select their answer in the previous one. We also added
a “back” button, in case they wanted to return to a previous question and alter their
answer. They could track their progress through the questionnaire from an indication of
the number of the question and the total number of questions (see Figure 2.3).

While we retrieved the questions for GMSI and implemented them in our study’s
codebase, for PROMS we wanted to use the exact conditions and audio-samples as
in [111]. To replicate their test faithfully, the creators of PROMS [48] kindly gave us
access to their Mini-PROMS interfaces (example interface in Figure 2.3). Mini-PROMS

6https://humansystems.arc.nasa.gov/groups/tlx/
7https://vuejs.org

https://humansystems.arc.nasa.gov/groups/tlx/
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is implemented on LimeSurvey8 and users were redirected to it after the completion of
GMSI.

After the GMSI questionnaire, workers were introduced to the page seen in Figure
2.3. There, they had to copy their Participant ID (retrieved programmatically from the
crowdsourcing platforms) and use it in the Mini-PROMS interface later, so we could link
their test performance (stored in LimeSurvey), with their entries in our database. At the
end of Mini-PROMS, the users were redirected back to our study through a provided URL.

In the final stage of our study, the participants were greeted and provided a “comple-
tion code”, which they could submit on back on their respective platform, to complete
the task.

(a)

(b)

(c)

Figure 2.3: Interfaces of the study (a, GMSI questionnaire, b, Mini-PROMS, c, Participant ID prompt.

8https://www.limesurvey.org
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PARTICIPANTS, QUALITY CONTROL, AND REWARDS

On Prolific, we recruited 100 crowd workers to complete our study. We applied a par-
ticipant selection rule for “Language Fluency”: English, as all of our interfaces were
implemented in English. Only crowd workers whose overall approval rates were higher
than 90% could preview and perform our study. On Amazong Mechanical Turk, we
recruited 100 crowd workers as well, where we set their approval rate to “greater than
90%”.

To assess the quality of the user input, we included attention check questions on
the GMSI and NASA-TLX interfaces of the study. More specifically, we included three
attention check questions in GMSI, asking the participants to select a specific item in the
same seven-point Likert scale. In the NASA-TLX survey, we included a question asking
the users to select a specific value out of the 21 available in the scale of the survey.

We set the reward on Prolific and Amazon Mechanical Turk for completing our study
to 3.75 GBP (5.2 USD). Upon the completion of our study on both platforms, workers
immediately received the reward. The average execution time was 32.5 minutes, resulting
in the hourly wage of 7.5 GBP (10.3 USD), rated as a “good” pay by the platforms.

2.2.3. RESULTS

While investigating the data we gathered in our study, we followed similar analysis steps
for both platforms. The data were first cleaned up based on our attention check questions
and we only kept demographic data that we had actively asked the participants (dropped
platform-based demographics).

We proceeded with identifying the distribution characteristics of each variable from
the different parts of our study (GMSI and Mini-PROMS subcategories, NASA-TLX and
equipment questions). Combined with the intercorrelations per study part, we gained
important insights on the attributes of each variable and their relations. These results are
compared to those of the original GMSI and Mini-PROMS studies, to assess the differences
between the different participants’ pools. Finally, we run a Multiple Linear Regression, to
assess which factors seem to be the best predictors for the music perception skills of a
crowd worker (e.g. musical training, equipment quality etc.).

PROLIFIC

Of the 100 workers recruited from Prolific, 8 of them failed at least one attention check
question(s); 5 of them provided invalid/none inputs. After excluding these 13 invalid
submissions, we have 87 valid submissions from 87 unique workers.

Worker Demographics Table 2.1 summarises workers’ demographic information. Of the
87 crowd workers who provided valid submissions, 36 were female (41.38%), while 51
were male (58.62%). Age of participants ranged between 18 and 58 and the majority of
them were younger than 35 (87.36%). The majority of the workers (51%) were reported to
be unemployed, while from those employed, 73.17% had a full-time job. Most workers
had enrolled for or acquired a degree (78.16%), with 51.47% of them pointing to Bachelor’s
degree. In total, we employed workers from 15 countries, with most workers (77%)
currently residing in Portugal (25), United Kingdom (16), Poland (13) and South Africa
(13).
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Variables Statistics

Age (years) Range 18-65
Majority 18-25 (70.11%)

Occupation Full-time 30
Part-time 11
Unemployed 44
Voluntary Work 2

Education Associate degree 3
Bachelor’s degree 35
Doctorate degree 1
High school/HED 16
Master’s degree 12
Professional degree 1
Some college, no diploma 13
Some high school, no diploma 2
Technical/trade/vocational training 4

Table 2.1: Prolific participant demographics

Results on Worker Music Sophistication Table 2.2 summarises the results of the GMSI
questionnaire on our workers. We contrast our results to results of the original GMSI
study [65], which covered a large population sample of participants n = 147,663 that
voluntary completed the questionnaire, on BBC’s How Musical Are You? online test.
Participants were mainly UK residents (66.9%) and, in general, from English-speaking
countries (USA: 14.2%, Canada: 2.3%, Australia: 1.1%), with 15.9% having non-white
background. The sample contained a large spread on education and occupation de-
mographics, where only 1.8% claimed working in the music domain. To some extent,
this study is considered representative for the general population in the UK (but is bi-
ased towards higher musicality due to the voluntary nature of that study). As such, we
can assume a certain disposition and affinity to music from GMSI’s population sample,
compared to ours where the incentives where monetary.

In our study, the observed General Music Sophistication (µ = 69.76) positions our
workers pool at the bottom 28-29% of the general population distribution found in the
GMSI study. We observe a similar effect also with the individual subscales with the
exception of “Emotions”, for which our workers fare a bit higher (bottom 32-38%).

The result indicates that the self-reported music sophistication of crowd workers is
strongly below that of the general population. Most workers had received relatively little
formal training in their lifetime. This finding is important for the rest of the analysis, as it
indicates low formal expertise with music among the crowd workers.

Most workers indicate relatively high perceptual abilities (µ= 33.62, max = 45). Here,
it is interesting that previous studies [6] estimate that less than 1% (or 5 people) per
11,000 possess “Absolute Pitch”. In our sample though, 9 workers indicated having this
characteristic, little more than the 10% of our sample. This could indicate a possible
confusion between quasi-absolute pitch which is related to the familiarity of a person with
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Range Median Mean Standard Deviation(1σ)

Active Engagement 19-45 31 30.91 5.45
Perceptual Abilities 16-45 34 33.62 6.65
Musical Training 7-45 17 18.52 9.61
Singing Abilities 9-41 28 27.41 6.03
Emotions 18-42 33 33.24 4.28

General Music
Sophistication

40-101 69 69.76 14.20

Table 2.2: GMSI Range, Median, Mean and Standard Deviation

an instrument’s tuning and timber [78], or with relative pitch. Relative pitch is trainable
through practice and useful to professional musicians, as they can detect changes in
pitch through the relations of tones (5 out of 9 workers who indicated “Absolute Pitch”
had scored higher than 30 out of 49 in the “Musical Training” category scale, indicating
adequate formal musical training).

Table 2.3 presents the correlations between GMSI subscales. As the scores of each
GMSI subscale follow a normal distribution (Shapiro-Wilk test), we applied Pearson’s R test
to calculate correlation coefficients. We observe that Perceptual Abilities shows positive
correlations with most other subscales (p < 0.05), especially with Music Training (R =
0.442), Emotions (R = 0.380), and Singing Abilities (R = 0.463). This finding suggests that
the listening skill plays the most important role in crowd workers’ music sophistication.
We also find significant correlations between Active Engagement and Emotions (R =
0.401), and between Singing Abilities and Musical Training (R = 0.465). The original GMSI
study has shown that different subscales are strongly correlated (R > 0.486). The difference
we observe could be partly explained by the generally lower musical sophistication scores
of the crowd workers in our pool.

Active
Engagement

Perceptual
Abilities

Musical
Training

Emotions
Singing
Abilities

Active Engagement 1.000
Perceptual Abilities 0.262* 1.000
Musical Training 0.224* 0.442* 1.000
Emotions 0.401* 0.380* 0.178 1.000
Singing Abilities 0.142 0.463* 0.465* 0.125 1.000

Statistical significance (p < 0.05) is marked using an asterisk (*).

Table 2.3: Intercorrelations (Pearson’s R) of subscales of GMSI scores.

Results on Objective Music Perception Skills Mini-PROMS categorizes perception skills
as “Basic” if the total obtained score is lower than 18, “Good” if between 18 and 22.5,
“Excellent” for values between 23 and 27.5, and “Outstanding” for values over 28 [111]. The
original Mini-PROMS study covered a total n = 150 sample of participants, all recruited
from the university of Innsbruck, via email. Most of the participants were students with
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Range Median Mean Standard Deviation(1σ)

Melody 1.5-9 5 4.98 1.59
Tuning 1-7.5 4 4.22 1.62
Accent 0-9.5 5 5.19 1.84
Tempo 1-8 5 5.14 1.59

Mini-PROMS Total 6-30 19.5 19.53 4.98

Table 2.4: Mini-PROMS Range, Median, Mean and Standard Deviation

at least one degree (n = 134), aged 27 on average.

We observed (see Table 2.4) an average of “Good” music perception skills for our
workers (µ= 19.53, avg. accuracy 54.25%). 48 out of 87 (55.17%) produced reasonably
high accuracy in music skill tests (belonging to “Good” and better categories according
to Mini-PROMS results). These figures are lower compared to the results of the original
study [111] (µ= 24.56, 68.2% avg. accuracy), a fact that we account to the greater represen-
tation of non-musician in our workers pool (67.82%), compared to the participants of the
original Mini-PROMS study (where only 38.67% identified as non-musicians). However,
considering the low formal training amongst the surveyed workers, we consider this
result an indication of the existence of useful and somewhat abundant auditory music
perception skills among untrained workers. Especially, in the top 10% of workers, ranked
according to their total Mini-PROMS values, several achieved quite high accuracy, be-
tween 73.6% and 83.3%, which would indicate perception skills between “Excellent” and
“Outstanding” in Mini-PROMS’s scale. In the following section we will analyse in greater
detail the relationship between the measured music sophistication and the perception
skills.

A similar trend towards lower performance compared to the original Mini-PROMS
study can be observed across the other musical aspects: workers correctly identified
melody differences with 49.77% avg. accuracy (original study: 64.3%), tuning differences
with 52.73% avg. accuracy (original: 68%), accent difference with 51.95% avg. accuracy
(original study: 61.5%), and tempo differences with 64.3% avg. accuracy (original study:
81.25%).

The result of the music skill tests is in-line with the result of self-reported music
sophistication from GMSI, suggesting that when compared to the populations covered
by previous studies, crowd workers generally possess less music perception skills. To
deepen the analysis, we calculated the intercorrelation of Mini-PROMS subscales, and
made comparison with the original study [111]. Since the Mini-PROMS scores across
all the subscales follow normal distributions (Shapiro-Wilk tests[35]), we carried out
Pearson’s R tests to get the correlation coefficients and corresponding p-values. We
find statistical significance on all the intercorrelations. Especially, we find that workers’
music skills related to melody are positively correlated with their accent- and tempo-
related skills (R = 0.551 and R = 0.514 respectively), while accent and tempo also shows
a moderate correlation (R = 0.468). In comparison with the original study, we do not
observe large differences in the R values, while we did with the GMSI results. The results
of the intercorrelation analysis suggests that worker melody, accent, and tempo skills
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are related with each other in our population too. This is a positive result, that suggests
1) the applicability of this testing tool also on this population, and 2) the possibility of
developing more compact tests for music perception skills, for workers’ screening or task
assignment purposes.

When focusing on the top 10% of workers, we observed an accuracy on “Melody”
between 75% and 90% , while the top 5% scored higher than 85%. A person with “Absolute
Pitch” would be expected to achieve high accuracy on this test. Only one person in the
top 10% had indicated “Absolute Pitch”, but their accuracy was one of the lowest in the
group (75%). This could indicate that the person is more likely to not possess such a
characteristic. For the subcategory of “Tuning”, the top 10% achieved accuracy between
81.25% and 93.75%, while the top 5% scored higher than 87.5%. On “Accent”, the top
10% reached accuracy between 80% and 95%. Finally, on the subcategory of “Tempo” we
measured accuracy of 87.5% and 100% in the top 10%, while the top 5% achieved perfect
score of 100%.

These results suggest the presence of a substantial fraction of workers possessing
higher music perception skills than expected from their training, although differently
distributed. For example, workers who perceived well changes in “Melody”, didn’t perform
equally well on the other categories. This could indicate that music perception skills do
not necessarily "carry over" from one music feature to the other; other workers will be
good in perceiving changes in tempo, while others on tuning. This encourages the use of
the appropriate set of tests, to identify potentially high performing annotators. Thus, if
we take as example beat tracking annotation tasks, it would be more beneficial to focus
on testing the rhythm-related perception skills, as the other categories have lower chance
to capture the appropriate workers for the task.

Post-task Survey: Equipment and Cognitive Workload The majority of the workers
reported that, during the test, they used headphones (52.87%) (which is very good for
musical tasks), earphones (29.54%) and laptop speakers (16.09%) (which are not optimal).
All workers reported the quality of their equipment as “Fair” or better quality (55.17%
selected “Excellent” and 34.48% “Good”). 96.55% argued that their equipment either
does not have any impairment (72.41%) or that the impairment is not annoying (24.13%).
Finally, the majority of workers (58.62%) reported near silence conditions, while 31.03%
of them reported normal, non-distracting levels of noise. While these conditions are not
comparable to lab setups, we consider them to be sufficiently good to accommodate the
requirements of our study.

In the NASA-TLX questionnaire, 34.48% of crowd workers reported low “Mental De-
mand” and 79.31% low “Physical Demand”. “Temporal Demand” was also reported low
for the 72.41% of the participants. This low self-reported demand, is reflected also to the
majority (55.17%), who reported higher than average “Performance”. Nevertheless, the
majority of crowd workers (70.11%) reported average to very high amounts of “Effort”
while completing the study, which is not reflected on the perceived mental, physical and
temporal demand they experienced. It is also not evident on their “Frustration” levels,
since the majority (54.02%) reported low levels.

Using Pearson’s R, we found the inter-correlations between the different categories of
NASA-TLX. We found high correlation between “Physical Demand” and “Mental Demand”,
but also between “Physical Demand” and “Temporal Demand”. Finally, “Frustration” and
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“Performance” show high correlation between them, which is a reasonable effect.

Identifying factors influencing performance in Mini-PROMS
To better understand factors affecting a participant’s performance in Mini-PROMS

and therefore their perceptual capabilities on Melody, Tempo, Tuning and Accent, we
applied a Multiple Linear Regression, using Ordinary Least Square (OLS) method. We
split our analysis based on total score on Mini-PROMS and the individual categories of
the test, to study how they are influenced by the rest of the study’s categories.

To minimize multi-colinearity between the Independent Variables, we dropped those
that showed high correlation between them in our inter-correlation analysis. Analysing
the inter-correlations between all categories, we found similar results to those per part
of the study (as analysed in previous sections). Therefore, NASA-TLX was the only part
of the study on Prolific, where high inter-correlation was exhibited between the cate-
gories of “Physical Demand” and “Mental Demand”, “Physical Demand” and “Temporal
Demand”, “Frustration” and “Performance”. We proceeded to apply OLS, by dropping
“Physical Demand” and “Frustration” from the NASA-TLX factors, to decrease colinearity.
Correspondingly, for the categorical variables “Occupation” and “Equipment Type”, we
only used the “Part Time”, “Voluntary Work”, “Unemployed” and “Headphones”, “Laptop
Speakers” for each respective variable.

For the total Mini-PROMS score, we found a significant equation (F (19,67) = 2.948, p <
.000, with R2 = 0.455), that shows “Perceptual Abilities” and “Musical Training” from GMSI,
affect significantly the dependent variable (p < 0.05). For each unit increase reported
under the “Perceptual Abilities”, a worker showed an increase of 0.2207 point in the total
score, while in “Musical Training”, it resulted to a 0.2417 increase.

Running the regression for the “Melody” of Mini-PROMS (F (19,67) = 1.898, p = 0.0289,
with R2 = 0.350), we found that their “Occupation” status affected the dependent variable
significantly (p < 0.05). Their “Part Time” employment seemed to negatively influence
their performance in “Melody” test, by -1.2234 points. On the other hand, “Perceptual
Abilities” and “Musical Training” from GMSI also affected significantly their performance
(p < 0.05), increasing it by 0.0827 and 0.0570 points respectively. Their “Singing Abilities”
though, seemed to significantly influence their performance but negatively, where every
reported increase on those abilities, resulted to a decrease of -0.0672 point.

The significant regression equation that was found for the “Tuning” category (F (19,67) =
2.301, p = 0.006, with R2 = 0.395) showed that their “Occupation” status was yet again
affecting their performance significantly (p < 0.05). Those who reported “Unemployed”
showed an increase in their performance by 0.9205. Finally, “Musical Training” appears
to be another significant factor to their performance in this particular audio test. Each
unit increase in the category, resulted in a 0.0709 increase in their performance.

For “Accent”, the regression (F (19,67) = 2.580, p = 0.002, with R2 = 0.422), showed that
the “Temporal Demand” the participants experienced, alongside their “Occupation” and
“Musical Training”, influenced significantly their performance in this test. An increase
in “Temporal Demand” resulted in decrease by -0.0851 point and in “Musical Training”,
an increase by a 0.0701 point. “Part Time” occupation is negatively associated with their
performance here, leading to a decrease of -1.2801 points.

Finally, for the “Tempo” category of Mini-PROMS, we couldn’t find a significant model
by applying OLS.
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AMAZON MECHANICAL TURK

Of the 100 workers recruited from Amazon Mechanical Turk (MTurk), 9 of them failed
at least one attention check question(s); 7 of them provided invalid/none inputs. After
excluding these 16 invalid submissions, we have 84 valid submissions from 84 unique
workers.

Worker Demographics We also conducted the same study on Amazon MTurk, in order
to see if we can observe similar trends as shown in the last section also on a platform
different than Prolific. We gathered 84 crowd workers who provided valid submissions.
As seen in Table 2.5, the age range was between 18 and above 65, while the majority
was between 26-35 (52.38%), a relatively older pool compared to the Prolific’s one. The
majority of them were employed (95.23%), with the 88.75% of them full-time. Most of the
participants hold a degree (86.90%), with Bachelor’s being the most common (60.27%).
Finally, the vast majority of the participants, report the United States of America (89.28%)
as their residence, with the rest being spread between Brazil (3), India (3), United Kingdom
(1), Netherlands (1) and Italy (1).

Apart from education, we see a clear difference between the participants from the two
platforms on the age, occupation and country of residence categories. In this study, most
of the crowd workers from MTurk are older than those on Prolific, employed and residing
in USA.

Variables Statistics

Age (years) Range 18-65+
Majority 26-35 (52.38%)

Occupation Full-time 71
Part-time 9
Unemployed 3
Retired 1

Education Associate degree 6
Bachelor’s degree 44
Doctorate degree 2
High school/HED 11
Master’s degree 10
Professional degree 0
Some college, no diploma 8
Some high school, no diploma 1
Technical/trade/vocational training 2

Table 2.5: MTurk participant demographics

Results on Worker Music Sophistication In Table 2.7, we summarise the results of the
GMSI questionnaire, regarding the workers on MTurk. As described in 2.2.3, we compare
the results on this platform, with the results of the original GMSI study [65].

Comparing our collected data to the original GMSI study, we find that the crowd
workers of MTurk exhibit a strongly lower overall music sophistication, at the bottom
32% of the original study. They also score low in all sub-categories, with Musical Training
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being the only category comparing higher to the 37% of the original study’s population.

Range Median Mean Standard Deviation(1σ)

Active Engagement 12-46 32 30.57 7.92
Perceptual Abilities 18-47 32.5 32.82 5.92
Musical Training 7-43 23 21.80 9.40
Singing Abilities 9-45 32.5 28.29 8.12
Emotions 7-41 30.5 30.34 5.35

General Music
Sophistication

29-113 75 72.19 18.15

Table 2.6: GMSI Range, Median, Mean and Standard Deviation

An extremely high number of participants (40.47%), reported having “Absolute Pitch”,
which is a highly unlikely portion of the sample, as discussed before. Only 9 of them
reported adequate formal musical training, which can indicate a general misconception
on the entailing traits of such a phenomenon. The reports are much higher than those on
Prolific.

With a quick glance at the values on Table 2.6, we see that they indicate skewness on
the distributions of each category. When running the Shapiro-Wilk normality test [35], we
found that all distributions, except that of “Perceptual Abilities”, are non-normal. For that
reason, we used Spearman’s ranked test to calculate the correlation coefficients between
the GMSI sub-categories.

Active
Engagement

Perceptual
Abilities

Musical
Training

Emotions
Singing
Abilities

Active Engagement 1.000
Perceptual Abilities 0.232* 1.000
Musical Training 0.595* 0.263* 1.000
Emotions 0.213 0.471* -0.052 1.000
Singing Abilities 0.637* 0.340* 0.552* 0.223* 1.000

Statistical significance of Spearman’s rank coefficients, are marked as *p < 0.05.

Table 2.7: Intercorrelations (Spearman’s Rank) of subscales of GMSI scores.

We find that “Active Engagement”, “Musical Training” and “Singing Abilities” are
highly correlated with each other. The positive high correlation between these categories,
indicates that crowd workers on MTurk report similarly their aptitude on those GMSI
categories. Notably, although not particularly high, there is certainly a positive correlation
between self-reported “Perceptual Abilities” and the extent of “Emotions” these crowd
workers experience when listening to music (R = 0.471).

Results on Objective Music Perception Skills
Table 2.8 shows the results of MTurk’s crowd workers on Mini-PROMS test. The mean

overall score shows that the average participant in our sample pool, had lower than
“Basic” music perception skills overall (µ= 15.2 42.2% avg. accuracy). This performance is
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much lower than both the original Mini-PROMS work [111] and the results we retrieved
from Prolific. In the Top 10% of the highest performant crowd workers, we see that they
score from 61.1% up to 81.94%, scoring from “Good” to “Outstanding”, based on the
Mini-PROMS scale.

Range Median Mean Standard Deviation(1σ)

Melody 1-8 4.25 4.22 1.56
Tuning 1-7.5 3 3.2 1.33
Accent 0-7.5 4 4.04 1.42
Tempo 1-8 3.5 3.75 1.64

Mini-PROMS 6.5-29.5 14.5 15.2 4.77

Table 2.8: Mini-PROMS Range, Median, Mean and Standard Deviation

Per individual categories, we see that the highest performance that the crowd workers
achieved, didn’t reach the max of the Mini-PROMS scale of every category except “Tempo”.
The avg. accuracy on the “Melody” category, reached 42.2% (original study: 64.3%, Prolific:
49.77%), while on the “Tuning” category, the avg. accuracy was 40% (original study: 68%,
Prolific: 52.73%). The participants from MTurk, were able to detect changes on “Accent”
features with avg. accuracy of 40.4% (original study: 61.5%, Prolific: 51.95%), while they
scored avg. accuracy 46.87% on “Tempo” (original study: 81.25%, Prolific: 64.3%).

Running the Shapiro-Wilk normality test on each Mini-PROMS’ category, we find
that only the “Melody” one is Gaussian. We used once again Spearman’s rank method
to calculate the correlation coefficients per category. We found that “Tempo” is highly
correlated with “Melody”, while “Tuning” is with “Accent”. These results are not in line
with the original PROMS study [48], but we observe relatively strong correlation be-
tween “Tuning”-“Melody” and “Tuning”-“Tempo”, which fall into the PROMS categories
of “Sound perception” and “Sensory” skills respectively.
Post-task Survey: Equipment and Cognitive Workload The majority of the participants
from MTurk used headphones to perform Mini-PROMS (64.28%), while 20.23% used
earphones and 15.46% used the speakers of their laptops. Most participants described the
condition of their equipment as “Excellent” or “Good”, while one reported it as “Fair”. The
majority (66.66%) of the crowd workers, reported any impairment of their equipment as
“Impairceptible”, with 15.47% of them describing it as “Perceptible but not annoying”. The
rest of the workers reported various degrees of annoying impairments. Finally, 65.47% of
the crowd workers performed Mini-PROMS with near silence environmental conditions,
while 19.04% reported extreme levels of noise around them. None of the distributions
passed the Shapiro-Wilk normality test for each equipment-related category. Running
Spearman’s rank method, we found no notable correlation between the categories.

In the NASA-TLX questionnaire, 29.76% of crowd workers reported average “Mental
Demand”, with 10.71% and 15.67% reporting low or very high mental strain respectively.
46.43% reported low “Physical Demand” with 36.9% of the total not feeling rushed while
performing the study. 27.38% reported average “Performance”, with 22.61% describing
their performance as successful. The majority of participants were divided between
reporting high effort (27.38%) or moderate difficulty (27.38%). Finally, 34.52% of the
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crowd workers felt little to no frustration with 20.24% reporting moderate levels.
Using Spearman’s rank, we found that “Frustration” is highly correlated with “Physical

Demand”, “Temporal Demand” and “Performance”. This shows that the more physical
strain and hurried they felt, combined with feelings of failing the task at hand, increased
their frustration with the study.
Identifying factors influencing performance in Mini-PROMS

Following the analysis on the results from Prolific, we applied Multiple Linear Re-
gression on the Mini-PROMS categories, using the Ordinary Least Square (OLS) method.
For the total Mini-PROMS score as the dependent variable (F (18,65) = 4.742, p < .000,
with R2 = 0.567), we found that only the “Perceptual Skills” from GMSI and the “Physical
Demand” category from NASA-TLX, affect significantly the dependent variable (p < 0.05).
For each extra point reported under the “Perceptual Skills”, a worker showed an increase
of 0.2 points in the total score. On the other hand, a single extra point towards “Very
demanding” on the “Physical Demand” category, resulted on a -0.3 decrease of total
performance by the worker.

Running the regression for the “Melody” of Mini-PROMS (F (18,65) = 3.443, p < .000,
with R2 = 0.488), we found that “Physical Demand” category from NASA-TLX affected the
dependent variable the most (p < 0.05). The effect is negative towards the performance
on “Melody”, where each point increase on “Physical Demand” translated to -0.12 point
decrease of performance.

The significant regression equation that was found for the “Tuning” category (F (18,65) =
1.849, p = 0.0376, with R2 = 0.339) showed that the most significant factor was yet again
the “Physical Demand”. The more physically demanding the study was perceived, it
influenced the final score on “Tuning” by -0.09.

For “Accent”, the regression (F (18,65) = 2.130, p = 0.0141, with R2 = 0.371), showed
that the “Type” of audio equipment and its “Impairment” affected the workers’ perfor-
mance the most. The “Laptop Speakers” seemed to influenced positively their perfor-
mance by 1.2193 points, while the less perceptible an “Impairment” was, it was increasing
their performance by 0.448 point.

Finally, for the “Tempo” category of Mini-PROMS, we found a significant regression
equation (F (18,65) = 4.502, p < .000, with R2 = 0.555) that shows that “Physical Demand”
and “Perceptual Abilities” influenced the performance on the category most significantly.
While an increase in “Physical Demand” decreased the performance by -0.10 point, an
increase in the self-reported “Perceptual Abilities” showed an increase of performance on
“Tempo” by 0.08.

IN SEARCH OF MUSICAL SLEEPERS

Having analysed each component of our study and using OLS to understand how individ-
ual factors could have influenced the workers’ performance on the perception skills of
Mini-PROMS, we were still interested to investigate how the highly perceptive workers are
distributed based on quantifiable expertise. Musical training is an element that can be
quantified by questions on credentials, years of education etc, all components that can
be retrieved by the respective category in GMSI. It is an attribute that we experts show
high proficiency and that a platform could potentially easily store and iterate per worker’s
profile.
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In this study, following the original studies of PROMS [48] and Mini-PROMS [111],
we make the comparisons of levels of Musical Training, against the performance on the
categories of Mini-PROMS. Taking a step further, we used as baselines the amount of
“Musical Training” that 50% of the original GMSI’s population exhibited (27) and the
lowest bound of “Excellent” performance (63.98%) on perception skills, as established for
Mini-PROMS. We make use of the terms “Musical Sleepers”, to label those who exhibit
high performance but reported low training and “Sleeping Musicians”, those who reported
extensive training but performed poorly, both terms from [48] and [111].

(Prolific)

(Amazon Mechanical Turk)

Figure 2.4: Musical Training (GMSI) and Performance on Mini-PROMS (acc%).

Figure 2.4 shows a scatter plot per platform, that shows how participants are dis-
tributed based on their performance and “Musical Training”. We witness that on both
platforms, there is a high number of crowd workers who reported low “Musical Training”
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(below 50% of original GMSI study [65]) and had relatively low performance in the Mini-
PROMS tests. This is to be expected, due to the nature of the domain and the niche skills
that are required.

The attention is naturally drawn to the “Musical Sleepers”; a portion of the popula-
tion that can exhibit relatively high music perception skills, but did not have adequate
education. Few people would follow any form of dedicated music studies, making it
even more difficult to find them on a crowdsourcing platform. With low expertise being
the norm, finding crowd workers with high, untrained, auditory skills among them, is a
rare phenomenon that could greatly benefit systems who would make use of such skills.
In the case of Prolific, we witness “Musical Sleepers” in a higher number compared to
Amazon Mechanical Turk. We cannot draw platform-based conclusions though, since
our participant pool was quite small relatively to the actual population of each platform.
The presence of these workers is very encouraging, as it shows that it is possible to de-
ploy advanced music analysis tasks on microtask platforms and and finding high-value
contributors.

In our study, participants from Amazon Mechanical Turk, generally reached lower
performance compared to the ones from Prolific. This is an outcome also evident on the
high number of “Sleeping Musicians” on MTurk, compared to the smaller portion of the
total Prolific participants. These workers reported relatively high musical training, but
performed lower than expected from a person of their expertise.

2.2.4. DISCUSSION
In this study, we extensively measure the musical sophistication and music perception
skills of crowd workers on Prolific and Amazon Mechanical Turk. We show that on both
platforms, the self-reported music sophistication of crowd workers is below that of the
general population and that formally-trained workers are rare. Nevertheless, we found
surprisingly refined and diverse music perception skills amongst the top performers per
platform. These skills though cannot accurately and easily be predicted by questions.

ON MUSIC PERCEPTUAL SKILLS AND PREDICTORS

Workers on both platforms exhibited quite diverse set of music perception skills. Among
the high performant ones, we found evidence that supports the existence of workers with
high accuracy and little to no formal training, namely “Musical Sleepers”, indicating the
prospect of high-quality annotations by non-experts on these platforms. Predicting these
skills though, can prove far from trivial. To promote reproducibility of our results, we
made use of established tools to retrieve domain sophistication [65], perceptual skills
[111], perceived workload [36], equipment condition [77] and ambient noise levels [9].

In an analysis of workers’ reports on other parts of the study, we found per platform,
different factors that significantly correlated to their performance. “Musical Training”, a
type of expertise that could be thought as a strong indicator of a worker’s perceptual skills,
showed low significance on the performance of Amazon Mechanical Turk workers. These
findings, alongside the high number of “Sleeping Musicians” among the participants
from Amazon Mechanical Turk, indicate a notable difference between their reported
knowledge and their quantified perceptual skills. On the other hand though, the self-
reported “Perceptual Abilities” proved a reliable factor of MTurk workers, as they were
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significantly related to their performance on Mini-PROMS. This is in contrast to the
reported “Perceptual Abilities” of Prolific’s workers, which did not significantly correlate
to their performance. Aspects of perceived task workload though, as retrieved from NASA-
TLX, seemed to significantly correlate on categories of the Mini-PROMS test, on both
platforms. Finally, while demographic data appear relevant to aspects of the performance
of workers on Prolific, on MTurk equipment showed to play a more important role on the
“Accent” test of Mini-PROMS.

The “Active Engagement” category of GMSI, which indicates to what extent a person
engages with music as a hobby (frequenting online forums, buying music albums etc),
did not show any significant correlation to the measured music perception skills of the
participants on both platforms. That shows that we cannot reliably use such questions,
to infer the skills of the worker; the time/effort spent listening to or discussing about
music, can be indifferent of the range of their skills. The same applies to the “Emotions”
category, where participants report their emotional response to music. This indicates that
music could still evoke emotions to people, even without them perceiving its structural
elements.

IMPLICATIONS FOR DESIGN

Self-reported Musical Sophistication. The musical sophistication assessments (GMSI)
is a useful tool to evaluate workers’ capability in completing music-related tasks. It is
however a lengthy questionnaire, which could result in extra cost and worse worker
engagement. Reducing the number of question is possible, but with implication in terms
of test reliability. For instance, the subscale of Musical Training is positively correlated
to their actual music perception skills (and the correlation coefficient is higher than the
general GMSI). As music perception skills are of primary relevance when executing music-
related tasks, we suggest that in future task design, requesters could consider using the
subscale of musical training which only contains 7 items. This could be complemented
with novel methods to effectively and precisely predict worker performance to further
facilitate task scheduling and assignment.

Music Perception Skill Assessment. The Mini-PROMS tool appears to be an effective
mean to evaluate worker quality in terms of music skills. Yet, it suffers from the same
overhead issues of GMSI. In this case, we suggest to use PROMS or Mini-PROMS as a
qualification test, possibly featured by crowdsourcing platforms. Workers could use this
test to get the corresponding qualification, to obtain the opportunities to access more
tasks, and earn more rewards.

Music Annotation and Analysis Tasks. The results of this study indicate that knowledge-
and skill-intensive musical tasks could be deployed on microtasks crowdsourcing plat-
forms, with good expectations in terms of availability of skilled workers. However, perfor-
mance on different skills (Melody, Tuning, Accent, and Tempo) appears to be unevenly
distributed. We therefore recommend to analyse the capabilities of the selected crowd
and tailor the design of advanced music annotation and analysis tasks to precise music
perception skills.
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LIMITATIONS AND FUTURE WORK

A main limitation of our study is concerned with the size of the tested population. While
we employed workers from two different platforms, our results cannot be generalised
per platform. A larger participation pool could potentially aid the generalisability of our
findings and lead to more fine-grained insights. Even though our results are based on
a population of crowd workers that have received less formal musical training than the
average population used in similar studies, [65], the use of standardised and validated
tests, lend confidence to the reliability of our findings.

Another potential confounding factor in our study is the motivation for participation.
We attracted crowd workers using monetary rewards, while in other studies people vol-
untarily performed their test (e.g. BBC’s main Science webpage) [65]. Such a difference
could also explain the differences in observed distributions (musical training and percep-
tion skills). However, monetary incentives are a feature of crowdsourcing markets, which
makes them appealing in terms of work capacity and likelihood of speedy completion.
In that respect, our findings are very encouraging, as they show the availability of both
musically educated and/or naturally skilled workers that could take on musically complex
tasks.

As demonstrated in our results, workers who perform well in a certain perception
category (e.g. “Melody”) do not perform equally well in another (e.g. “Tempo”). In future
studies, we encourage the use of perception tests, adjusted and adapted for the specific
music task at hand by using the appropriate categories, to accurately select potentially
highly performing workers.

In our analysis, we currently made use of Ordinary Least Square Regression to identify
factors are associated with the workers’ performance on Mini-PROMS. Although this
method gave us some first insights, further studies are needed to expand our pool of
crowd workers and use other models that can help us find predictors of perceptual skills of
workers accurately. This could assist in designing appropriate task assignment methods,
to increase the efficiency and effectiveness of crowdsourcing systems that make use of
such skills.

In this study, we utilized standardized tools to capture domain-specific characteristics
of the workers of a specific platform. Comparing results from their self-reported "connec-
tion" to the domain, with those from actively testing their skills, can paint a clear picture of
the workers’ demographics on a specific domain. While this work is specific to the music
domain, we believe that similar workflows can be utilized to study the characteristics of
workers on other domains. This holds especially true, as crowdsourcing platforms have
diverse user-bases and direct comparisons cannot safely be drawn to studies with highly
controlled population samples.

2.2.5. CONCLUSION

To summarize, in this section we presented a study exploring the prevalence and dis-
tribution of music perception skills of the general crowd in the open crowdsourcing
marketplace of Prolific and Amazon Mechanical Turk. We measured and compared self-
reported musical sophistication and active music perception skills of crowd workers by
leveraging the established GMSI questionnaire and Mini-PROMS audio-based test respec-
tively. Our analysis shows that self-reported musical sophistication of crowd workers is
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generally below that of the general population and the majority of them have not received
any form of formal training. We observed differences in the two participant pools, on
both their performance and factors which are significantly correlated to it. Nevertheless,
we identified the presence of musical sleepers on both platforms. Moreover, our analysis
shows worker accessibility to adequate equipment. Together, these findings indicate
the possibility of further increasing the adoption of crowdsourcing as a viable means to
perform complex music-related tasks.

2.3. USER ENGAGEMENT WITH CLASSICAL MUSIC ON ONLINE

PLATFORMS
In the general public, the popularity of classical music composers is often approximated
through commercial figures like album releases, record sales, or live performances. How-
ever, commercial factors only provide one piece of the overall picture. The success of
community-driven platforms has profoundly changed how people consume and interact
with music, and, consequently, our understanding of what popularity is. People discuss
their favourite artists, archive knowledge regarding them and share their work through
multimedia platforms. This leads to knowledge creation and propagation that is often
overlooked when preserving classical music. As a first step, in this section, we investigate
how data from these platforms can provide a more comprehensive view on popularity
and engagement regarding the long-tail of classical music composers.

Popularity is a desired achievement for artists, as it promotes their work, facilitates the
interaction with the broader audience, and ultimately affects how people will remember
them in years to come. This holds especially true in classical music, which includes
centuries-long catalog of works created and reinterpreted by a long list of artists. Access
to those works and their artists is essential in preserving parts of historic and cultural
heritage, as classical music has fundamentally influenced western music throughout
history.

Recording labels have pioneered the methods to capture audio performances, preserv-
ing a plethora of classical music pieces of the old or contemporary composers. Inevitably
though, these recordings are skewed towards already established and well studied com-
posers and their works can be found performed by various artists. However, popularity
is not only related to talent, but also former success [57] and “the need of consumers to
consume the same art as others” [1]. When people are exposed to art, share it with others,
or consume media about it, they create what is called “consumption capita” [99]. These
activities have become much easier to perform with the widespread adoption of Web
technologies and the availability of community-driven platforms. People from around the
world with different cultural backgrounds can openly share their knowledge, experiences,
and recordings with others in the ever expanding publicly-accessible knowledge bases
and social media communities.

For this reason we believe that by tapping into user-generated content, we can find
interesting insights on user-engagement and popularity of classical composers online. To
that end, we analyze user-generated data on Wikipedia and YouTube compared to album
releases retrieved from MusicBrainz9, to investigate our research question:

9https://musicbrainz.org/

https://musicbrainz.org/
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• [RQ4] How does the popularity of classical music composers on community-driven
platforms relate to their album release trends?

Our findings can be used to indicate to what extent those platforms potentially hold
content and information about composers who have zero to low number of official album
releases. Results also show that enthusiasts exist in such online communities, who could
be potentially be recruited in music annotation projects. These enthusiasts, through their
online engagement, exhibit signs of musical affinity and self-motivation to preserve and
share classical music information; valuable characteristics for music annotators.

2.3.1. RELATED WORK

Research on the multilingual online encyclopedia Wikipedia10, has shown that it is pos-
sible to predict real-world opinions and popularity through analyzing user interaction
on the platform. For example, Mestyán et al [64] presented a model using Wikipedia’s
user-generated content that accurately predicts movie box office success, while another
study by Wei et al [107] uses user interaction on Wikipedia to predict stock market values.

YouTube11 is a video-sharing, social media platform, which encourages a user-content-
user interaction [106] and hosts a staggering amount of videos across a wide variety of
categories. While research work has mostly focused on network dynamics [96, 73, 95] and
opinion mining [71, 94, 93], there have been studies on popularity on the platform. In
Chatzopoulou et al. is shown that views, number of comments and ratings are highly
correlated with each other, while in [13] it is found that popularity on YouTube follows the
results of studies on how “consumption capital” is increased, as seen in [2] (i.e. “consum-
ing” more content of creators, increases our enjoyment towards them and their art [99]).
Related to our study, the work of Cayari [17] studies how YouTube has fundamentally
affected musical art forms and has essentially changed the way people listen, share and
consume music. This holds especially true for classical music, where with a quick search
on the platform, it is possible to find several results with multiple compilations of classical
music works, live footage of concerts, interpretations of compositions, and educational
material.

Our study is inspired by the work of Bellogin et al [10], the first comparing music
artist popularity from different Web and music services. The sources used in that study
were domain specific services (namely EchoNest12, Last.fm13 and Spotify14), looking into
music consumption trends. The main difference with our work is that we look into user-
engagement regarding music on generic platforms that host music information among
other categories. In our study, we also focus on genre-specific content on those generic
platforms, rather than overall music consumption trends. Related to classical music,
Schedl et al. [91] studied the online engagement of fans of classical music on Twitter15 and
Last.fm16 finding that classical music is under-represented on social media, as classical

10https://en.wikipedia.org/wiki/Wikipedia
11https://www.youtube.com/
12the.echonest.com
13https://www.last.fm/
14https://www.spotify.com/
15https://twitter.com
16https://www.last.fm

https://en.wikipedia.org/wiki/Wikipedia
https://www.youtube.com/
the.echonest.com
https://www.last.fm/
https://www.spotify.com/
https://twitter.com
https://www.last.fm
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music enthusiasts seem averse sharing content on both of the studied platforms. In this
study we argue that we need further analysis on community-driven platforms to be able
to assess the extent those platforms contain domain specific information.

2.3.2. DATA COLLECTION

We started with quantifying user engagement on Wikipedia and YouTube. We defined a list
of classical music composers which we are considering for analysis in different platforms
and selected a reliable source of knowledge about album releases. In this section, we
outline our data collection process. The data retrieval and scripts, as well as the resulting
dataset are available here17.
DBpedia: to select the composers, we retrieved a list of their names from various classical
music periods from DBpedia18 using the Virtuoso SPARQL Query Interface19. We used the
name contained in the URI as an unambiguous representation of a composers’ name, as
there could be multiple entries with the same name, but different people. We queried the
composer names, using the following Yago entities available for classical music periods in
DBpedia:

• WikicatBaroqueComposers
• WikicatClassicalComposers
• WikicatClassical-periodComposers
• WikicatRomanticComposers
• Wikicat18th-centuryClassicalComposer
• Wikicat19th-centuryClassicalComposers
• Wikicat20th-centuryClassicalComposers
• Wikicat21st-centuryClassicalComposers

We finally collected 5928 different composers, distributed as follows: 1126 baroque,
1025 romantic, 725 classical, 96 from eighteenth century, 345 from nineteenth century,
3155 from twentieth century and 1383 from twenty first century. Obviously, a composer
can belong to multiple periods.
Wikipedia: we used Wikipedia APIs20 to retrieve each composer’s page and related infor-
mation. To ensure we retrieve the page related to the composer, we use as query the name
as it appears in the “About” on DBPedia. For instance, to retrieve the page of Alexander
Müller we use Alexander_Müller_(composer). This also holds true for composers having
the same name, like Johann Strauss I and his son Johann Strauss II. We follow the same
procedure for a composer’s full name on MusicBrainz and YouTube. More specifically, we
retrieved: 1) the number of edits a page has received, 2) the number of users who edited
the page, 3) the number of languages the page is translated to, 4) the size of the page (in
KB), and 5) how many sections it contains. We use these data as a proxy to measure how
many people engage on Wikipedia with a composer’s entry. They show us the amount of
users maintaining a page, how much are they committed in keeping the information cor-
rect and updated (number of edits), accessible to many people (languages) and complete
(page length and number of sections).

17https://github.com/ipsamiotis/classical_popularity
18https://wiki.dbpedia.org/
19https://dbpedia.org/sparql
20https://www.mediawiki.org/wiki/API:Main_page

https://github.com/ipsamiotis/classical_popularity
https://wiki.dbpedia.org/
https://dbpedia.org/sparql
https://www.mediawiki.org/wiki/API:Main_page


2

44 2. MODELING AND MEASURING THE MUSICAL AFFINITY OF CROWD ANNOTATORS

MusicBrainz: Musicbrainz is a community-maintained music encyclopedia that collects
metadata about music artists and their released works (albums, recordings and more).
We used their up-to-date and proven reliable information on Album Releases per classical
music composer. We retrieved this using a Python wrapper to its API21 and in our analysis
we refer to them as Album Releases.
YouTube: we gathered videos from YouTube using youtube-dl22 based on the queries:
“composer name” + “music” and “composer name” + “live music”, resulting in
a total of 184,019 video entries. The retrieved videos contained a high amount of non-
relevant entries. We cleaned the dataset by discarding all videos where the composer
name was not present in either the title, in one of the tags or in the description of the
video. This way, we decreased the number of videos relevant to our study to 69,261. Since
users also view videos and react to them by leaving a like, dislike or a comment, we also
retrieved the number of: 1) likes, 2) dislikes, 3) views, 4) comments, 5) unique uploaders
and 6) duration of videos. From these engagement data, we further calculated the average
number of likes, dislikes, views, video duration and comments per composer.

In the final dataset we collected, we find 97% of the composers have a Wikipedia page,
87% of the composers have at least one video on Youtube, while only 70% of them have
albums on MusicBrainz. Also, 63% of composers are in common to all the platforms, with
Wikipedia and YouTube having the biggest overlap (99%), while MuiscBrainz lacks 31% of
composers present in Wikipedia.

2.3.3. RESULTS
We first analyse if the data we use as a proxy for user engagement on Wikipedia and
YouTube is correlated. To that end, we calculated the Spearman correlation [66] of the
popularity ranking of composers each data property was generating. This will give some
insights into how comparable user engagement is between platforms. To investigate if
user-engagement-driven popularity exhibit differences compared to the album releases,
we calculate the similarity between those trends. Using the Jaccard similarity index
[39], we are able to observe differences between the different popularity rankings and
album releases, finding interesting results on both top-to-bottom and bottom-to-top
rankings. The intuition is that by computing the Jaccard index at different level of cut-off
it is possible to see how much each platform agrees on who are the top n (or bottom n)
composers.

CALCULATING POPULARITY PER PLATFORM

We calculate a single popularity ranking per platform based on user activity metrics as
described in Section 2.3.2. These metrics are related to: 1) how much the people engage
with the platform in the context of classical music and 2) what kind of data they create.
Their connection to popularity is based on the fact that people who are interested in
a composer and are active users of those platforms, they will either create data about
them, interact with data others created and/or discuss about them with other users.
All these factors are an “online version” of those described on “consumption capital”,
which indicates the reasons why artists become famous among people, apart from their

21https://python-musicbrainzngs.readthedocs.io/en/v0.7.1/
22https://pypi.org/project/youtube_dl/

https://python-musicbrainzngs.readthedocs.io/en/v0.7.1/
https://pypi.org/project/youtube_dl/
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talent [99]. We first calculate the correlation of those metrics, following the methodology
of [18], to find if the engagement metrics we chose are correlated with each other, to be
later considered part of a platform-wide “popularity ranking”. This popularity ranking,
as discussed before, is being used as a proxy of real popularity of composers on those
platforms.

Wikipedia: we compute the correlation of the the metrics described in Section 2.3.2 using
the Spearman coefficient. As shown in Table 2.9, most of the different metrics exhibit high
correlation (greater than 0.5), with the least correlated being the number of languages
with the page size and number of sections metadata.

Wikipedia

Sections Languages Revisions Users

Pages Size 0.82 0.38 0.72 0.69
Sections 1 0.38 0.63 0.61

Languages 1 0.49 0.67
Revisions 1 0.87

Youtube

Views Likes Dislikes Duration Comments

Videos 0.86 0.85 0.81 0.89 0.05
Views 1 0.98 0.94 0.81 0.07
Likes 1 0.93 0.81 0.07

Dislikes 1 0.76 0.06
Duration 1 0.06

Table 2.9: Spearman correlation the metrics of Wikipedia and Youtube

Youtube: we performed the same analysis on the data gathered from YouTube, finding that
they are all highly correlated - as shown in Table 2.9 - except the number of comments.
This could be explained by limitations on the number of comments which could be
accessed by the APIs, so we excluded them from the final rankings. The others are
consistent with the results reported in [18].

To compare the popularity of composers on Wikipedia, YouTube and album releases,
we needed a single ranking per platform. To achieve this, we ranked the composers based
on each metric per platform. If a composer is not present on a platform, the values of his
or her platform metrics are set to 0 (e.g., for composers not present on MusicBrainz, we
set their album releases number to 0). In this way we obtain list of the same length and
we can compute correlation coefficients. Then, we aggregated the different rankings into
a single one for each platform using the average ranking aggregation method. We then
compared them using the Spearman correlation coefficient.

Wikipedia MuiscBrainz

YouTube 0.42 0.34
Wikipedia 1 0.36

Table 2.10: Spearman correlation between the platform rankings and album releases.
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As Table 2.10 shows, all platforms are positively correlated, with YouTube and Wikpe-
dia exhibiting a stronger correlation to each other’s popularity rankings.

POPULARITY ON PLATFORMS AND ALBUM RELEASES

We then calculate the similarity between the popularity rankings derived from the community-
driven platforms and the rankings obtained by looking at composers’ Album Releases.
Such comparison can inform us on the degree to which online communities engage in
data creation, compared to the official recordings produced by the industry shown in
the Album Releases. We compute similarity at different ranks, which intuitively can be
encoded as "how much different rankings agree" with each other. To that end, we used
the Jaccard similarity index. We observe - in Figure 2.5a - that Wikipedia’s and YouTube’s
popularity rankings are more similar to each other, than compared to the Album Releases.
While this was expected, considering the fact that they are both community-driven plat-
forms (see Table 2.10), this is still notable as both platforms have strong differences in
scope and purpose. Wikipedia’s ranking is closer to those of Album Releases, when com-
pared to YouTube. This results actually is more in line with related work in [64, 107], that
shown user-engagement metrics can predict real-world popularity to a certain extent.

(a) (b)

Figure 2.5: Jaccard similarity at different ranking cut-offs with normal (a) and reverse ranking (b)

We compute the Jaccard similarity also by looking at the bottom of the ranking, that is
by looking at the long-tail of each platform. Following a reverse ordering on popularity
rankings, starting from most "obscure" composers, the uniqueness of YouTube’s ranking
becomes more evident, as we see in Figure 2.5b. The popularity of the long-tail composers
on YouTube is completely dissimilar to the Album Releases, as it stays at 0 until we consider
1000 composers. This dissimilarity means that for composers with 0 released albums,
the users still engage in data creation on YouTube. This is very encouraging for future
works that need to find information regarding classical music composers, as YouTube
contains video artifacts and user-engagement metadata for those composers who don’t
have registries with official album releases. In the same way, Wikipedia, noticeably less
severely, has low similarity with Album Releases as well for the first 1000 composers. This
means that even composers with low-count of official album releases, there are still
Wikipedia entries with stored information, generated in its entirety by the community of
the platform. These findings strengthen our hypothesis that community-driven platforms
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behave similarly to each other and differently to Album Releases, potentially holding
user-generated information for composers with low number of official album releases.

2.3.4. DISCUSSION & CONCLUSION
In this work, we investigated to what extent popularity of classical music composers on
generic community-driven online platforms, follows official album releases as registered
in MusicBrainz. We found that Wikipedia and YouTube although they share similarities
with each other regarding composers’ popularity rankings, they differ on the long-tail of
popularity, based on album releases. We discovered that Wikipedia’s popularity ranking
follows more closely the ranking found in album releases, following results from similar
studies on the platform. This comes in contrast with the popularity rankings as wit-
nessed on YouTube, which don’t follow as closely those of album releases. For example
on YouTube, there are many composers who have no entry for an album release on Mu-
sicBrainz but they still garner a notable number of followers who engage with their work.
This could reflect the more democratized and diverse manner of information creation on
YouTube, compared to the more rule-based and expert-driven one on Wikipedia. Due
to the similarity of rankings between Wikipedia and YouTube, we find that complemen-
tary studies of different platforms could assist to a more holistic overview of published
corpora, especially in classical music. Therefore, community-driven online platforms
show potential in preserving information regarding composers and their works that are
under-represented in the official recorded canon.

Such platforms also show potential as sources of motivated and enthusiastic partici-
pants, who exhibit familiarity with (or even knowledge of) concepts of classical music. In
the future, we encourage to approach potential annotators through such platforms [43],
and understand the relation of their online presence with their perceptive abilities, to
complement their music affinity profiles.
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Simultaneously to conducting research on the musical characteristics and profiles of people
online, we also had to tackle the design and engineering challenges that arise during the
development of hybrid transcription workflows. While information on the music affinity of
annotators can enable better inclusion of humans in the transcription processes, it does
not guarantee their performance on specific types of transcription tasks. In this chapter we
explore different possible tasks that can be vital in hybrid transcription workflows (identi-
fying instruments from audio and spotting errors in transcription), while we also present
our very own design and implementation of a semi-automatic, collaborative transcription
system. The outcomes of these designs and implementations show once again the versa-
tility of non-experts in music transcription tasks, while also underlining the needs and
requirements of semi-experts in developing human-assisted music transcription systems.

This chapter is based on excerpts published in deliverables during the European H2020
project Towards Richer Online Music Public-domain Archives, and the following pub-
lications: “Scriptoria: A Crowd-powered Music Transcription System” [82], “Microtask
Crowdsourcing for Music Score Transcriptions: An Experiment with Error Detection” [88]
and “Crowd’s Performance on Temporal Activity Detection of Musical Instruments in Poly-
phonic Music” [84]
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3.1. DESIGN, DEPLOYMENT AND EVALUATION OF SCRIPTORIA
Inspired by recent works in microtask crowdsourcing [88, 12] and nichesourcing [69], we
conducted requirement analysis with experts and designed Scriptoria, a crowd-powered
music transcription system. The system consists of multiple modules which process
incoming PDF files of scanned scores, process them and segment them into smaller
parts. Each segment is then annotated through a crowdsourcing pipeline of incremental
transcription (i.e., step-by-step conversion of those image segments to machine-readable
format). The results are then aggregated and published in an online repository.

We evaluated our system with Focus Group Discussions with members of Dutch youth
orchestras in two iterations. Between these iterations, we made improvements to our
system based on the feedback we received. In this paper, we finally present some of the
most valuable insights gathered through our discussions with the participants.

Our work has parallels to studies such as [14], the Allegro system, and [20], which
focused on user input and task design. However, both studies focus on single-user
transcription, while our workflows allow many contributors to participate in parallel
and on separate segments, to enable better scalability [83]. It is worth mentioning that
contemporary pilot studies on performance annotation (e.g. the CosmoNote system
[24]) have shown encouraging results on utilizing expert and semi-expert annotators in
web-based music annotation systems. Nevertheless, the modalities of their inclusion in
human-in-the-loop workflows and task design approaches for transcribing scanned score
sheets into machine-readable formats remains an open question that we tackle in this
study.

We present Scriptoria in two parts: (a) the back-end architecture of the transcription
pipeline and processing modules; and (b) the task interfaces that users interact with.
Both the back-end and front-end of this crowdsourcing system are hosted on the Dutch
national e-infrastructure with the support of SURF Cooperative. Their source code is
published on GitHub12.

3.1.1. SYSTEM ARCHITECTURE

Our back-end accommodates a crowd-assisted OMR pipeline. It processes PDF input
data (image processing and segmentation), generates crowdsourcing tasks for the non-
automated parts, and finally aggregates results to build an MEI version of the original
orchestral music score (see Figure 3.1).

The human computation aspects of Scriptoria’s backend follow research and findings
presented in previous chapters, breaking down the problem of OMR into steps and
tasks that can be performed by people on specific stages of the OMR process. The
crowdsourcing tasks of Scriptoria have specific inputs (segments of the given score)
and outputs (annotations), designed to be performed easily and efficiently by the users.
These crowdsourcing tasks co-exist with automated methods such as measure detection,
image segmentation and XML-tree aggregation, creating a hybrid system where human-
machine collaboration achieves the shared goal of generating MEI orchestral pieces from
PDF input.

1https://github.com/cakefm/crowd_task_manager
2https://github.com/cakefm/scriptoria

https://github.com/cakefm/crowd_task_manager
https://github.com/cakefm/scriptoria
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Score Receiver OMR Main Logic

Crowdsourcing
Task Scheduler

Crowdsourcing
Task Distributor

Crowd
Judgements
Aggregator

Score Assembler

Score Publisher

Measure Detector Score Segmenter

Task Interfaces
PDF Score

MEI Score

Figure 3.1: Schema of Crowd Task Manager’s modules.

Core system requirements for our prototype were to: (1) design the system in a
modular and distributed fashion and (2) store in the system all the data resulted from
processes throughout each of the steps of our music transcription pipeline, to make
them easily accessible by all the system’s modules. We set the first requirement to enable
scalability and support easier maintainability. Each of the modules in the prototype
represents a step on the transcription pipeline and serves a specific functionality. This
helps to easily replace parts of the pipeline with more sophisticated ones, without breaking
the overall operability of the system. We implemented a central module which holds the
logic steps of the transcription pipeline which sends messages that dictate which of the
modules should be activated and when. Each module inside the pipeline, imports data
from our local database and stores data to it to make them available to the other modules.

When a PDF score is sent to the back-end, first rasterisation is performed followed
by some standard image pre-processing. First, the contrast of the page is maximized,
after which the page is binarized. Following this, any rotations in the page that might
have occurred due to scanning of the original score are rectified. Following these steps,
a top-down approach is followed in analyzing the page structure. First, systems will
be separated, which are subsequently segmented into vertical blocks, which are then
segmented into measures. As the extraction process may not be 100% accurate, this
procedure requires a human (expert) post-check before proceeding. Each segment is
stored in a MongoDB database, alongside their identifiers and they become available to
the front-end through an API.

Consulting an expert from the Royal Concertgebouw Orchestra3 (RCO) of Amsterdam,
we identified the most important elements of an orchestral music score, alongside the
minimum-viable-product requirements for a final transcribed score. The music notations
we focus in our transcription pipeline where: (a) clefs, (b) time signatures, (c) key signa-
tures, (d) rhythmic information of notes, (e) pitch information of notes. We then broke
down the transcription pipeline into consecutive tasks that can be conveyed in a micro-

3https://www.concertgebouworkest.nl/en

https://www.concertgebouworkest.nl/en
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task crowdsourcing fashion, focusing on those individual important music elements. The
tasks we designed were:

• Clef recognition: indicate whether one or multiple clefs are visible in a segment,
and if so, which;

• Time signature recognition: indicate whether a time signature indication is visible
in a segment, and if so, which;

• Key recognition: indicate whether a key signature indication is visible in a segment,
and if so, which;

• Rhythm transcription: transcribe the rhythm of the musical content in a segment;
• Pitch transcription: transcribe the pitches of the musical content in a segment.

As contributors work on the tasks, in the back-end, a score is built up in the open
Music Encoding Initiative (MEI) format, and each contribution is stored as a commit
on GitHub. To allow for coherent completion, we implemented a revised scheduling
algorithm for Scriptoria’s backend, which follows a hierarchy of importance for MEI
elements. For each measure, the clef, key and time elements are essential, as they could
alter all subsequent music elements (notes/rests) that depend on them. That way, even
in the case that a campaign would not fully manage to conclude, Scriptoria’s processes
will still result to an output that is semantically coherent and comprehensive, rather than
having contributions at random parts of a large score.

Scriptoria allows the crowdsourcing tasks to co-exist with automated methods (mea-
sure detection, image segmentation, task scheduling and XML-tree aggregation), creating
a hybrid system where human-machine collaboration achieves the shared goal of gener-
ating MEI orchestral pieces from PDF input.

3.1.2. TASK DESIGN AND INTERFACES
A dedicated front-end server was developed, to allow dynamic rendering of UI elements
and dynamic route matching for the different types of tasks. This is based on a NodeJS
server which hosts all the necessary components such as interfaces, UI elements and
dedicated task type components, while handling communications with the back-end
through Axios. The front-end can access each score segment through the back-end’s API
and renders their images dynamically on the browser. The user input is translated to MEI
headers and communicated back to the back-end.

Our target contributors were semi-experts (youth/student members of classical or-
chestras), so we factored their expertise during the task design process. As described in
Section 3.1.1, we designed a separate task type for each of the five music notations. The
detection tasks for clef, time signature and key signature, presented the user with the
original segment of the score (an image of a given measure) and they had to indicate the
existence of the given music notation, while identifying its characteristics (e.g. if a clef
exists, select its type). For the rhythm and pitch detection tasks, the user was presented
with the image of the original segment to the left, so they can immediately compare their
choices on the rendered MEI snippet to the right (see Figure 3.2).

Due to our contributors’ expertise, a certain high level of input was expected. Their
expertise, combined with majority voting aggregation and tree aligning algorithms, would
ensure high quality of output, therefore rendering possible verification tasks inessential.
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3.1.3. ITERATIVE DESIGN AND EVALUATION
We conducted focus group discussions with semi-experts and young professional mem-
bers of multiple classical youth orchestras to evaluate our workflow and task designs. Dur-
ing the discussions, we investigated current methods they employ to transcribe orchestral
music scores, but also encouraged them to explore the requirements and workflows of a
future, more feature-rich version.

Interviews with experts played a crucial role to the design of our transcription system.
The initial design of our prototype was based on feedback and requirements received by
a professional expert in the RCO and from the youth orchestra Krashna Musika4. For the
focus group discussions, we reached out to several youth orchestras in Netherlands, who
were enthusiastic to participate. Following an iterative design methodology, we split the
participants into two large groups; the feedback received from the first group was used to
update the designs in our transcription system and the second group was presented with
the final version.

All study sessions consider the first pages of Ludwig van Beethoven’s Sextet in E-flat
major, op. 71, where for the scanned score we used a PDF from the IMSLP5. The amount
of transcription work was adjusted, based on the number of participants in each session.

RECRUITMENT

Due to the COVID-19 crisis, all studies were conducted through online videoconferencing.
For both rounds of studies, a similar protocol was followed. First study was conducted in
5 sessions, with 30 participants in total. The second study took place 4 months later and it
was conducted in 4 sessions, with 33 participants in total. The participants of both studies
were members of Dutch youth orchestras, namely: Collegium Musicum6, Quadrivium7,
NJO8, Sweelinck9, Nijmeegs Studentenorkest CMC10, Amsterdams Studenten Orkest11, S.
M. G. ’Sempre Crescendo’12 and Almeers Youth Symphony Orchestra13.

FOCUS GROUP STRUCTURE

Our study’s goals were to gain insights on how and to what extent student orchestras
use digital scores in their rehearsals and performances, but also the extent of their fa-
miliarity with digital tools for music transcription. To that end, we selected the Focus
Group Discussions (FGD) methodology to collect qualitative data on the topics of our
discussions, which would later help us understand how to better conduct online tran-
scription campaigns. During the workshops, there were always two researchers present.
One acted as the facilitator of the discussions and was aware of challenges that student
orchestras might face, empathising better with the participants, while the second acted as
the notetaker. Both co-curated the discussions and the FGD were conducted in English.

4https://www.krashna.nl/en/
5https://imslp.org/wiki/Sextet_in_E-flat_major%2C_Op.71_(Beethoven%2C_Ludwig_van)
6https://www.collegiummusicum.nl/en/
7https://www.esmgquadrivium.nl
8https://www.njo.nl/english/orchestra/orchestra
9https://www.sweelinckorkest.nl
10https://www.nijmeegsstudentenorkest.nl
11http://www.amsterdamsstudentenorkest.nl/en/
12https://www.smgsemprecrescendo.nl
13https://www.stichtingajso.nl/english/ajso/

https://www.krashna.nl/en/
https://imslp.org/wiki/Sextet_in_E-flat_major%2C_Op.71_(Beethoven%2C_Ludwig_van)
https://www.collegiummusicum.nl/en/
https://www.esmgquadrivium.nl
https://www.njo.nl/english/orchestra/orchestra
https://www.sweelinckorkest.nl
https://www.nijmeegsstudentenorkest.nl
http://www.amsterdamsstudentenorkest.nl/en/
https://www.smgsemprecrescendo.nl
https://www.stichtingajso.nl/english/ajso/
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Due to the diverse technical background of our participants in both parts of our study,
we curated the discussion points in such a way to find how familiar they were with digital
means to access and edit their selected music scores. This helped us to adjust the depth
to which we discussed the technical aspects of our work.

Before the start of each workshop, we handed each participant a consent form, where
they were informed about the discussion notes we would log and the option to record
our session. We made explicit that any data will be treated confidentially and that if any
participant would not feel comfortable to record the session, we would not do so. They
were also free to withdraw their participation at any point, and they could choose to
participate with their video camera on or off.

During the FGD, we demonstrated to the participants online interfaces, with which
they were encouraged to interact and voice their opinions and discuss points to improve
on their design. To quantitatively measure the users’ perceived satisfaction, we distributed
the Post-Study System Usability Questionnaire (PSSUQ) to all the participants. Answers
to all the forms alongside all of the discussion notes, were treated anonymously without
any identifying features.

Even though the study was not conducted in person, we believe that its effectiveness
was not hindered. Participants were already familiar with online video calls at the time of
the study and we were able to conduct several workshops per day with participants who
would otherwise be more difficult to gather together in a physical meeting point. Finally,
the systems and mockups used were all available online, making them easily accessible
by all the participants through their device of choice.

Predefined discussion points For the purpose of our evaluation study, we conducted all
workshops using the same outline of discussion points. As mentioned before, we adjusted
the extent of technical details discussed, based on the background of the participants per
workshop. The list below represents the main discussion points used as a guide during
the workshops.

To assess the familiarity of the participants with digital music scores and discuss their
use of them alongside digital transcription tools, we used the following questions:

• How familiar are you with semantically rich music scores?
• Do you use this kind of digital scores personally?

If yes: When (e.g. during practice) and/or how (e.g. tablet)?
If no: Why and what would make them more appealing?

• Do you use digital scores as an orchestra?
If yes: How do you incorporate them?
If no: Have you thought about using them? What are the reasons you haven’t

so far?
• How could/(or already do) you benefit from using digital scores?

Since Sciptoria system is focused on providing high-quality digital transcriptions of
music scores, we wanted to find how familiar were the participants with Optical Music
Recognition (OMR) workflows and tools. We discussed with them the following points, in
order to showcase why it is a hard problem and what is the state-of-the-art.

• How we want to incorporate the crowd into OMR processes;
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• Current state and limits of research.

We followed our discussions on OMR, with how the TROMPA project is working to
improve OMR workflows by incorporating human-in-the-loop solutions. We discussed
the transcription and improvement campaigns that we are planning and how they are
organised. Finally, we explored the concept of crowdsourcing and how it can be applied
on music score transcription workflows.

By the end of the FGD, we followed our usability tests on the provided mockups with
discussions about the task mockups (opinions, ideas on how we can improve it etc). After
this, participants had a better sense of what could happen within a campaign, and we
continued to discuss motivational considerations to take into account, when seeking to
run such campaigns as part of the practice of the participants:

• How such a campaign could benefit their orchestras;
• How could they see themselves motivated to participate in such a campaign;
• What about campaigns from other orchestras;
• How could the general public (non-experts) help such campaigns;
• Types of tasks they believe they could successfully do.
• What could be a satisfying final product coming from such a campaign?
• What music score elements could be tolerated to be missing?
• In case of less than 100% coverage, what extent of transcription coverage would be

satisfying enough?

Usability tests As explained before in this chapter, we followed different usability tests
on the workshop with Krashna Musika, which focused on testing the Campaign Manager
and an existing transcription campaign; while during our workshops with other student
orchestras and young professionals, we conducted usability tests on different Task designs.
In all workshops, we measured the users’ perceived satisfaction while using the provided
interfaces, using the Post-Study System Usability Questionnaire (PSSUQ), distributed to all
the participants. More specifically, the questionnaire contained the following statements:

1. Overall, I am satisfied with how easy it is to use this system.
2. I was able to complete the tasks and scenarios quickly using this system.
3. I felt comfortable using this system.
4. It was easy to learn to use this system.
5. The system gave error messages that clearly told me how to fix problems.
6. Whenever I made a mistake using the system, I could recover easily and quickly.
7. The information (such as online help, on-screen messages, and other documenta-

tion) provided with this system was clear.
8. It was easy to find the information I needed.
9. The information was effective in helping me complete the tasks and scenarios.

10. The organisation of information on the system screens was clear.
11. The interface of this system was pleasant.
12. I liked using the interface of this system.
13. This system has all the functions and capabilities I expect it to have.
14. Overall, I am satisfied with this system.
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Recruitment prospects Finally, we ended all the workshops by showcasing our plans for
the TROMPA transcription campaigns and sought to motivate and encourage participants
to also consider participating in future campaigns and user studies, and help us with
recruiting further participants from their own circles, as soon as new studies will be
conducted. Furthermore, as a token of gratitude for their time (with a workshop lasting
2h30 on average), participants were offered the choice between a membership to Entrée
–the RCO’s youth audience association– or an RCO CD.

3.1.4. RESULTS AND IMPROVEMENTS

FIRST STUDY

As expected, the musical background survey indicated that many of the players had
extensive musical instrument training, representing a considerable diversity of instrument
experience. While this could indicate different expertise on specific music notations (such
as types of clefs), nevertheless, the UI and transcription tasks of those notations were
designed to be primarily based on visual recognition of similar artifacts.

In all sessions, participants managed to fully complete all tasks. We found that the
rhythm and pitch transcription tasks are much more time-consuming compared to the
clef, key signature, and time signature tasks. The qualitative feedback by the participants
indicated that the UI design of these tasks could still be further improved.

For the time signature detection task, participants suggested to include buttons for
commonly occurring time signatures to further minimize the need for textual input. They
also indicated that the key signature detection task was confusing for some, due to the
high complexity of the annotation (key signatures can occur in multiple places, even in a
small segments).

For the rhythm transcription, the UI was found cumbersome and it was suggested to
expand to more buttons with common preset choices. Furthermore, the absence of note
beams when transcribing, made the visual comparison between the reference and the
entered input more difficult.

Regarding the pitch transcription, participants indicated that the task involved elabo-
rate user input and that it would be useful to include shortcuts for common actions and
input dragging. Furthermore, at the moment of these studies, the way the default pitch
of the rhythm notes was registered during the previous task, was deemed insufficient to
clearly visualise the notes in this task.

Execution time is estimated based on commit logs of the Git repository. Through the
user evaluation we identified issues with this method for two main reasons: there may be
time lag between subsequent commits due to the input volume processed by our system;
results that did not alter the MEI snippet, where not committed (e.g. indicating no clef in
given segment).

Finally, general feedback focused on the inconsistency of the ‘submit’ button’s look
and feel across tasks. Also, task instructions were found either unclear or too ‘wordy’.
These usability issues were also apparent in the PSSUQ survey results.

IMPLEMENTED IMPROVEMENTS

As noted in the previous section, there were some issues with the initial GUI designs that
impacted user efficiency and the overall user experience. To rectify this, we implemented
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multiple changes.
For time detection, we added preset buttons with frequently occurring time signatures.

For key signature detection, contributors can select the type of key signature, and click
a button to increment the count, which will show a preview of the key signature. For
rhythm transcription, a full redesign of the GUI was performed, replacing the slider
with expanded preset buttons (see Figure 3.2). In addition, note navigation/deletion has
been replaced by a single undo button. Finally, beam support has been added. For pitch
transcription, octave adjustment buttons have been added, and notes get initialized in
the middle of a staff, depending on the preceding clef. Furthermore, for note navigation,
keyboard shortcuts were now implemented.

In terms of general improvements, the ‘submit’ button was standardized in terms
of look, feel and location across tasks. Furthermore, the help text was replaced by a
help button, launching a floating window, that shows an animation of how the task is
supposed to be performed, along with a description. Finally, Verovio, the used score
online editor, was no longer loaded for tasks that do not use any MEI preview, which
improved loading times for the time, key signature and rhythm transcription tasks. During
any interface loading, a loading progress indicator was also included. In the back-end, we
also improved system logging, so more refined timing information could be included in
our analyses (e.g. registering MEI snippet submissions with no alterations).

SECOND STUDY

Following the results of the first study, the musical expertise of the participants was
equally high and diverse in terms of instrument of choice. Following our improvements
based on collected feedback, the participants in all sessions of the second study were
very enthusiastic about our system. We identified major improvements in the amount of
time spent per task, while also the both the feedback from discussions and the PSSUQ
questions was positive.

Our improvements in the UI of rhythm transcription and pitch transcription tasks
seemed to also assist better the users, to complete successfully their tasks.

3.1.5. INSIGHTS FOR FUTURE VERSIONS
From our discussions with the RCO experts and the members of youth orchestras, we
received invaluable insights on the traditional transcription methods employed by pro-
fessionals in classical orchestral music. We first-hand witnessed challenges, such as:
messy handwritten annotations that obscure the printed music notations, imperfectly
scanned pages and damaged scores. Although such challenges exist in all types of printed
music scores, the length and complexity of orchestral pieces amplifies them, resulting
in automatic transcription methods to frequently fail. Professionals and amateurs alike,
still lean on manually transcribing scores from the ground up, using dedicated software,
online solutions or even in cases, pen and paper.

Participants in our Focus Groups, discussed extensively their transcription habits. The
majority of the youth orchestras relied on one or two people who transcribed the score for
all the rest. Our microtask approach was happily welcomed and the participants indicated
that a collaborative, task-based workflow could potentially improve productivity and the
social bonding of a group.
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(a) Clef transcription (b) Time signature transcription

(c) Key signature
transcription

(d) Rhythm transcription

(e) Pitch transcription

Figure 3.2: Improved designs for the transcription tasks.

Our discussions with the participants brought another valuable insight on the annota-
tion needs of orchestras: almost unanimously the participants pointed towards sharing
performance annotations between orchestras. When performing music pieces, each
orchestra adds their own interpretation that can often be quite unique and separate from
others. The potential of digitizing and sharing those performance annotations on top of
the other music notations and sharing them between users of the transcription platform,
was deemed to be a key future to its success.
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3.2. ERROR DETECTION ON MUSIC SCORES
This section contributes towards a better understanding of how music transcription
could be supported, and potentially scaled up, through microtask crowdsourcing. A
transcription system such as the one described in Section 3.1, can still be prone to errors
introduced either by an automated process or by human error. To that end, we focus
on a simple yet fundamental problem: the identification of differences (errors) between
two music scores segments. Spotting errors is, in itself, a very useful operation in music
transcription workflows, as it could be of assistance for experts transcribing a score, with
the creation of labeled data to train automated OMR systems, or with the identification
of errors made by such a system. Workers operating in online microtask crowdsourcing
platforms are already accustomed to such type of tasks, but the understanding of music
scores is not a common skill.

The main research question addressed in this work is:

• [RQ5] To what extent can workers from microtask crowdsourcing platforms detect
errors in transcribed music scores?

To answer the question, we setup an experiment where two microtask design factors
were adjusted respectively, the score transcription’s modality (spotting errors on visual
vs. audio), and the size (in terms of measures) to be analysed. We recruited 144 workers
from Mechanical Turk, asked them to check 144 segments for several types of errors,
and measured their performance in terms of completion time, accuracy, and sustained
cognitive load.

Results show that crowd workers were able to achieve maximum precision of 94%
and accuracy of 85% using an interface that combines visual and audio modalities, thus
showing that microtask crowdsourcing is useful for error detection, and that workers
benefit from the audio extract of the transcribed score, both alone and as a support for
the visual comparison.

3.2.1. RELATED WORK
The topic of microtask crowdsourcing for music transcription is scarcely addressed in
literature, with many relevant research questions left unanswered. In Burghardt et al. [14]
the Allegro system was developed, a tool to allow the transcription of entire scores by
a (single) human worker. However, Allegro has only been tested on a limited number
of users, and it was not deployed on an online microtask crowdsourcing platform. The
same limitation holds for the work in [20], one of the first attempts to design a human-
in-the-loop approach for OMR, studying how task design and their recognition engine
can be optimally combined with human input. This study focused on analysing segments
which are one measure long, which is the smallest unit of analysis in our study as well.
We expand this, by studying also how the size of the segment shown to the crowd affect its
performance.

An important work to mention is OpenScore [30], up to now the largest scale project to
incorporate humans in music score transcription. In terms of user participation though, it
was mainly carried out by seven community members with extensive musical background.
Moreover they report different issues related to the management of data (done manually
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by the administrators of the platform) and user engagement (without any control they
would focus on their preferred music score) admitting in the end that in their project
“OMR (involving humans) is not currently a scalable solution”.

So far, there is not any literature that has targeted unknown crowds with varying skills
for music transcription tasks, thus research questions on [80] about what type of tasks
users can perform and how to evaluate them still remain open. In this work we address
this research gap by looking into similar crowdsourcing works in other domains. More
specifically, in [69] it was found that for knowledge-intensive tasks involving artworks, a
crowd with varying and unknown domain-specific knowledge found on online platforms
can produce useful annotations when aided by good task design.

Research has shown that UI design is an important part of a microtask design [25].
Research so far has experimented with various designs such as showing spectogram
visualisations for audio annotation [16] or the use of chat-bots to assist common types
of microtasks [62], all of which have yielded positive results on the performance of the
crowdworkers. Inspired by this we make the design of the work interface a central point
of our study.

3.2.2. EXPERIMENTAL DESIGN
The main focus of this work is to study to what extent a general crowd can identify errors
in a music score transcription. We therefore designed an experiment aimed at testing the
ability of crowd workers to spot errors using interfaces having a combination of visual
and audio components.

TASK DESIGN

Our aim is to study how different task design factors can influence the crowdworkers
performance, focusing on two aspects:

1. The modality (visual versus audio) used to spot errors: as music scores are complex
artifacts, and music is primarily an auditory experience. Therefore, we investigate
how the score comparison modality affect the error detection performance in
workers that are potentially not familiar with musical notation. Intuitively, we want
to investigate if “hearing” errors is easier that “seeing” errors.

2. The score size offered to crowdworkers for annotation. The goal is to assess how the
size (in terms of measures) of the score offered to worker affects their performance.

To develop a better understanding on the characteristics of the crowd, we open the
tasks with questions about their demographic information (occupational status, level of
education and age) and their music sophistication. For the latter, we compiled a list of 6
questions from The Goldsmiths Musical Sophistication Index (Gold-MSI) [65].

Crowd workers’ performance with error identification is measured using accuracy,
precision and recall and time to execute a microtask. In addition, we measure user
confidence with their judgements with a seven-value Likert scale.

Finally, we measure the sustained cognitive load when executing the microtask, mea-
sured through the NASA Task Load Index (TLX)14, which ranges from 0 to 100 (higher the
TLX is, the heavier cognitive load the worker perceives).

14https://humansystems.arc.nasa.gov/groups/TLX/

https://humansystems.arc.nasa.gov/groups/TLX/
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EVALUATION DATASET

Selecting a suitable music score was our first step preparing our experiments. We use
a single classical music score to avoid introducing additional variable in workers’ per-
formance. Specifically we use the Urtext of “32 Variations in C minor" by Ludwig van
Beethoven. It is a piano piece and the music artifacts are all printed typeset forms. This is
a slightly easier use case than hand-written scores. The score was retrieved from IMSLP
as a PDF15.

As a Gold standard transcription of that PDF we used an MEI16 file that had been
transcribed by an expert. This file was accepted as error free, and it allowed us introduce
errors in a controlled way for our experiments.

We segmented the music score in varying sizes to investigate how workers cope with
shorter or longer tasks. We distinguish 1) one measure segments, 2) segments of two
measures and 3) segments of three measures. Both of the two digital versions of the score,
the PDF file of the original score and the transcribed MEI file, were segmented using the
aforementioned segment sizes. The segmentation of the PDF was performed manually,
while for the MEI we used the appropriate identifiers of each measure that was included
in the corresponding image segment, to isolate the correct headers in the MEI. Since it’s a
piano score, each measure contains two staves.

We then introduced errors in the MEI segments derived from common errors that
can occur in automatic OMR systems. The type of errors could impact the crowdworkers’
ability to spot them and correctly identify them as errors. Some of them can be challenging
to notice even to experts of the field. Therefore, we study different types of errors, all
focusing on the music notes themselves and their accidentals. Errors on performance
annotations, clefs, finger numbers etc, are out of scope in this study. We introduced the
following types of error per MEI segment: 1) Missing notes; 2) Wrong vertical position of a
note; 3) Wrong duration of a note; 4) Wrong accidental.

Each segment that was shown to the user contained only one type of error. The
amount of errors per segment was kept constant at 40% of the notes present in the
segment. Thus, if a crowdworker is presented with two measures with notes missing, then
notes are missing on both measures at a 40% rate of the total notes on both measures
combined. No more types of error are present in the segment.

To make the performance comparisons meaningful, we ensured that our dataset is
balanced across all error types. In total we used 144 segments derived from the entirety of
the selected piano score, with 48 segments per size category, from which 24 were equally
distributed to each type of error, while the remaining 24 were kept correct.

USER INTERFACE DESIGN

To test the modalities’ effects separately and accurately, we designed three different
interfaces: one that would have image-to-image comparison to test the traditional form
of the task, one with only audio-to-audio comparison, and one with both audio and
image comparison. The interfaces are designed to include the following data. 1) Original
Score: the segment’s image from the scanned score. 2) Correct MEI Render: a render
of the transcribed version of the Original Score’s segment; 3) Incorrect MEI Render: a

15https://imslp.org/wiki/32_Variations_in_C_minor%2C_WoO_80_(Beethoven%2C_Ludwig_van)
16https://music-encoding.org/

https://imslp.org/wiki/32_Variations_in_C_minor%2C_WoO_80_(Beethoven%2C_Ludwig_van)
https://music-encoding.org/
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(a)

(b)

(c)

Figure 3.3: Microtask User Interfaces: (a) Visual, (b) Audio and (c) Combination

render of the MEI transcription containing errors. 4) Correct MIDI: the MIDI extract of
the correct version of MEI Transcript’s segment. 5) Incorrect MIDI: the MIDI extract of
MEI Transcript’s segment containing errors.

We refrained from using audio from a recorded performance against a MIDI extract
containing errors to avoid confusing the crowd on what constitutes as “different” or
an “error” in the audio comparison task. A recorded performance would introduce
performance-related artifacts to the audio, which do not exist in a MIDI extract, thus
increasing the chance of false negatives in identifying an audio snippet as "incorrect".
Finally, for the combined comparison, we used the same elements as with the individual
comparisons. For the renders of the MEI transcripts and MIDI extracts we used Verovio17

on our interfaces.
From a design perspective, the interfaces needed to be simple and closely resembling

17https://www.verovio.org/index.xhtml

https://www.verovio.org/index.xhtml
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each other to minimize their effect on the workers’ judgements. They should also be able
to facilitate the different segment sizes without changing the layout. Eventually, we also
wanted to accommodate error detection in the same manner for both image and audio
comparisons, to avoid differences on the annotation tools being another factor to the
crowd’s performance. Therefore, we designed the error detection task to ask from the
users to annotate a given MEI transcript or MIDI extract as “Incorrect” if it exhibit errors
and as "Correct" if they did not.

In all interfaces, the segments to the left are associated to the original scanned score
and the correct MEI transcription of it, while to the right we always place the segments
that need to be annotated. The MEI render or the MIDI extract to the right can be
either “Correct” or “Incorrect” and we calculate the performance of the workers based on
identifying this correctly. In addition to the two buttons for the labels, we included a slider
to indicate the worker’s confidence in their label. Later in the analysis of the results, we
used this indicator to study how each interface and segment size affected the confidence
of the workers’ to their judgements. These design considerations resulted in the following
three interface designs:

• Original Score against Correct / Incorrect MEI Render (Visual): This user interface,
depicted in Figure 3.3(a), shows the segment of the original scanned score to the
left, with the corresponding MEI render to the right. The user needs to compare the
two images and spot differences related to the types of errors.

• Correct MIDI against Correct/Incorrect MIDI (Audio): In this interface, as shown
in Figure 3.3(b), we let the user listen to the correct MIDI extract on the left and the
one generated from the MEI transcription to the right.

• Original Score and Correct MIDI against Correct / Incorrect MEI and Correct / In-
correct MIDI (Combination): This final user interface, as shown in Figure 3.3(c),
combines elements of the previous two. The user here has the option to either use
the visual comparison, the audio comparison or both to realise if there are errors to
the segment to the right. The MEI render and MIDI extraction to the right always
originate from the same MEI transcription, therefore both will be correct or both
will contain errors.

Each combination of interface with a segment size consists of a microtask. To effi-
ciently and effectively gather performance data, we wanted the same worker to be “ex-
posed” to all nine possible combinations. Therefore, in its final form, a worker would have
to execute a task that would begin with a set of demographic and music sophistication
questions, followed by the nine microtasks and end with the cognitive load questionnaire.
To minimise the impact of issues related to the familiarity of workers with the interface,
the task also includes an introductory explanation of the work interface, with examples of
errors and expected responses. The results of our experiment are analysed based on the
overall, but also on error type, performance of workers.

3.2.3. RESULTS
As discussed in previous sections, we published our tasks on Amazon Mechanical Turk
(MTurk). The platform offers several configurations for each batch of tasks submitted. We
published them as public so they can be accessed by all the users of the platform and we
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Interface segment size

1 2 3

Visual P=66.22 R=59.76 A=60.27 P=65.28 R=61.84 A=62.24 P=59.72 R=74.14 A=69.23
Audio P=60.27 R=81.48 A=72.92 P=62.50 R=81.82 A=74.13 P=64.79 R=80.70 A=74.83

Combined P=59.70 R=68.97 A=67.63 P=65.28 R=74.60 A=71.33 P=68.06 R=83.05 A=76.92

Table 3.1: Precision, Recall and Accuracy of individual answers, by segment sizes and interfaces.

did not require any Mechanical Turk Master (expert workers). Only to avoid malicious
workers, we filter them by their previous HIT Approval Rate, and we set it to 95%.

In total, 144 workers executed our tasks on MTurk and we paid them per task execution
according to the average US minimal hourly wage18. In order to minimize the effect of
any biases or learning effect we randomized the order of the presentation of the different
task designs (UI-segment size combination). One worker eluded the quality verification
on task interface, which results in 143 unique workers.

WORKER DEMOGRAPHICS

From a demographic aspect, most of the workers (84.6%) reported that they had a full time
occupation. Also, 67.8% of total workers reported their education level was Bachelor’s
degree, while 14.9% of them had Master’s degree. Only 8.3% of the workers were above 45
years old.

Answers to the Gold-MSI questions indicate that the majority of workers seem to be
familiar with listening to music, as 56% of them listen to music for at least 1 hour a day
and 65% say they can hit the proper notes while listening to a record. Also, the majority
of them (75%) state they can properly compare and discuss different performances of
the same music piece. On the other hand, 52.4% of the workers reported having up to
one year formal training in music theory, where the 26.6% has no prior education on
the subject. Also, 41.95% of the workers have trained for maximum one year on a music
instrument, while 22.4% of never had. Their answers here suggest that the majority of the
crowd has little to no music theory background, and a considerable amount of them also
no formal studies on an instrument. The results also suggest that the crowd executing our
tasks was mainly composed of workers with little expertise with music theory.

Interface segment size

1 2 3

Visual P=60.71 R=70.83 A=62.50 P=67.86 R=79.17 A=70.83 P=88.89 R=66.67 A=79.17
Audio P=100.0 R=62.50 A=81.25 P=88.24 R=62.50 A=77.08 P=90.00 R=75.00 A=83.33

Combined P=76.47 R=56.52 A=70.21 P=85.00 R=70.83 A=79.17 P=94.74 R=75.00 A=85.42

Table 3.2: Overall Precision, Recall and Accuracy of aggregated answers by segment sizes and interfaces. In bold
you find the highest precision, recall and accuracy by segment size, while underlined you find the highest overall
performance

18We estimated an average task completion time of 15’; each crowdworker was awarded 2.5$
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ACCURACY

The results per target segment were aggregated from three different individual workers.
Table 3.1 shows that tasks performed with the Audio interface consistently achieved
higher accuracy than the Visual one. The Combined interface achieved good accuracy
figures with all segments sizes, but best accuracy with the 3-measure-long segments. The
Visual interface yielded consistently the lowest recall and accuracy results, for all segment
sizes. Interestingly, the precision for this interface on segment size one, was the highest
compared to Audio and Combined for the same size.
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Figure 3.4: Workers error detection accuracy (unit:%) (a) per user interface and (b) per segment size.

Figure 3.4 shows the accuracy of the workers in detecting specific type of errors. Wrong
duration error seems to be accurately spotted in any user interface and segment size,
with the Audio interface resulting in the highest accuracy (87.04%). Workers perform
better detecting the Missing Note error using the Combined interface and the 3-measure
segments. The accuracy obtained with the Visual interface though, suggests that workers
might rely more on the image of the score rather than the audio for this type of error. The
Wrong Vertical position error was more difficult to detect in general; the highest accuracy
was obtained with the Audio interface (54.72%) and with the segment size of 2 measures
(53.70%). Finally, the Wrong accidental type was the second most demanding error to be
detected with the highest accuracy achieved using Combined interface (61.11%), with a
slight improvement in segments containing 2 measures.

In microtask crowdsourcing it is common to aggregate individual results to improve
overall quality. Table 3.2 shows the performance achieved using a simple majority voting
aggregation scheme. The Combined interface with 3-measure-long segments still achieves
best performance with a remarkable 94% in precision, and 85% in accuracy. The Audio
interface achieves best precision performance for both 1-measure-long and 2-measure-
long segments, while the Visual interface achieves best recall.
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Figure 3.5: Aggregated error detection accuracy (unit:%) (a) per user interface and (b) per segment size.

Figure 3.5 shows the aggregated accuracy in detecting specific type of errors. In terms
of Wrong Duration error, the accuracy remains the highest after the aggregation. The
Audio interface and the 3-measure-long segments achieve 100% and 94% in accuracy re-
spectively. Visual interface and the 3-measure-long segments obtain the highest accuracy
(82% and 88% respectively) in detecting Missing note error. The Wrong Vertical position
error and the Wrong accidental error still have relatively low accuracy.

EXECUTION TIME

Figure 3.6 shows that, as expected, execution time generally increases as the segment size
increase.We performed statistical tests (independent t-tests, α= 0.05) to find significant
differences between interfaces and segment sizes. In the case of Wrong vertical position
error though, the Audio interface allowed the worker to spot the errors significantly faster
compared to Combined interface (p = 3.5e-3). For the Wrong duration error the addition of
audio and the increased segment size can lead to a significantly longer average execution
time (for both Audio and Combined interfaces compared to Visual, p = 1.3e-4 and p =
1.9e-5 respectively; and for 3-measure-long segment vs 1-measure-long segment, p =
2.5e-3).

For the Wrong accidental case, we see that worker spent less execution time on the
Visual interface (no significance). However, comparing it with the results, the worker
most probably dismissed the segment as "Correct", rather spend more time in case they
had missed the error.

MUSIC SOPHISTICATION AND COGNITIVE LOAD

The average score of cognitive task load (NASA-TLX) is 47.7%, a typical value for classifi-
cation and similar cognitive tasks [31]. To investigate how music sophistication relates to
worker performance and cognitive load on spotting music errors, we select and analyze
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Figure 3.6: Worker execution time (unit: seconds) of each microtask by (a) user interface and (b) segment size.

a corresponding question from Gold-MSI questionnaire – “I find it difficult to spot mis-
takes in a performance of a song even if I know the tune.”, where workers need to select
an option from Completely Disagree to Completely Agree, before they execute the
music transcription tasks.

Results show that 47% workers agreed with the statement that it was difficult to spot
mistakes in a performance of a song; 33% of them disagreed with the statement, and the
rest of them (20%) were unsure. We calculated the worker accuracy and the cognitive task
load score, and performed significant testings (independent t-test, α = 0.05). Workers
who reported lower difficulty with spotting music errors (accuracy = 81±15%, TLX score
= 44.36±13.05) outperformed workers who had higher difficulty (accuracy = 63±16%,
TLX score = 50.86± 13.61) in terms of both worker accuracy and perceived cognitive
load (p = 3.3e-8 and 0.013 respectively). The workers who reported lower difficulty also
had significantly higher accuracy (p = 0.011) compared to unsure workers (accuracy =
0.70±0.20%, TLX score = 46.01±14.27). Results suggest that the self-reported music
sophistication in some specific aspects strongly relates to actual worker performance in
error identification and cognitive load. Nonetheless, workers with lower sophistication
still achieved good performance, with a small additional cost in terms of cognitive load.

3.2.4. DISCUSSION

As expected, people with some formal knowledge in music, which could be useful to
comprehend music scores, are very rare “in the wild”. To enable the use of microtask
crowdsourcing for music score transcription, good task design is therefore of essence.
Results show that error detection is a task that could be successfully performed in a
microtask crowdsourcing setting. Offering audio extracts of a target music score can
positively affect the performance of the crowdworkers, especially for short segments of
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one or two measures. With larger segments, even though audio extracts are still yielding
better results against to the textual measures of the score, a combination of the two
modalities is more preferable. This result gives important indications for task splitting
and scheduling purposes, as it suggests that it is possible to evaluate larger portions of
scores without incurring accuracy penalties. This has obvious implications in terms of
overall transcription costs.

In terms of types of detected errors, results suggest that the Missing Note and Wrong
Duration errors are the easiest to be found, while the crowd had relatively more diffi-
culty detecting Wrong Accidentals and Wrong vertical position ones. Furthermore, we
see the clear effect of user interface and segment sizes in identifying correctly specific
errors. Specifically, the Audio interface helps in finding Wrong duration errors, while the
Combined one increases the accuracy in finding Wrong accidental mistakes. Showing
segments longer than two measures seems to slightly hinder the ability of the crowd to
detect any errors besides Missing notes.

Limitations. Correct MEI render and correct MIDI files of scores to be transcribed are
typically not available in the real world. The distribution of errors in the evaluation dataset
might not reflect the actual distribution of errors produced, for instance, by OMR systems.
Given these limitations, the results of our experiment are probably to be interpreted as an
“upper bound” in terms of achievable performance; nonetheless, they clearly indicate that
the detection of errors in transcribed music score is an activity that can be successfully
performed by crowdworkers.

3.2.5. CONCLUSION
Music score transcription is an important activity for written music preservation. Through
this work, we show that microtask crowdsourcing can be used to scale up specific tran-
scription activities. Worker interfaces that combine visual and audio modalities allow the
evaluation of longer score segments. Focusing on the error detection task, results show
that crowd workers can achieve high precision and recall, especially with Missing Note
and Wrong Duration errors. In future work, we plan to expand the evaluation dataset,
perform experiments where workers are asked to compare recorded performance, and
address a broader set of transcription errors. Finally, we will investigate other types of
microtasks, and study to what extent crowd workers could also be employed to transcribe
scores.

3.3. TEMPORAL ACTIVITY DETECTION OF MUSICAL INSTRU-
MENTS IN AUDIO

Musical instrument recognition enables applications such as instrument-based music
search and audio manipulation, which are highly sought-after processes in everyday
music consumption and production. Despite continuous signs of progress, advances in
automatic musical instrument recognition are hindered by the lack of large, diverse and
publicly available annotated datasets. In the case of classical music, where symphonies
are composed with a plethora of different instruments in mind, this is especially true.

Instrument recognition in classical music could tremendously help preserve infor-
mation from live orchestrations, capturing and showcasing the changes that conductors
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have made to compositions. This can be particularly important for cases where the orig-
inal handwritten annotations and changes haven’t survived the test of time (especially
considering the fragility of paper as a medium), or when the scores are forgotten in private
collections. Therefore, capturing this information through audio recordings will help pre-
serve valuable information on how different musicians have interpreted classical music
compositions. Such a task though is particularly challenging, especially since different
instruments might have similar texture and tone.

Crowdsourcing has been successfully utilized to scale annotation processes to meet
the ever-higher demands of data-driven algorithms [67, 110, 89]. While works such as [37]
and [92] show that crowdsourcing can be a viable and powerful tool to distinguish and
annotate music audio, it still remains underutilised as a tool in the domain, primarily due
to the complexity of the annotation tasks [32] which are believed to demand extensive
domain knowledge and training – arguably, musical elements such as tempo, chords and
timbre can be demanding for an untrained human annotator to detect.

With this study, we aim to provide more evidence that complex music audio annota-
tion tasks can be performed on crowdsourcing platforms. We focus on the task of musical
instrument activity detection and investigate non-experts’ capability to recognise their
activity and annotate the times in which they perform. Our study builds upon the findings
of [37] where users were able to detect if an instrument was present in an audio excerpt
or not. We extend this detection task to also cover the exact time-frames of instrument
activity. This is a type of task where experts are commonly employed [11] to annotate data,
due to several challenges such as multiple instruments playing simultaneously [33, 44],
or instruments of the same family exhibiting similar timbre [109, 75].

More specifically, we explore and analyse the capabilities of crowd workers to effec-
tively detect temporal aspects of musical instrument activity in polyphonic audio (with
focus on trio ensembles). We seek to answer the following questions:

• [RQ6] To what extent can non-experts detect the onset and offset of a musical
instrument’s activity on polyphonic audio?

• [RQ7] How do their self-assessed perceptual abilities and musical knowledge relate
to their performance?

Our study takes place on Prolific19. The audio excerpts were chosen from three dif-
ferent genres (namely classical, jazz and rock) to understand if different instruments
and rhythms can affect the performance of crowd workers. We also utilize a set of pre-
established and evaluated questionnaires to retrieve user attributes, that can potentially
relate to their performance. We employ the “Musical Training” and “Perceptual Abili-
ties” categories from Goldsmith’s Music Sophistication Index (GMSI)[65], a questionnaire
specifically designed to capture an individual’s ability to engage with music. These spe-
cific categories were found previously to most significantly predict the workers’ musical
perceptual abilities[86].

Our results show that non-experts can demonstrate good perception of musical in-
struments’ temporal activity for the chosen audio excerpts. Their self-assessed perceptual
abilities reflect reasonably well their actual perception skill. These results open possibili-

19https://www.prolific.co

https://www.prolific.co
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ties for further future studies on instrument activity annotation and provide a positive
outlook for systems relying on such annotations.

3.3.1. RELATED WORK

The work in OpenMic 2018 [37] is one of the first attempts to annotate instrument pres-
ence for instrument recognition at scale, employing 2,500 unique annotators from Crowd-
Flower 20, using excerpts from Free Music Archive21 and the AudioSet[28]. The researchers
followed specific task design approaches to assist the crowd workers in their task, which
they adapted after an initial study. The annotation process was limited to binary anno-
tations, indicating the presence or absence of a musical instrument in an audio excerpt.
Showcasing that crowd workers are able to provide strongly-labeled data, e.g. with tem-
poral annotation, as in our study, can enable new opportunities for instrument activity
detection and source separation.

Even though the study in Cartwright et al. [16] is not based on music audio, it never-
theless demonstrates the crowd’s ability to annotate temporal aspects of audio events in
audio recordings, a feat very relevant to our study. Our interface design is inspired by this
study, as the crowd workers had to draw bounding boxes on spectrogram visualisations of
audio excerpts. The sounds in [16] were synthesized using Scaper [81], for greater control
over max-polyphony and gini-polyphony (amount of sound overlap).

Our study is also motivated by recent findings regarding crowd workers music percep-
tion abilities [86]. Users of crowdsourcing platforms were shown to possess considerable
skills in detecting music aspects such as tempo and melody.

To the best of our knowledge, the current literature lacks works that study the per-
formance of crowd workers on temporal activity detection of musical instruments in
relationship with worker demographics or musical properties, which is the goal of this
work.

3.3.2. EXPERIMENTAL DESIGN

We designed our experiment to study and understand if users on crowdsourcing platforms
can perceive the temporal activity of a musical instrument in audio excerpts. We aim to
focus on realistic use cases, thus testing the workers’ capacity to perceive instruments in
audio excerpts that are performed, recorded, mixed and mastered professionally.

Therefore, we used existing recordings instead of synthesized audio which would have
been less representative of real-life scenarios, but could have given us higher control on
the musical aspects of the audio and instrumentation. To that end, we carefully selected
the audio excerpts to control, as much as possible, musical aspects such as timbre and
performance.

We employed previously established and evaluated questionnaires, to learn about
workers’ (a) “Perceptual Abilities” and “Music Training” through Goldsmith’s Musical
Sophistication Questionnaire (GMSI); (b) cognitive load through NASA’s Task Load IndeX
(NASA-TLX) survey22; (c) equipment quality [77] and (d) outside noise [9].

20https://visit.figure-eight.com/People-Powered-Data-Enrichment_T
21https://freemusicarchive.org
22https://humansystems.arc.nasa.gov/groups/tlx/

https://visit.figure-eight.com/People-Powered-Data-Enrichment_T
https://freemusicarchive.org
https://humansystems.arc.nasa.gov/groups/tlx/
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The task workflow started with simple demographic questions, followed by the GMSI
questionnaire. The user was then introduced with the main task to annotate audio
excerpts. The study concluded with a post-task survey regarding their cognitive load,
equipment and a general feedback entry.

Selected Audio Excerpts. For the main annotation task, we made use of audio excerpts
from trio ensembles of three major genres, classical, jazz and rock. We used audio excerpts
of these particular three genres due to their wide discrepancy in instrumentation and
rhythm. Even though on some occasions the instruments used in each genre can show-
case timbre similarities (like double bass and bass guitar), in other cases, the timbre can
differ wildly (electric guitar compared to cello). To the best of our knowledge, there is no
previous baseline of the crowd workers’ perception of polyphonic music, so we decided
to control for the maximum number of instruments that would play simultaneously in
an excerpt, by selecting recordings of trio ensembles for each genre. Each audio excerpt
had a length of 10 seconds, as used also in similar studies [37, 16]. The authors annotated
the instrument activity per audio excerpt, which was later used to evaluate the crowd’s
annotations.

For the classical music excerpts, we made use of a specific type of a trio ensemble,
namely piano, clarinet and cello. On the selected music clip, we selected an excerpt
where both clarinet and cello have prominent parts, while piano is mostly following in
the background. For our jazz excerpt, we used of the more standardized trio ensemble of
piano, double bass and drums, where double bass and drums keep the rhythm and piano
is performed in small melodic bursts. Lastly, for the category of rock, we made use of a
music excerpt from "power trio" bands, which most frequently consist of electric guitar,
bass guitar and drums. It follows the same performance pattern as the jazz excerpt on the
bass guitar and drums, while the electric guitar enters near the middle of the excerpt with
a sustained, distorted power chord.

Figure 3.7: Main audio annotation task

We hypothesise that bass instruments will be more difficult to annotate in these
genres, as bass-related sounds are more often “pushed back” during the mixing stage for
such types of music. The different genres were selected to lessen the impact of possible
enculturation bias. We believe that if only one genre was selected, participants who would
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be more familiar with it would find it easier to spot the activity of instruments prominent
in the genre. With the selected genres, we cover a variety of rhythms, instrumentations
and performative aspects, which could impose a challenge to non-experts.

Task and Interface Design. To assess the music expertise of the crowd we employed parts
of GMSI, namely: “Music Training” and “Perceptual Abilities”. The choice of the categories
was based on a study on music perception skills of crowd workers [86], where results in
these two categories were found to most significantly predict their auditory capabilities.

The questions of both GMSI categories were aggregated into one questionnaire, with
one attention question placed in between the questionnaire’s items. The users also had
the ability to use a “Back” button to return to a previous question and alter their answer.
We used the complete set of questions on both “Music Training” and “Perceptual Abilities”,
after consulting the online GSMI “configurator”23.

The users were greeted with an “Instructions” message before the main annotation
task, which described the steps to complete each microtask and a warning regarding the
volume (as seen in Figure 3.8). The main audio annotation task (see Figure 3.7) consisted
of four main parts: (a) audio waveform and controls (centre-right), (b) instructions and
instrument example (upper left), (c) description of controls and (d) submission button
with a simple progress indication. The instrument to be identified was indicated on both
(a) and (b) in red, to draw the attention of the users.

Based on the findings during the OpenMic 2018 work[37], the crowd workers were
found to struggle to detect multiple instruments at once. To that end, we followed their
task design of annotating one instrument at a time; we presented the participants with the
audio excerpt and requested to annotate the regions where a chosen single instrument,
was active during the recording.

The worker would be presented with an audio excerpt and was instructed to detect
the activity of one of the instruments present in the excerpt. The same procedure would
follow for each of the instruments per audio excerpt, presented in a random order across
genres (e.g. piano from classical music excerpt, followed by the electric guitar from rock
music excerpt).

In the audio annotation interface, the users could play and pause the audio excerpt
while also drawing bounding boxes on the audio waveform. The regions drawn on the
waveform were adjustable on both ends and the user could easily dismiss them with a
double-click. A single click on a region would play only the selected part of the audio
excerpt. A crowd worker could only progress to the next excerpt if they had drawn at least
one bounding box on the waveform.

For the design of the interface, we utilized wavesurfer.js24 to draw the waveform
and used the regions package to enable the bounding boxes interaction. Our choice
of these tools was based on previous studies on audio annotation that utilized them
successfully [16, 61].

Finally, as mentioned in [37], crowd workers could experience high cognitive load
during instrument detection tasks, ultimately affecting their psyche. It was important for
us to capture such a phenomenon, so we included the NASA-TLX questionnaire and a
free text input to accommodate their feedback towards the study.

23https://shiny.gold-msi.org/gmsiconfigurator/
24https://wavesurfer-js.org

https://shiny.gold-msi.org/gmsiconfigurator/
https://wavesurfer-js.org
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Figure 3.8: Task instructions and warning

Evaluation methods. Our task design is based on one audio excerpt per genre (10 sec-
onds), where a maximum of three instruments can playing simultaneously. As described
before, per task, a worker had to draw the regions where they detect the activity of the
selected musical instrument.

To evaluate their performance, we followed the same methods established in [63, 16]
and in the Detection and Classification of Acoustic Scenes and Events (DCASE) challenge
[100]. We segmented each excerpt into 100ms-long frames which had binary values,
depending on the presence or absence of the selected instrument. A frame is considered
active when there is an overlap between the annotation region and any portion of the
time interval of the frame. We believe that the frame’s resolution of 100ms can help us to
adequately assess the extent of crowd workers’ precision when annotating the temporal
activity of an instrument. Based on the ground truth values, we later calculated Accuracy,
Precision and Recall of the workers’ annotations. To evaluate their performance, we
followed the same methods established in [63, 16] and in the Detection and Classification
of Acoustic Scenes and Events (DCASE) challenge [100]. We segmented each excerpt
(N = 3) into 100ms-long frames which had binary values, depending on the presence or
absence of the selected instrument. A frame is considered active when there is an overlap
between the annotation region and any portion of the time interval of the frame. We
believe that the frame’s resolution of 100ms can help us to adequately assess the extent of
crowd workers’ capabilities to detect the temporal activity of an instrument. Based on
the ground truth values, we later calculated Accuracy, Precision and Recall of the workers’
annotations.

3.3.3. RESULTS

The study took place on Prolific, employing 30 crowd workers. We used the built-in
prescreening filters of Prolific, setting criteria for fluency in English – for instructions’
comprehension and higher chance of affinity to Western music – and minimum task
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approval rate to 90% – to maximise the chances for good-quality work. The reward was
set to 4.5 GBP (5.62 USD) which was classified as “Good” by the platform. We preserved
the results of the 28 workers (see their demographics in Table 3.3) that successfully passed
the attention question. Filtering the results based on the attention questions.

Variables Statistics

Gender, n Female 10
Male 17
Prefer not to say 1

Age (years) Range 18-55

Occupation Full-time 12
Part-time 5
Unemployed 11

Education Associate degree 2
Bachelor’s degree 12
High school/HED 4
Master’s degree 4
Some college, no diploma 3
Technical/trade/vocational training 3

Table 3.3: Participant demographics

Demographics and Equipment. The workers used mostly earphones, headphones and
laptop speakers, while three reported using dedicated speakers. Most workers (15) re-
ported the quality of their equipment as “Excellent”, with the majority (22) reporting
“Imperceptible” impairment. Finally, the majority (15) reported that conducted the study
in near-silence conditions, while one reported performing the tasks in an environment
with high noise levels.

Detecting Musical Instruments. The crowd workers showed high performance detecting
most instrument activities on all three audio clips (RQ1). Studying the results per genre,
we see in Table 3.4 that “Clarinet” was the most easily identifiable instrument. In the given
audio excerpt, “Clarinet” had a prominent and distinct timbre, compared to the rest of
the instruments. This might have helped annotators to detect its activity correctly. “Piano”
on the other hand was more difficult to detect its temporal activity, as it accompanied the
rest of the instruments with a softer tone.

Accuracy Precision Recall

Piano 70.6% 91.5% 66.5%
Clarinet 84.5% 95.8% 82.9%
Cello 62.6% 95.5% 59.6%

Table 3.4: Accuracy, Precision, Recall and F-score on Classical audio excerpt (the highest scores per metric are in
bold)

“Cello” though appears to be the hardest instrument to detect in the audio excerpt, as
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both accuracy and recall are near 60%. The high precision combined with low accuracy,
could indicate that most workers mistook the activity of another instrument, with that
of a cello. The results are surprising, as “Cello” was equally prominent as the “Clarinet”,
playing at a lower register than the rest of the instruments.

In the case of “Jazz” we find the “Drums” to be the most recognizable instrument,
while “Double Bass” yielded better results than “Cello” in the “Classical” excerpt (see Table
3.5. Recordings of “Double Bass” in jazz can vary from barely noticeable to accentuated,
depending on the recording setting or the part of the song (being more prominent during
solo performance). Despite being the prominent instrument alongside “Drums” for a
large portion of the excerpt, the workers still had trouble identifying the regions where it
was active.

Accuracy Precision Recall

Piano 81.8% 70.9% 87.7%
Double Bass 64% 100% 64%
Drums 84.4% 100% 84.4%

Table 3.5: Accuracy, Precision, Recall and F-score on Jazz audio excerpt (the highest scores per metric are in
bold)

It is very interesting to highlight how the performance on “Piano” which is present
in both “Classical” and “Jazz” music clips, changes greatly between the two samples. A
possible explanation could be the rather more prominent role it plays in piano jazz trios,
which in most cases carries the melodic part of a composition (which would explain also
the high recall score). In this specific example, we see that on average the crowd workers
accurately selected the small rhythmic bursts of piano play, although not as precisely.
This shows that they could definitely detect its activity correctly, but could not indicate
precisely its onset and offset regions.

Accuracy Precision Recall

Electric Guitar 91.7% 96.5% 91.6%
Bass Guitar 82.4% 100% 82.4%
Drums 73% 100% 73%

Table 3.6: Accuracy, Precision, Recall and F-score on Rock audio excerpt (the highest scores per metric are in
bold)

The participants performed better on average, in the “Rock” excerpt. We speculate that
the sounds of “Electric Guitar” and “Bass Guitar” are more familiar to the demographics
of the participating workers, who scored quite highly on accuracy and recall, on both
instruments.

The sustained power chord of the “Electric Guitar” was easy to identify and correctly
annotate its onset and offset. On the other hand, despite “Drums” and “Bass Guitar”
being present during the entirety of the audio excerpt, crowd workers found “Drums”
more difficult to recognize correctly, despite the results in the jazz excerpt. The difference
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in “Drums” between the two excerpts, shows a higher use of the snare drum in the jazz
excerpt, while in the rock, the use of lower tone tom drums was more prominent.

Self-assessed Music Characteristics and Performance. In Table 3.7 we see the self-
assessed “Perceptual Abilities” and self-reported “Musical Training” of the participants.
The low “Musical Training” is consistent with the results of [86] but pretty low when
compared to the participant pool of [65] (scoring near the bottom 30% of the population
in the original study).

Range Median Standard Deviation(1σ)

Perceptual
Abilities

29-63 47.5 8.19

Musical
Training

7-41 18.5 9.04

Table 3.7: Range, Median, Mean and Standard Deviation of Perceptual Abilities and Musical Training

The self-assessed “Perceptual Abilities” are also low compared to the sample of [65]
but considerably higher than in [86]. The results in our study certainly showcase adequate
perceptual skills, in regards to the task at hand.

We study the connection of their musical properties to their performance from a
more qualitative perspective, due to the size of our participant pool. Their self-assessed
“Perceptual Abilities” show that the users felt quite confident on the degree they can detect
musical traits on sound, despite their lack of expertise as shown by their “Musical Training”
average score (Table 3.7).

Comparing their assessment to their actual performance we further see that their
“Musical Training” is not indicative of their capability to detect temporal activity of musical
instruments. Their median score as shown on the table, is close to the low 25th percentile
of the results in the original GMSI study [65], showing a generally low formal musical
training. While formal training could certainly be beneficial for such tasks, people are
still exposed to different musical instruments by casually enjoying music, especially as it
is widely and easily accessible through streaming services. We also believe that the task
design with the inclusion of an audio example of a given instrument, assisted the workers
in their task to identify instruments.

Cognitive Load and Feedback. The results on the NASA-TLX questionnaire, show that
from the total of 30 crowd workers, 20 found the task’s difficulty average, while 17 were
very confident in their performance. All of the participants reported average to low
mental and physical demand, with the mental load being higher than the physical. 10
workers experienced very low temporal demand, with most finishing the study in near
10 minutes. The results though show that the workers’ self-assessed performance varied
greatly between individuals, with scores from “Very Low” to “Very High”.

Finally, crowd workers expressed their opinions on the study through a free-form
text area. Through their feedback, we found that they greatly enjoyed the study through
comments such as: “Study was very well thought out. Nothing else to add.”, “It was fun,
I would love to take part similar studies again” and “the study was interesting and I am
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finding the piano very interesting instrument after this study”. Some even gave their
insights for future improvements in comments such as: “Put more instruments in there”
and “it was ok but i propose next time the sounds be played slowly for us to easily identify.
thank you”.

3.3.4. DISCUSSION

Non-experts exhibited high precision with a rather high recall on most instruments,
especially on the “Jazz” and “Rock” audio clips. Despite their low expertise as indicated
through the “Musical Training” attribute, the results show that they were capable of
perceiving the temporal activity of instruments. These abilities are in line with the findings
from [86] but also people’s innate understanding of music, as shown in studies [52, 45, 29].

The high precision scores combined with lower accuracy and recall scores though,
could indicate that the participants underestimated the activity of the instruments in
the excerpts. This means that the users although detected correctly segments of an
instrument’s activity, weren’t able to identify the totality of temporal activity for the given
instrument. By selecting more, smaller and more precise regions, one would select only
the most prominent “True Positive” frames in an excerpt, but fail to select all of them, as
is apparent in the cases of “Cello” and “Double Bass”. Additionally, in our evaluation, we
used a quite short and strict frame resolution which could potentially affect their recall
scores. However, further studies are needed with variable frame resolution to test its
suitability for this type of annotation task.

While it is inevitable to experience issues of sampling bias when executing crowd-
sourcing studies (i.e. participants will always be a smaller set of the userbase, which by
itself is highly specific and smaller than the general public), we justify the differences in
musical sophistication results compared to Müllensiefen et al. [65], based on the form
of incentive from the side of participants to perform the study. In our case the incentive
was strictly monetary, therefore we employed participants who could be less enthusiastic
about music, compared to [65]. When comparing to Samiotis et al. [86] though, while the
results are consistent regarding “Musical Training”, the results on “Perceptual Abilities”
were higher in our case, despite the use of the same crowdsourcing platform. Of course,
the landscape of crowdsourcing platforms is constantly changing, but it could be a nice
indication of adequately, musically perceptive crowd workers.

Finally, we believe that our interface design with the inclusion of short examples of
the musical instruments on each task, must have assisted the crowd workers during an-
notation. We encourage further experimentation on interface design, to explore effective
ways to assist workers during their audio annotation task.
Limitations. Being an exploratory study, we acknowledge that the number of participating
crowd workers is lower than in traditional crowdsourcing studies. Nonetheless, we believe
that the rigorous set up and the analysis of the obtained results allow us to provide
valuable and robust insights, which could be used to design and deploy larger-scale
studies in the future.

The music excerpts we used in our study focus on popular genres of music. As such,
despite the diverse demographics of Prolific, the participants in our study were expected to
be familiar with the instruments in our excerpts. We strongly encourage future studies to
experiment with instruments of different traditions, as we believe that similar techniques
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could yield equally promising results for those instruments.

3.3.5. CONCLUSION
Our study focuses on exploring the ability of non-experts to identify the temporal activity
of musical instruments in audio excerpts of western music. This is an important task
during dataset production for instrument recognition, as it can provide strongly-labeled
annotations which enable event detection classification tasks. In the context of classical
music preservation, the non-expert participants showcased skillful recognition capabil-
ities that can be valuable in recordings of small group composition forms of classical
music. Results show that untrained crowd workers can successfully detect the activity
of instruments like clarinet and electric guitar, one at a time, given an example of the
instrument. The overall cognitive load that workers experienced was average, while most
of them expressed their enjoyment of the tasks through free-form feedback. The positive
outcomes of this work encourage conducting further studies on the topic, with focus on a
larger participant pool and a more extensive evaluation dataset that includes additional
genres, instruments, and identification complexities.



4
CONCLUSIONS

In this thesis, we presented our work on scaling up the digitization of classical music by
incorporating the general public in the annotation of music compositions. We focused
on studying the capabilities of non-experts and how to design solutions, interfaces and
tasks that can be successfully used by participants of varied musical expertise, in order to
expand our current music annotation practices. Through this work we diverged from the
usual practices in the domain, where experts are traditionally employed to annotate data
and test tools, while non-experts are usually utilized for subjective annotations of music
(e.g. mood and emotions).

Our research methodology spanned from targeted experiments on UI/UX and Fo-
cus Group Discussions to larger-scale online experiments, community research, and
delivering a live collaborative annotation system. We were exposed to the challenges of
classical music transcription methods, where hobbyists and semi-experts have to spend
considerable effort to digitally transcribe or collaboratively edit music scores.

In addition, we witnessed first-hand the lack of extensive annotated classical music
data. Printing and encoding designs changed throughout centuries, leading to different
formats and notations between different eras, creating a challenging landscape for auto-
mated methods. This case makes the argument regarding the popularity of composers
and compositions even more relevant, as popular scores tend to have modern editions
and re-prints, while compositions of more obscure composers might remain in hand-
written form even now. Composers and conductors often still prefer to write music or
annotate by hand, in cases accompanied by experimenting on an instrument of their
choice. Only in the last decades the process has been digitized with the introduction of
intuitive transcription software and audio integration, but as identified in our conver-
sations with research partners and members of orchestras during TROMPA, composers
are yet debating about best methods in writing music (by hand versus through software).
Because of the late adoption of digitized and standardized methods, there are still vast
amounts of corpora with varied structural and stylistic choices, resulting in automated
tools for Optical Music Recognition (OMR) that are specialised in specific typesets or
handwritten notations, not easily generalisable to tackle transcription holistically. These
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types of challenges are common when digitizing handwritten artifacts and they are still
not solved at scale in classical music, resulting in the evident lack of training data and
narrowly-scoped repositories of semantically rich music scores.

Scaling up these annotation processes though is a difficult task (see Section 1.3) that
we approached through the design of hybrid annotation workflows. Our experimental
findings showed that non-experts can meaningfully contribute to the digitization of classi-
cal music, as long as careful task and interface design have taken place. We also found that
the general crowd of online crowdsourcing platforms possesses general music perception
skills and sophistication that could enable use cases far beyond what is presented in this
thesis. The quality of their contributions is paramount for their inclusion and the results
from our targeted interface and task design experiments showcased that we can trust
them with annotating complex music artifacts.

A combination of crowd work activities with that of (semi-) experts and specialized
automated methods, can lead to correct, comprehensive, and varied collections of digi-
tized music, that not only will preserve the cultural heritage of classical music but can
also be used by both amateurs and professionals in the field, tackling their needs in our
modern times. We strongly believe that our findings and designs, with the necessary
adjustments, can be applied to other genres of music, especially to those that share similar
characteristics with classical music. The skill level, sophistication, and enthusiasm that
our contributors showed, certainly inspire to further examine and research their inclusion
in such hybrid annotation systems.

4.1. CONTRIBUTIONS AND INSIGHTS
Our systematic analysis of the available literature and interactions with experts, helped
us to identify research gaps that were vital in scaling up the classical music annotation
processes. Early in this work, we understood that the hesitation to include untrained
annotators in such workflows stems primarily from the complexity of music compositions
and therefore the lack of trust that a non-expert could contribute valuable annotations.
At the time of this thesis, the lack of previous research to showcase otherwise clearly
contributed to such opinions. Transcription tasks were also often designed to tackle a
score as a whole or in large portions, an admittedly daunting task even to experts, making
it difficult to imagine untrained people contributing meaningfully to it. Our contributions
were meant to tackle exactly such notions and shortcomings in current methods.

In the beginning, we focused on breaking down the music annotation process into
smaller components, such as detecting a score’s structure, transcribing notes, and evalu-
ating the transcribed score. These components were later broken down into smaller tasks
(e.g. identify clefs, input note durations), that we assessed to understand if they could be
automated (based on the state-of-the-art at the time) or if they needed human annotation.
The resulting tasks were later applied in small portions of the score to progressively cover
it in its entirety. We quickly realised that the order of such tasks was important when
iteratively transcribing a score, to preserve semantic relations between its elements. We
carefully designed such tasks and delivered designs and transcription steps which we
believe can act as a blueprint for future research to build upon.

Apart from breaking down a large and complex task into smaller coherent tasks,
our theoretical frameworks were also useful in understanding what perceptual, com-
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prehension, and annotation skills are needed in different stages of music transcription.
Throughout our work, we contributed experiments that assess such skills, while we specif-
ically studied how to better identify them, using psycho-acoustic and self-report methods.
These computational skill-assessment methods can enable smart distribution of anno-
tation tasks to the “right” candidate, to maximise the likelihood that an annotator is
matched to a task they can perform. We also contributed User Interface (UI) designs and
elements which we measured as intuitive for an untrained annotator, gathering positive
feedback from both non- and semi-experts. Such results enable future researchers to
re-use our designs with confidence. Meanwhile, they are presented with comprehen-
sive evaluation methods, which can help them assess what components in their custom
designs help or hinder an annotator.

Reflecting on the structure of this work and the general context and goals as described
in Chapter 1, we advanced our understanding of crowd-powered annotation of music
compositions in a twofold manner: a) online users showcase musical affinity and compe-
tencies that we can reliably and quantitatively assess and monitor (Chapter 2); b) careful
design of annotation tasks and interfaces can enable the integration of non-experts in
human-assisted music transcription systems (Chapter 3).

The outcomes of this thesis shed light on valuable aspects of how to methodologically
break down annotation workflows for knowledge-intensive topics such as music tran-
scriptions. They also underline the viability of untrained annotators and how to design
targeted tasks to leverage their innate skills. Finally, they also demonstrate how and where
to use automated and human annotation throughout hybrid annotation workflows for
classical music. We discuss our contributions based on the research questions presented
in Section 1.5 and follow their thematic segmentation across the chapters.

4.1.1. ON THE MUSICAL AFFINITY AND COMPETENCES OF NON-EXPERTS
In Chapter 2, we focused on our first four Research questions:

• [RQ1] How could the musical profile of annotators be characterized?
• [RQ2] How are different music perception skills and self-reported music-related

knowledge distributed among non-experts?
• [RQ3] How are music perception skills associated with domain and demographic

attributes?
• [RQ4] How does the popularity of classical music composers on community-driven

platforms relate to their album release trends?

While tackling [RQ2] we found a certain relation between specific categories of the
Goldsmith’s Music Sophistication Index (GMSI) [65] (namely “Perceptual Abilities” and
“Musical Training”) and the auditory tests of the Profile of Music Perception Skills (PROMS)
[48] (namely “Melody”, “Tuning”, “Accent” and “Tempo”). As such, those GMSI categories
should be further tested for their extent to be used as a proxy for actual perception skills,
as long as the user can assess them faithfully and truthfully. When the duration of the task
(and by extent, the available budget) is a concern, such an insight can help streamline the
profiling stage of an annotator. An actual test of their perceptual skills is highly needed
though when a researcher needs to quantitatively identify potential highly-skilled indi-
viduals. This is further encouraged by our large-scale study on Amazon Mechanical Turk
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(AMT) and Prolific which showed that self-reported musical sophistication doesn’t always
align with the actual perceptual skills of an untrained user. Therefore, in demanding
audio-based tasks, one should not rely solely on self-reported skills.

One of the biggest contributions in this chapter was regarding [RQ3], where untrained,
non-expert annotators of diverse demographic backgrounds, showcase an innate un-
derstanding of auditory music concepts. These skills are necessary for a plethora of
audio-based tasks in the music domain, to perform knowledge-intensive tasks such as
annotating the tempo of a piece, performance errors, and more. While trusting solely
non-expert crowdworkers with annotating crucial parts is neither advised nor realistic,
the quality of the skills in a portion of them is high enough to incorporate them in a
human-assisted system. Such a system can employ concepts such as interannotator
agreement to retrieve confident annotations, or profiling to assess the skills of an anno-
tator before assigning them a task. Our design of “Musical Competence” could assist
such efforts, with the results of GMSI and PROMS being “Sources” of their “Skills” and
“Proficiencies”, effectively tackling [RQ1]. In such systems, the contribution of an expert is
still invaluable but their efforts can be drastically more targeted on specific portions of an
annotation pipeline, such as final evaluations and annotation of highly crucial parts.

Crowdsourcing platforms though are not the only sources of potential music annota-
tors. Our study on Wikipedia and YouTube [85] showed that online communities generate
information even for the long tail of recorded canon in classical music. This shows that,
with the right incentivisation mechanisms, there are online users that engage with clas-
sical music and possibly could be enthusiastic to contribute in a project involving such
artifacts. A more important insight coming from that study is the possibility of finding
relevant information and knowledge for classical music artifacts online. Our work on
[RQ4], showed that people engage with their favourite composers and compositions on
online community-driven platforms. Specifically in the case of YouTube, they seemingly
generate information on the long tail of popularity in a different way than Wikipedia. This
could paint a picture where YouTube acts as a possible source for information gathering
regarding obscure classical music artists and their works; information that otherwise
would be harder (or even infeasible) to find on other sources.

4.1.2. ON DEPLOYING HUMAN-ASSISTED MUSIC TRANSCRIPTION SYSTEMS
In Chapter 3, we focused on our technical report of our designs and implementation
of our crowd-powered music transcription system, alongside our final three Research
Questions in this thesis:

• [RQ5] To what extent can workers from microtask crowdsourcing platforms detect
errors in transcribed music scores?

• [RQ6] To what extent can non-experts detect the onset and offset of a musical
instrument’s activity on polyphonic audio?

• [RQ7] How do their self-assessed perceptual abilities and musical knowledge relate
to their performance?

Starting with our crowd-powered music transcription system, our work and result-
ing insights were multifaceted. This use case differed from others in this thesis as we
involved the stakeholders (users interested in digital transcription) in both requirement
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analysis and product improvement but also assessment of transcription workflows and
requirements for XML-based music score formats. Specifically, it was the only study
with a targeted recruitment process, where we looked for candidates who could read
and perform complex classical music (members of youth orchestras) and possibly have
experience with music transcription. This was a design choice that proved invaluable
for the quality of our insights in realistic digital transcription workflows that involve a
group of semi-experts. Our approach for a microtask-based online transcription system,
as presented in Section 3.1, was highly welcomed by the participants for its potential to
alleviate the heavy and intensive workload that traditionally would be carried by one or
two people in these youth orchestras.

In Chapter 3, we also presented our breakthroughs in leveraging the work of untrained
users on crowdsourcing platforms for targeted transcription tasks. Such tasks could
complement a transcription system, as described above, by delegating specific valuable
annotation tasks to non-experts to scale up the transcription process or to generate
training data for potential automated methods.

Our insights regarding [RQ5] in Section 3.2 show that users are capable of detecting
transcription errors. Due to the limited relevant works when conducting our experiment,
we specifically designed it to understand how different transcription errors and the
length of the transcribed artifact could affect the crowd’s performance. The crowd clearly
performed better on shorter excerpts when only visually presented with the score excerpt,
while the addition of audio was particularly helpful when presented with longer excerpts.
Tackling [RQ7] in this context, showed us a strong relation between their self-reported
ability to assess mistakes in performances and their actual performance in the error
detection task.

We further explored the crowd’s ability to annotate audio through our [RQ6], in
Section 3.3. We found that non-experts are quite successful in detecting not only the type
of instrument performing in a given audio segment (which was already shown in [37])
but also indicate the onset and offset of its activity. Our UI design was proven helpful
to the workers based on their performance, cognitive load results and feedback. Such
findings are particularly encouraging for further integration of non-experts in training
data creation or transcription workflows, especially for cases where we might completely
lack a transcribed version of a music piece. Regarding [RQ7] in this context, we found
results that are closer to Section 2.2: participants self-assessed their perception skills and
music expertise quite low while their performance was relatively good. Although this
hints to our innate ability as humans to perceive music, it also further underlines the
need for proper music skill profiling other than self-assessment questionnaires, to better
predict the exact capabilities of participants from an unknown pool.

4.2. CHALLENGES AND LESSONS LEARNED
Music is a complex artifact. While the melodic parts (notes, keys etc) can be a major
component in compositions of certain styles, they are hardly the only parts that need
to be transcribed. In a musical piece with multiple instruments, we need to understand
what instruments are being used, as they need to be transcribed separately. Such a task
is rather challenging, not only because the quality of the recording can affect it but also
because a performer can vary an instrument’s timbre during a piece, making it hard
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to identify it. Pauses and note durations are also important factors that are needed to
identify the correct rhythm of a piece. Finally, composers use notations that are the
most familiar to them and the use of standards is only encouraged when they want to
“communicate” music to other composers/performers. Such challenges suggest the need
for an extensive knowledge in music, to undertake the task of music transcription. This
was also the main sentiment among the music experts we engaged with when discussing
the design of how to include untrained annotators in transcription workflows. But music
is a form of art that is widespread between cultures and one that we are exposed to from
infancy (see Section 2.2 for more details). And when we strip the semantics off from music
notation, identifying items, patterns and comparing portions becomes a processing task
of visual/aural stimuli; a task that as humans we have exceptional skills in [101].

Use of untrained crowd. Due to the limitations of the available literature on using the
crowd in music transcription, we sought to find related works on other scientific fields
of crowdsourcing and cognitive sciences. We specifically studied the sophistication and
perception skills of the general crowd to understand what expertise can be expected
online. At the same time, we targeted small annotation tasks to examine factors that
can affect their performance. As a result, while the scope of our experiments might
appear very targeted, we strongly believe that the research presented here is pivotal for
the future inclusion of annotators with varying expertise in music annotation. We found
and showcased that in a crowd of self-identified non-experts, a large portion of individuals
can perform sufficiently well in a given music task, while others can display extraordinary
skills. We also showcased tasks for hybrid music annotation workflows, where participants
of varying expertise can meaningfully contribute, even when they report low-to-no formal
training in music. To that end, testing their perception skills is the most reliable way
to model annotators’ skills. However, we also found that certain thematic questions of
existing established methods could approximate their music affinity, potentially reducing
the costs of profiling non-recurrent users. These are breakthrough findings that encourage
future crowdsourcing research on music transcription, as our systematic approach in
evaluating the performance and skills of the crowd enables the generalisability of our
findings in the field.

Enthusiasm about music. Our access to human participants was diverse and inclusive.
Contrary to previous works in the domain where human transcription was involved,
we conducted research with a wide variety of participants, employing a total of 374
crowd workers, recruiting 64 semi-experts from youth orchestras in the Netherlands, and
analysing community-driven information for nearly 6,000 classical music composers on
both YouTube and Wikipedia. Feedback from active participants was very encouraging:
while people on online platforms liked our tasks and wanted to return in future studies,
semi-experts found our approach relaxing, as micro transcription tasks alleviated the
“tediousness” of transcribing a music score. On the other hand, participants already
accustomed to transcribing music wanted to work with longer excerpts. The small por-
tions of the score that were presented to them, were breaking the themes and motifs
of a piece, making the task more “mechanical” for those annotators. For the untrained
crowd, though, the tasks only caused low to medium cognitive load, with the inclusion of
audio excerpts being a pleasant break between more traditional annotation tasks. Along-
side the enthusiasm that users showcase when sharing music-related information on
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community-driven platforms, we witnessed that people in general can be self-motivated
when it comes to generating information for music. Such enthusiasm should encourage
future works on the crowd’s inclusion, as the music domain is in need of diverse, openly
available annotated datasets and we believe that non-experts can play a crucial role in
scaling up those processes.

Handwritten musical notes. The corpus of classical music is immense, covering an
ever-expanding set of composers spanning centuries throughout history. The “classical
music” genre covers an extensive set of musical styles, each with its own musical struc-
tures and instrumentation. Despite current notation practices being fairly standardized,
handwritten transcriptions, overlayed corrections, or adjustments on the corners of pages
are very real and valid challenges.

Through our interaction with orchestras, we found that such information is very
valuable to performers and music librarians. Notations and alterations by famous conduc-
tors are invaluable to youth orchestras, who argued that knowing how other orchestras
changed famous pieces could inform their versions. Also, large orchestral organizations
like The Royal Concertgebouw Orchestra in Amsterdam, want to preserve alterations
made by famous conductors, for future reference or historical reasons. Such notations
though are notoriously difficult to tackle (see Section 1.3). They could span from textual
notes to symbols overlayed on top of existing ones to whole systems of notes altering
completely a passage. While we did not tackle such challenges in this work, we believe
they need special attention in the future because of the value and enrichment they bring
into existing music transcriptions.

Transcription tooling. When discussing preserving music transcriptions, we also needed
to identify existing tools and the format in which we would store our transcriptions. We
quickly found that XML-based documents are the most popular digital format for seman-
tically rich music scores, while most robust transcription tools were proprietary. Although
graph representations of music scores have been examined in the literature [23, 7, 72],
XML documents are an established “tradition” in digital semantic representations of
music scores, and it was the chosen format to store our transcriptions in this thesis. We
discovered certain challenges that one needs to be mindful of when designing transcrip-
tion microtasks using XML as the target format. When working with MEI in this thesis,
we found that a certain pre-processing of the segments is required, as the task needs to
show only portions of the score, but the rendering module needs information regarding
the whole XML document. Certain score information such as key and cleffs, need to
be prioritised properly as they will affect all subsequent music information. This will
ensure the correct rendering of the score segments to the annotators, while the system
processes the document. Additionally, when following the microtask design workflow, one
should assign more than one annotator per segment-annotation tuple and measure the
inter-annotator agreement to resolve any conflicts. In the case of score transcription, the
rendering of an annotated score segment might look the same between two annotators,
but the underlining, generated XML snippet might differ. This creates a challenge that a
researcher might have to tackle effectively through tree comparison algorithms.

Our UI designs and tools were inspired by popular existing tools but adapted to our
purpose. Throughout the thesis, we assumed that, to an untrained crowd, music notation
would already be novel and “distracting”, and we, therefore, opted for minimalism and
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familiarity as preferable design choices. Additionally, sound proved a strong stimulus
to the participants, especially when complex and longer excerpts needed to be anno-
tated. This is a result that is in line with the experimental findings of the “CosmoNote”
system [24], created and published at the end of this PhD trajectory, which provides long
audio excerpts for performance annotation using a Web-based system for citizen science.

In our studies, the feedback from both non-experts and the participants from youth
orchestras was encouraging and we learned a lot about human-computer interaction in
the context of music transcription. Contrarily to our assumption, we found that untrained
workers were not overwhelmed by music notation, and found our studies “well thought
out”, while the included audio excerpts were perceived as “fun” and engaging. In all of our
studies where audio was included, we also found that crowd workers possessed audio
equipment of adequate quality, a fact that could have resulted by the COVID-19 safety
measures and the rise of remote working.

Despite publishing our solutions, we have to point out the general lack of proper
tooling that can enable researchers of different technical backgrounds to pursue the
principles of this thesis. Tools and interfaces that are familiar to (semi-)experts are often
proprietary, where researchers need to acquire licenses to use them. Especially in the
context of microtask design and online hosting of the tasks, these tools prove to be
limited, as they are not designed for such cases. This leaves only a few choices of freely
available and customisable digital score transcription tools, which are often tailored to
specific output formats. For the domain to flourish, we need coordination among the
research community to develop standards and tools that can enable researchers to freely
experiment with hybrid-annotation workflows for music.

4.3. FUTURE OPPORTUNITIES
Through this thesis, we wanted to research the capabilities of untrained annotators
and push past the general notions regarding their skills and performance in knowledge-
demanding tasks. Their inclusion is pivotal for the success of large-scale, hybrid intel-
ligence systems that specialise in music digitization and annotation. They can assist
in expanding our efforts to create training data, support evaluation processes, and aid
experts by contributing to laborious tasks. Our findings on classical music have already
been useful in studies of other music traditions [58, 105] and we believe they can fur-
ther inform future research for including untrained contributors in music annotation
processes.

Through this work, we also obtained insights that apply beyond the scope of this
thesis. Firstly, when looking into music comprehension and cognitive mechanisms of
people, we were exposed to literature on biases that might be present in annotators, which
can affect their performance in music tasks. Enculturation has shown to play a certain
role in musical memory and performance evaluation tasks [22, 4], while the emotional
response has shown to be more universal [3], with the phenomenon only affecting the
perception of more specific music styles [8]. From our findings and previous research [56]
though, we believe that properly exposing annotators to examples of unfamiliar musical
concepts can minimise the effects of such biases.

This could be explained by common characteristics that are shared between music
traditions. In the case of classical music, repetition of parts, their reintroduction and
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expansion on them, is a prevalent characteristic of the genre but not unique to it. In
Jazz and Traditional/Folk music, composers often utilize such creative methods, while
referencing other music pieces or borrowing from other composers is also prevalent
and often used as a “homage” to other composers or compositions. Other music gen-
res are also well known to have repetitive motifs and well-defined structures, such as
“Schlager” music (European-style of popular music) and the traditional Christmas and
children’s songs. Such musical characteristics could potentially be utilized as “anchors”
to familiarise untrained annotators with music traditions outside their experiences.

Finally, focusing specifically on preserving classical music information, we need to be
mindful of the plurality, multiplicity, and range of the tradition. Classical music composers
would be inspired by the tradition of their contemporary era, but often combine elements
uniquely while pushing the boundaries of the tradition to “invent” their own style. In a
comprehensive score analysis, we should be able to store such information, by identifying
its parts and the recognized traditions it follows. We should also connect the music piece
and its composer to potentially other composers who rearranged the original score or
from whom the original composer might have borrowed. Through our interactions with
experts, we found that tracking such connections is very important for preserving the
history and the heritage of classical music. This can prove to be a particularly challenging
feat in a tradition of such longevity, but we believe that the general crowd has showcased
perception, enthusiasm, and attention skills that could be leveraged to embark on such
attempts. Works like those presented in this thesis, can provide proper tooling and task
designs that can assist both the crowd in their work, but also enable their “co-existence”
alongside experts and automated methods, making such ambitious goals more attainable.
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