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Abstract
Robots are increasingly deployed in various locations to automate tasks, including in barns. However,
in barns cows can obstruct the sensors such as LiDAR or camera, leading to a lack of environmental
information. As a result, the robot’s localization system only relies on odometry at those moments,
introducing additional uncertainty to the robot’s pose. When the visibility of the environment is restored,
the robot may mistakenly believe it is in a location that does not correspond to its actual position.

The first contribution of this master thesis is a novel method for improving the self-localization in
barns by implementing a line detection algorithm which is called Line Adaptive Monte Carlo Localization
(LAMCL). The novelty is that only line segments are used to detect a localization error instead of corners
between different line segments. It also retains the robot’s current pose to filter out fault-detected
localization errors. In addition, the new approach is applied in a dynamic environment. The proposed
method combines the Split-and-Merge line detection algorithm with AMCL. The detected line segments
are compared with the walls in the environment to identify localization errors. When an error is detected,
the robot’s pose is adjusted by placing a section of the particles at the location of the error. In this way,
the robot can find its true location again.

The second contribution is a new dataset. This new dataset, called DataCow, consists of four
recorded routes in a barn with GT on a handful of spots to evaluate the self-localization. DataCow
includes the pseudo-2D LiDAR scans and the odometry of a robot driving through a barn. This dataset
is used to evaluate the new self-localization method LAMCL. Through the experiments, it has been
discovered that this new method improves the system’s recovery ability, but the accuracy and precision
are compromised. The influence of the hyperparameters of the new method is also tested.
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1
Introduction

1.1. Background
The world’s population is expected to increase by nearly 2 billion persons in the next 30 years according
to the United Nations [57] and conservative estimates show that demand for food will increase 70%
over the next 30 years [30]. To meet this demand, more food must be produced in the future. Lely is
a robotics company that focuses on farming innovations. The automation of the first link of the food
chain is the beginning to meet the increasing demand for food. One of Lely’s robots drives around
autonomously in a barn to keep the barn clean with pre-programmed routes. However, to operate
properly the robots need to localize with reference to a map. This is challenging in barns because cows
are able to move around freely and might obscure the view of the surrounding area as a group. The
environment is also characterized by long corridors that look mostly the same which makes it difficult
to determine the location from a glance. More specifically, in this thesis project a barn of approximately
600m2 with 120 cows is considered. The robot itself is 1.2m wide, 1.5m depth, and 2m high and
is programmed to drive to certain waypoints with the two wheels it has, which makes it a holonomic
system. For localization, the robot currently uses a stereo camera which produces a 3D point cloud.
An algorithm converts the point cloud to a planar LiDAR scan. A 2D map is the input of the Adaptive
Monte Carlo Localization (AMCL) algorithm together with the planar LiDAR scan and odometry of the
robot. Odometry is the movement of the robot seen from within the robot itself. This is done with a
combination of IMU data and the displacement of the wheels. To understand why AMCL struggles with
the barn environment, the next section will give a more detailed explanation of its components, and
why they can fail in dynamic barn environments. For generalization, Lely’s robot is referred to as a
mobile robot in a barn in the rest of this thesis project.

Adaptive Monte Carlo Localisation
AMCL (Adaptive Monte Carlo Localisation)[1] is an algorithm used by robots to find their own location in
a known environment. Figure 1.1 shows the system with its inputs, internal AMCL process, and output.
AMCL is a modified version of MCL which consists of three steps: the motion update, sensor update,
and resampling. In the beginning, the first step is different from the motion update. Instead of using a
motion update, a large number of particles are spread across the map. These particles represent the
poses where the robot might be. Besides the change in the first step in the initiation, the sensor update
and resampling are the same.

1. Themotion update is the first step. All particles are moved with the motion measured by odom-
etry and an extra Gaussian noise. These particles are called the prior of the algorithm.

2. The sensor update uses the sensor measurements to iterate over all the particles and checks the
probability of the robot being in each particle’s place. Each particle is given a weight to represent
how well the particle matches the sensor measurements with the given map. Since the particles
are now compared with the likelihood of being in a particular pose the particles are now called the
posteriors. When there are too few measurement points available the uncertainty in the location
grows. When this occurs the particle cloud will spread.

1
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3. With resampling, new particles are generated based on the old ones to represent the highest-
scoring particles after which another iteration starts with the motion update.

Figure 1.1: Pipeline of the localization system. The green box is included in the AMCL algorithm

An important feature of this algorithm is that the robot can autonomously locate itself. This can
be done even when the localization has gone wrong a couple of meters after the robot has been in
operation for several hours. Finding its own location again is useful if a robot has to drive autonomously
all the time. In fact, a localization error does not require a person to assist in order to get the robot
operational again.

The mobile robot drives around in a barn with cows. This is an indoor and dynamic environment. A
barn with cows has the characteristic that there are many long straight stretches with the same kind of
walls of about 0.2m or 0.7m high. There are also fences to stop the cows which also have a bar at 0.7m.
So the cows walk freely in the barn, making the environment dynamic. Many cows can stand together
in certain places, for example near the milking robot. In these places, the robot loses its external sensor
information. Only with the internal sensors, there is uncertainty in the robot’s movement. The longer the
interruption of the external sensors, the greater the uncertainty of self-localization becomes. With too
much uncertainty, the robot may be unable to find back where it is and has to do a so-called recovery.

1.2. Problem statement
The robot only knows it is at a different position from the one received from AMCL when it runs into
a wall or takes a turn too tightly. This is not desirable, because a recovery from an incorrect location
estimate takes time. To identify the main causes of these temporal location errors, a day’s worth of
data from the robot navigating independently through the barn with cows was examined. During this
analysis, the causes, as well as the consequences of a localization error were investigated.

The two main problems are shown in figure 1.3 and 1.4. Figure 1.3a shows that the measurements
are in a straight line and represent the wall. Themeasurements are rotated relative to the wall. However
since the robot does not have particles that are in the right spot, AMCL does not correct this. In figure
1.3b the particle cloud is split into two parts. This may have occurred because AMCL has had to make
a decision before and, for example, mistook a cow for a wall. Given the localization, the other cluster
would be a better choice from an external point of view. However, the algorithm does not know the
difference in the rotation if the total error is the same as shown in figure 1.2. In the situation of figure
1.3b the rotated chosen cluster has a lower error than the cluster parallel to the wall. The right cluster
is too dense and is too much forwards to correct to the right spot. This is also seen in figure 1.4 where
the wall and corners are visible in the measurements for a human eye, but the robot has no particles
in the right place to correct this.
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Figure 1.2: Black line represents the wall with the green dots measurements of the wall. Both situations have a total error of 12
although the actual location of the robot is completely different

(a) Measurements, as seen from particle cloud, are rotated (b) Particle cloud broke up, but the wrong cluster is chosen

Figure 1.3: Top view of the map with the robot, particles, and measurement points. The particles are represented in red with the
robots’ transform frames on top. the green and orange dots are planar lidar measurement points at respectively a height of 0.2m
and 0.7m. The map is a combination of obstacles represented at a height of 0,2m and 0,7m

(a) Corner measurements do not overlap with the map (b) Wall measurements do not overlap with the map

Figure 1.4: Location could not be restored because particles are too dense

The challenge is that this robot only has a stereo camera and a map of its environment to determine
its position. So when cows walk in front of the robot, no fixed barn structures can be seen. AMCL is
specialized in cases when there is uncertainty in the measurements. The particle cloud will expand
when the uncertainty of the localization grows. However, the algorithm converges too fast to a specific
spot in some cases where enough measurements are available again. This results in situations where
there are no particles in the real location of the robot later in the route. This causes situations where
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the measurements can not be in line with the map of the environment and AMCL does not restore the
localization.

In the related work chapter, the possibilities of re-initializing particles at the location of the robot
will be investigated. Additionally, other ways to improve localization are being explored. To improve
localization, it is possible to look at how the measurement points can be used to modify the particle
cloud when it is not spread enough to correct the error. Therefore, a part of the research will focus on
how the information about the measurement points can be extracted from the measurement points and
used to reduce localization offsets by adjusting the particles’ location while resampling.

1.3. Research questions
The robot in the barn uses pseudo planar LiDAR, which means the measurements are a 2D LiDAR
scan converted from a stereo camera point cloud. In order to make the final result work with this limited
input and process power, the focus will only be on planar LiDAR to narrow down the scope of this
master thesis.

The main research question is:

Does using extracted lines from a planar LiDAR improve the accuracy, precision, and
robustness of self-localization with AMCL for a mobile robot in a barn?

The research question is separated into multiple sub-questions to answer the main research ques-
tion.

1. Can the localization with AMCL be improved by correcting for offsets by resampling particles
through additional line extraction and matching between those line segments and map?

2. How can the accuracy, precision, and robustness of self-localization be tested and evaluated in
a real-world barn environment?

3. How sensitive is the new self-localization method to hyperparameter choices?

1.4. Document structure
Chapter 2 has an overview of methods that have been done to improve self-localization. This also
covers different line algorithms that could be used and methods to evaluate the performance of a
localization system. This is also where the research gap in the literature becomes clear and what this
master thesis will add. Chapter 3 explains the three parts of the contribution with why they are needed,
what they do, how they do it, and a description of the parameters they use. In Chapter 4, the new
dataset and experiments are described, explained, and their results are shown. Finally, Chapter 5
discusses the results and draws conclusions closing with recommendations on what could be done to
improve it even further.



2
Related work

In this section, three topics are covered to see what related research has been done. The first topic is
improving localization inMCL. This is examined because the robot uses AMCLwhich is an improvement
to MCL. These findings can be used to see what other improvements have been made. Secondly,
different line algorithms are examined because the goal is to improve localization with extracted lines.
The lines are extracted from pseudo-LiDAR, so the different factors that can cause errors are also
examined. Thirdly, we will look at how the performance of the self-localization can be tested and
evaluated to eventually compare the new method with the current method.

2.1. Localization error improvement
Self-localization is widely used for robots that need to drive autonomously in an environment [28, 50,
40]. The robot in the barn uses AMCL which is a modified method compared to MCL. Likewise, there
are other methods of self-localization that have an adjustment with the goal of improving localization.
The current algorithm works with particles, hence variations of self-localization methods related to the
update step of the particles will be considered first. Thereafter, other possible methods will also be
discussed.

2.1.1. Change of localization method
Adaptive Monte Carlo localization
AMCL [21] is a variation on MCL. Instead of using variations in the order of the algorithm, AMCL
changes the way the particle update state works. MCL has a fixed number of particles throughout
the whole localization which is dependent on the computer power. So, when there is a high certainty
the robot is in a specific spot, the particles are close together. In situations with low certainty, the
particle cloud is less dense, because of its spread. AMCL tries to solve this problem by dynamically
changing the number of particles in the algorithm. When the uncertainty becomes larger, the number
of particles increases as well. This means that the density of the particle cloud is quite constant when
the uncertainty in the localization rises. Fox [21] shows that this adapting sample size needs 12 times
fewer particles on average to achieve the same error as the MCL approach.

Biased Monte Carlo localization
Biased Monte Carlo difference from MCL in the way it samples particles [56]. Where MCL places
new samples at possible locations, Biased-MCL takes into account the extra probability of the robots’
dimensions. Given the fact that a robot can not locate itself into the wall, those particles will be filtered
out right when the new samples are thrown. This could even end up taking into account the properties
of the environment. Such as if the robot is charging, a quite specific pose should be provided to do so.
Other non-charging poses are then excluded from the probability of particles.

Unscented Monte Carlo localization
Another variation of MCL that affects the particles is Unscented Monte Carlo localization [18]. The idea
of unscented sampling is that samples are drawn with sigma points instead of based on the mean of
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the samples. Figure 2.1 gives the idea behind this method. Fei J. et al. [19] discovered that adding
this method to MCL outperforms regular MCL and Rao-Blackwellized (EPF-MCL). It has an average
position error of 0.10m whereas MCL has an average position error of 0.15m both with 15 particles.
Even with fewer particles, Unscented-MCL shows better results than MCL.

Figure 2.1: Unscented transform (UT), the idea behind unscented sampling, figure 1 of [61]

Rao-Blackwellized particle filter
By adding a Rao-Blackwellized (RB) particle filter [26, 44, 27] to MCL, a new type of MCL is created
which has a change in the way the particles update. With an RB particle filter, the pose is split into
a non-linear position and linear orientation. The basics of an RBPF are compared with EKF and the
regular particle filter in figure 2.2. With the computational efficiency of the particle filter and the update
steps of an Extended KF the RB particle filter extends the regular MCL and EKF in performance

Figure 2.2: Rao-Blackwellized filter compared to Extended KF and a particle filter. Figure 1 in [26]

Normal distributions transform Monte Carlo localization
Normal distributions transform Monte Carlo localization (NDT-MCL) [46] is a variation on MCL with a
likelihood field model that changes the way the map is represented. Instead of a grid with a defined
grid size, the obstacles are represented as a normal distribution. This continuous representation of the
map instead of discrete gives the sensor model a more precise error, which results in more continuous
errors for the particles. Here regular MCL has an error of 0.054m, NDT-MCL has an error of 0.014m.

Dual-timescale normal distributions transform Monte Carlo localization
Dual-timescale normal distributions transform Monte Carlo localization [58] is an advanced version of
NDT-MCL. It adds a new feature to the map which improves the beam measurements. It keeps track
of a dynamically changing second map beside the regular map. This map is updated when there are
measurements in a specific spot for some time. This is especially useful in warehouses where there
are multiple robots driving through a semi-dynamic environment due to the moving boxes.



2.2. Line algorithms 7

2.1.2. Other studies
Liu [33] introduces a new method for accurately locating 3D LiDAR-equipped robots without relying on
GNSS. It uses AMCL and multiple sensors, including 3D LiDAR, IMU, and a wheel speed odometer.
The method combines data from the wheel speed odometer and IMU to achieve better accuracy using
the Extended Kalman Filter. This fused sensor data helps predict the robot’s initial position in the AMCL
algorithm. Then, the AMCL output at different time points is used in the PL-ICP algorithm to align the
3D laser point cloud. The PL-ICP algorithm also calculates a 3D laser odometer, which corrects the
AMCL’s initial prediction. This method enhances the performance of 3D LiDAR-based robot localization
without the need for GNSS.

Tang [54] published a new algorithm with the addition of a grid. This algorithm shares similarities
with MCL, but it differs in how it selects the sampling area and sets up the prediction grid. The key
distinction lies in how it constructs anchor boxes and sample boxes while utilizing node mobility to
minimize the sampling area. This area is then divided into smaller cells using the prediction grid. The
grid is updated based on information gathered from the seed node, and as long as this seed node data
is available, the original MCL algorithm is applied. The main change is that each sample now receives
the weight of the grid cell it corresponds to. In simpler terms, the algorithm uses a modified version
of MCL, adjusting the sampling area and grid setup to enhance localization accuracy based on data
obtained from the seed node.

A more basic approach by sampling particles in an area is augmented MCL [56]. Random particles
are placed in the particle cloud such that the possibility of particles’ absence at the true pose of the
robot is reduced. The random particles are sampled from either a uniform distribution of the pose space
or the posterior distribution of the measurement [12].

Other studies that improve localization are for example Miguel [35] and Obregon [38] where they use
additional GNSS information or Liu [32] which uses neural networks to merge vision and the 2D laser
data. Ge [24] uses a text-based MCL method to extract additional information from the environment
and use it to improve localization. Where Portugal [42] uses a combination of sensor data fusion and
scan matching techniques to make the system perform more smoothly.

2.1.3. Features usage in self-localization
The features found in the measurement points can be used to improve the self-localization of the robot.
Kang et al. [28] uses the extracted lines in the LiDAR measurements to improve the localization. By
matching the detected lines with the map the error in the self-localization can be corrected. Due to the
error in the measurements themselves, it is not possible to exclude the complete localization error.

Another way in which features from LiDAR data can be used is for mapping an unknown environ-
ment. By converting the data points to lines, the layout of the environment is determined and the walls
are located. This map can eventually be used for localization or navigation, for example. In the planar
LiDAR data, in addition to walls, corners can also be used for features. Amin et al.[3] have a state-of-
the-art method of determining corners independently of the line extraction, making their method faster
than the standard corner detection in IEPF. When data does need to be clustered it is impossible to
find out in advance how many lines there are exactly. Yang et al.[63] comes up with a method that
solves this problem so that it is not necessary to know in advance how many different lines there are.
However, this method is especially suitable when the data points are not delivered as a planar LiDAR
scan, but as a 2D point cloud. Another approach is done by Ravankar et al.[45]. They use a hopping
method through the points combined with Hough transform-based algorithm to determine the lines.

2.1.4. To sum up
There are several variations of Monte Carlo Localization which show an improvement in the localization
of a mobile robot. In section 2.1.1, the variations discussed are adaptations of MCL based on a change
in how to deal with the particles. Similarly, MCL has already been improved by combining additional
sensors or handling input data in a smarter way. Furthermore, Kang et al. [28] showed that localization
can be improved by using features such as walls and corners in the measurement points.

2.2. Line algorithms
The first sub-question is about line detection algorithms that can be used to extract line structures from
planar LiDAR measurements. Before explaining the different methods it is important to understand
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what LiDAR is and what influences the structure of the planar LiDAR measurement.
Light Detection And Ranging (LiDAR) is an active sensor that uses the time between outgoing and

incoming laser signals to calculate how far the near obstacle in a given direction is [15]. These points
can be converted to 2D measurement points in the map that can be used as input for self-localization.
In the Introduction is mentioned that, when an error in self-localization occurs it could be that the particle
cloud converges too quickly to a location that is correct for the algorithm. In those situations, there are
no particles in the real location of the robot anymore and the measurement points can no longer be
viewed from locations other than those of the particles. Still, it can be seen in figures 1.3 and 1.4 that a
good measurement is clearly visible to the human eye. However, this human-observed information is
not available to the localization algorithm. In situations where there is a structure in the measurement
points visible to the human eye, the algorithm could use this information to find the right pose if the
algorithm could also extract this information.

2.2.1. Type measurement errors
In order to find structure in measurement points, it is important to know how the measurement points
may differ from the actual situation measured. The measurement points may contain measurement
errors that can be divided into four different categories: small measurement noise, errors due to unex-
pected objects, errors due to failures to detect objects, and random unexplained noise [56].

Figure 2.3: Types of different distribution likelihood errors. In each diagram, the horizontal axis corresponds to the measurement
𝑧𝑘𝑡 , the vertical to the likelihood. 𝑧𝑘∗𝑡 represents the true range of the object. Figure 6.2 in [56]

1. Small measurement noise is shown in figure 2.3a. The probability of measuring the object at the
true range of the object has a Gaussian distribution named 𝑝ℎ𝑖𝑡. This is mainly due to the accuracy
of the sensor. This 𝑝ℎ𝑖𝑡 due to the noise in measurement is important while finding structure in
the measurement points. Then the Gaussian distribution of the 𝑝ℎ𝑖𝑡 has a higher variance a struc-
ture could be found in more noisy measurements. The mobile robot in the barn converts stereo
camera images into LiDAR measurements, which adds extra uncertainty to the measurements.
Measurements further away from the robot have a higher variance in the Gaussian distribution of
the 𝑝ℎ𝑖𝑡 due to the pixel size in the cameras.

2. Errors due to unexpected objects are shown in figure 2.3b. Especially in a dynamic environ-
ment, an object could block the view of the known object given the map. Unknown dynamic
obstacles shave the property that they cause the range to be shorter than 𝑧𝑘∗𝑡 , surely not longer.
This likelihood probability is called 𝑝𝑠ℎ𝑜𝑡.
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3. Errors due to failures to detect objects are shown in figure 2.3c. Here, the obstacle at 𝑧𝑘∗𝑡 is
not detected and the max range of the sensor is used to fill the gap of the not reflecting beam.
This likelihood of missing the obstacle and adding the max range likelihood is called the uniform
distribution 𝑝𝑚𝑎𝑥. With LiDAR this could be caused by the fact that the beam could sense a black,
light-absorbing object or when measuring objects in bright light. The mobile robot in the barn uses
a stereo camera and uses similarities in the two images to gain the depth image which is used to
create the point cloud and a planar LiDAR scan. A failure in this system could be that similarity is
not found, so no depth can be calculated in a specific region which results in no measured point
of the obstacle.

4. Random unexplained noise is shown in figure 2.3d. There is a possibility 𝑝𝑟𝑎𝑛𝑑 over the whole
range of the beam that a random error occurs that gives measurement 𝑧𝑘∗𝑡 another range. In the
case of a mobile robot with a camera, this could be a light reflection on the ground.

By combining the four distributions of the different errors the combined likelihood of measuring 𝑧𝑘𝑡
at 𝑧𝑘∗𝑡 is shown in figure 2.4.

Figure 2.4: The combined likelihood of measuring 𝑧𝑘∗𝑡 along the range of the beam. Figure 6.3 in [56]

In conclusion, there are different types of noise/errors that can occur in the range of a beam. By
comparing the LiDAR beams with the stereo camera-generated ones, the 𝑝ℎ𝑖𝑡 distribution could be
more spread. And since there is a comparison between the two images of the stereo camera, which
could fail, the 𝑝𝑚𝑎𝑥 can also occur more than in LiDAR-generated beams.

2.2.2. Structure in measurements points LiDAR
Themeasurement points of the LiDAR consist of points in the 2Dmap. The first thing to do is distinguish
between real measurement points and noise. This can be done using, for example, beam skipping [56].
If a certain beam for all particle filters has an error greater than the preset beam skip threshold, but the
rest of the beams are within the margin, this is an indication of the quality of the beam. For example,
this beam may be a dynamic obstacle that is not known on the map. By filtering out these anomalous
beams, faulty measurements have less influence on determining the robot’s pose. Borges et al. [8,
9] evaluate the noise present at the measurement points depending on the distance from the object.
Shown in Figure 2.5a. Once the bias error at the different distances has been measured by testing,
the new measurements can be corrected for this. Borges et al. filter out a bias error of up to 0.15m
depending on the distance to the measured object. The residual noise due to the absence of high
accuracy is shown in figure 2.5b.
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Figure 2.5: (a) measurements of an object plotted with the real distance on the horizontal axis and the differences between the
measurement and the true distance on the vertical axis. (b) measurements after filtering the bias. Figure 2 in [9]

The structures found in the measurements point are lines and angles [8, 10, 9, 6, 31, 36, 37]. The
lines, visible in the measurement points of the planar LiDAR, are the walls near the sensor. There are
several state-of-the-art methods [31] to extract this line structure from the measurement points.

Successive Egde Following
Successive Egde Following(SEF) [49] is the most basic algorithm. All it does is connect all points in
one line to create a line. However, this is not desirable for feature extraction of walls because it includes
noise and dynamic objects. Besides, there are no obvious lines that could be detected as walls. It is a
simple and efficient method, but sensitive to noise.

Line Tracking
Line Tracking (LT) [59, 8, 9] begins with the first two points and draws a line between them, the third
point is added when the distance from the line to the third point is within threshold 𝑇𝑛. This continues
until the distance is larger than 𝑇𝑚𝑎𝑥, then a new line is started. See figure 2.6a.

Iterative end-point fit
Iterative end-point fit (IEPF) [16] takes a subset of the measurements and defines it into two new
different subsets. As long as 𝑇𝑛 > 𝑇𝑚𝑎𝑥 the algorithm will split the two subsets again. When 𝑇𝑛 ≤ 𝑇𝑚𝑎𝑥
is satisfied the algorithm is done. See figure 2.6b. It is robust against noise and can overcome gaps in
the line segments. Meanwhile, it is sensitive to outliers and computationally more expensive compared
to other methods.

Figure 2.6: LT and IEPF algorithm for line extraction. Figure 6 in [9]

Split-And-Merge
Split-And-Merge (SAM) [41, 8, 9, 23] has the same principle as IEPF by splitting a line until 𝑇𝑛 ≤ 𝑇𝑚𝑎𝑥.
It has an additional step of filtering out outliers and combining split lines based on similarities and the
requested number of groups. It can handle complex structures since it can deal with the presence of
noise and gaps. All the complexity is handled by quite some parameter that needs to be chosen.
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Random Sample Consensus
Random Sample Consensus (RANSAC) [36, 37] is a robust algorithm for fitting a model in data with
outliers. The features in the planar LiDAR data are the walls. These are represented by straight lines
in the measurement points with a certain variation. These lines can be considered first-order linear
models. The noise of the sensor are outliers in the data. RANSAC can filter these out by fitting a linear
line in the data to distinguish the noise from the measurement points representing a wall. It is robust
against outliers and noise but needs parameter tuning to get the best result.

Hough Transform
Hough Transform (HT) [39] is about rotating a line through every measurement point. The right angle
between the line and the origin has a distance and angle regarding the origin. This distance against
the angle is plotted for every point. In the end, the most fitted line through the points is highlighted in
the graph and can be used to draw a line through the points. It needs quite some computation power
since it draws a rotating line through every point to find the best-fitting line.

Over-segmentation, undirected graph, and line extraction
Over-segmentation, undirected graph, and line extraction [31] is an improvement on IEPF with a combi-
nation of an undirected graph. In IEPF the threshold is automatically adjusted according to the number
of points in the group. This results in a better and quicker process. The undirected graph is to find out
the relations between the different groups. This helps to merge lines with similarities.

Compared to the other state-of-the-art methods the undirected graph method has the highest correc-
tion and accuracy with differences up to 200%. Adding an undirected graph increases the computation
time, but it can still run in real time. In figure 2.7 a comparison is made between the different line extract
methods. It is given that HT and RANSAC based on the speed, correctness, point- and edge error are
not the methods to choose since they score lower than the other methods. The ‘ours’ method (undi-
rected graph method) outperforms the other methods in correctness and accuracy error. Split-merge
and IEPF are behind the ‘our’ performance and form the high middle mode in the performance of line
detection algorithms.

Figure 2.7: ‘Ours’ is the last named method above with the undirected graph. The comparison shows that it has the highest
correctness and accuracy. These higher values are a trade-off against speed. Table II in [31]

2.2.3. To sum up
The first sub-question is about lines in planar LiDAR measurements which could contribute to more
robustness. In conclusion, while searching for lines in the planar LiDAR measurement points, it is
important to take into account the noise that may occur in the measurement points. The bias noise can
be tested for filtering out in the future. Determining the maximum variance in the remaining noise can be
used to determine whether a measurement represents a wall or noise. This is especially important with
the stereo camera because the variance in the measurement points of a wall increases with distance.
Several line segment extraction methods have been examined and compared. Split-Merge, IEPF, and
the variation on it from Li et al. with the graph are the best options according to the correctness,
accuracy, and computation time.
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2.3. Performance evaluation
The second research question pertains to testing and the evaluation of self-localization. There are
different metrics to test the performance.

2.3.1. Metrics
There are different metrics of an algorithm that can be measured to determine its performance:

1. Accuracy is about how well the result is compared with the true value. Accuracy is hard to test in
self-localization because you do not know the true location of the robot. Therefore a ground truth
is needed which provides an absolute measure of accuracy [5]. By comparing the algorithm’s es-
timated positions with the ground truth, it can be measured how much the algorithm’s estimates
differ from the actual locations. This allows us to make fair comparisons between different al-
gorithms and understand their strengths and weaknesses. Without ground truth, evaluating the
algorithm would rely on subjective judgments or indirect measurements, which makes it hard to
know how well the algorithm actually performs. The quantitative evaluation can be done with
error metrics like mean error or root mean square error, to measure how closely the estimated
positions match the true locations [60]. This precise evaluation helps to understand how reliable
the algorithm is and whether it consistently provides accurate estimates in different situations
and environments. Additionally, ground truth helps assess the robustness of self-localization al-
gorithms. By comparing the algorithm’s performance in challenging conditions, such as when
the environment is partially blocked or when there’s noise in the sensor data. Ground truth data
gives the ability to analyze algorithm failures more effectively and develop strategies to make the
algorithm more adaptable and reliable.
Without ground truth, alternative evaluation methods like using surrogate measurements or re-
lying exclusively on sensor data can be used, but they have their limitations [53]. Surrogate
measurements, such as using an external tracking system or trusting the accuracy of other sen-
sors, can introduce additional errors or inaccuracies that affect the evaluation results. A method
for external tracking is the use of beacons [17] where they measure the Euclidean distance to
the robot. By 3 or more different beacons the 2D position of the robot can be measured. When
the evaluation only depends on sensor data for evaluation it lacks a benchmark for comparison
and makes it hard to know how well the algorithm is actually performing. Another method is with
a landmark. The relative position of the robot can be compared with the true pose in this way.
With for example a line marked on the ground of the exact route which the robot has to follow,
the precision can be measured. Ground truth errors could occur due to the marking process or
map distortions [25]. Wang et al. [62] use two known points in the environment where the robot
has to drive from one to the other. The error regarding the second point can be measured.

2. Precision is about how constant the result is when the process is repeated. The precision in
self-localization can be compared with the variation in paths when a specific trajectory is driven
a couple of times. In [47] the robot drives a specific route a couple of times. After every route, an
image is made from the same point of view. If the robot overlaps perfectly in the combined images
it has high precision. Figure 2.8 shows the difference in the precision of the two algorithms. Note
that this does not give information about the accuracy. In the comparison of [60] they use the
root-mean-squared error (formula (2.1)) and the max error to evaluate the algorithms.
In [47, 60, 27, 18, 26] the robot drives a specific route a couple of times as well, but the evaluation
of the precision is done by plotting all the routes on another to visually present the variation in the
different routes.

𝑅𝑀𝑆𝐸 = √
∑𝑁𝑖=1 ‖𝑦(𝑖) − 𝑦(𝑖)‖

2

𝑁 (2.1)

𝑦(𝑖) : Ground truth (GT) pose of the robot
𝑦(𝑖) : Calculated pose of the robot
𝑁 : Number of poses
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Figure 2.8: Positioning precision visualized: Fifteen images recorded from a stationary camera overlaid in positioning accuracy
test. Figure 1 in [47]

3. Latency [37, 6] is about how fast the input data such as odometry and sensor measurements
are processed in one iteration. The amount of iterations per second is also referenced as speed
in Hz. It could also be how fast the algorithm converges to the right pose of the robot pose from
an unknown start location if the algorithm is able to do so. The time to find the right beginning
location is connected to the processing power on the system. The location can be found faster
with more particles, but this requires more processing power.

4. Qualitative analysis can also be used to evaluate the performance of the robot. By counting
the wrong positions of the robot by observing the robot during its route. Such observation is also
done in the analysis in chapter 1.2 to find the most common error. Features in the environment
seen by the camera can be used here. When the robot is not in the right place, the measurement
points do not overlap the map properly, this error can be calculated. In this way, accuracy can
also be analyzed.

To conclude, there are different ways to evaluate the performance of a self-localization algorithm.
Performance in driving can be analyzed by accuracy or precision. A ground truth is necessary when
evaluating the accuracy of a mobile robot. This can be done by marking known positions in the real
world and letting the robot drive through them. Another simple method is analyzing the time needed
for the calculations. In this way, it can be verified whether the algorithm can be used in real time.

2.3.2. Usage of a dataset
Datasets allow comparisons between different self-localization methods. By evaluating multiple meth-
ods using the same dataset, the performance can objectively be assessed and evaluated which ones
work best in different situations. This helps understand the strengths and weaknesses of each ap-
proach [13]. Datasets could reflect real-world situations as well, including various lighting conditions,
sensor noise, and other factors that affect the self-localization accuracy. By evaluating a system on
these datasets, it can be seen how well it handles different real-world conditions. This is important
for making sure the algorithm works well in practical applications [20]. Using datasets also promotes
transparency and reproducibility. When the dataset is available to others, it enhances the replication of
experiments and validation of results. No datasets are available for self-localization in a barn. However,
there are datasets used for self-localization in self-driving cars and other studies.

RAWSEEDS
The RAWSEEDS dataset [60, 13, 20] includes in- and outdoor datasets created to evaluate the differ-
ent methods for self-localization with mobile robots. It is also used for simultaneous localization and
mapping (SLAM) [29] which adds an extra step to localization by mapping the unknown environment
with the images of the stereo camera. The dataset contains data from LiDARs, odometry, cameras,
and ground truth. The ground truth (GT) is in self-localization the most important data because it is nec-
essary to evaluate the accuracy of the system. The precision and accuracy of the sensor, which is used
to get the GT, affected the error in the GT. Therefore, evaluating using the RAWSEEDS dataset will
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include some inaccuracy in the error of the result. The disadvantage is that the dataset was recorded
in 2009, which at the time of writing was 14 years ago. This is reflected in the quality of the images
from the 0.3MP camera. In comparison, the camera of the mobile robot is 1.2MP which shows less
noise.

Crowed
The environment of the mobile robot is seen as crowded. JackRabbot Dataset and Benchmark (JRDB)
[34] and Robocentric Indoor Crowd Analysis (RICA) [48] are datasets with data from places with many
people, but are mainly focused on detecting people and do not have a map available as input for the
self-localization.

COLD
Another dataset called CoSy Localization Database (COLD) [43] is mainly focused on classifying in
which space the robot is located. The authors are in the process of releasing more comprehensive
sub-datasets including localization data based on the camera and LiDAR [4]. This new data set is
unavailable at the time of writing.

(a) Screenshot of RAWSEEDS
dataset

(b) Screenshot of JRDB with pose
estimation (c) Screenshot of RICA dataset (d) 4 screenshots of COLD dataset

Figure 2.9: Screenshots of the different datasets

Dataset Sensors Environment Number of samples Extra info

RAWSEED (2009) [60, 13, 20]

- Binocular (B/W) 0.3MP
- Mono-camera 0.3MP
- LiDAR
- IMU

- Indoor, hallways
- Dynamic - 15 fps camera’s -Low-resolution camera

JRDB (2019) [34]
- RGB-D stereo 0.25MP
- LiDAR
- IMU

- Indoor and outdoor
- Static and dynamic

- 58K depth, 15 fps
- 51k LiDAR, 15 fps

- Low-resolution camera
- Focus on human detection

RICA (2020) [48]
- RGB-D 0.25MP
- LiDAR
- IMU

- Indoor
- Dynamic

- 40k depth, 9 fps
- 51k LiDAR, 12 fps

- Low-resolution camera
- Focus on human detection

COLD (2009) [43]
- Stereo RGB 0.3MP
- LiDAR
- IMU

- Indoor
- Static - 16k camera, 5 fps - Low-resolution camera

- Focus on room recognition

Table 2.1: The different datasets most suitable to a crowed dynamic environment

In conclusion, datasets are vital for evaluating self-localization systems. They enable comparisons,
capture real-world conditions, provide measures for performance analysis, and add transparency to
the comparison due to equal input. There is no dataset that represents the barn use case. Therefore
a new dataset will be created in a barn with ground truth. In this way, the different algorithms can be
evaluated under the same conditions.

2.3.3. To sum up
There are different metrics to evaluate the performance of a self-localization algorithm, such as accu-
racy, precision, latency, and qualitative analysis. These help to compare the different self-localization
methods. A dataset can be used for a fair comparison between the methods by giving each the same
input, but there is no dataset that represents a barn use case. The accuracy of the self-localization
method can be compared to the output of the algorithm with the ground truth. This ground truth can
be measured by external sensors such as beacons, GPS, and LiDAR in the environment [17, 53]. An-
other method is internal data like cameras in combination with SLAM, landmarks, or onboard LiDAR
with more precision than the sensor for the localization of the robot [5, 60].
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2.4. Thesis contributions
The representative paper by Kang [28] shows that the accuracy of self-localization can be improved by
extracting lines and corner points from the LiDAR scan and matching them with the map. In the study,
the robot drives in a static environment with a nearly 360-degree LiDAR. This differs from the robot in
a barn driving in a dynamic environment using pseudo-LiDAR with only a field of view in front of the
robot. If due to the smaller field of view there will be much less data available per scan than in Kang’s
study so corners will not be visible very often. Instead, Kang uses these to find the x- and y-error in
the localization. In this thesis project, the 2D error will be extracted from the line segments themselves
to find the necessary localization error when no corners are available. When Kang has found an error
in the localization, the position is adjusted by the average of all errors of the corners. However, this is
only possible if you are confident that the lines found also represent the walls. When the robot drives
around in a static environment this will be the case, but not in the dynamic environment of the barn
with cows. It is chosen to adjust a part of the particle positions with the error obtained from the line
algorithm, because it is not certain, in a dynamic environment, that the obtained error is correct.

The newly proposed method to improve the self-localization, called LAMCL (Line Adaptive Monte
Carlo localization), will consist of 3 parts:

1. Detecting the line segments in the pseudo-LiDAR scan. This will be done by the standard split
and merge algorithm. Research has proved that this works well and it is easy to implement with
the given examples on the internet. However, the parameters will be tweaked because they are
made for normal LiDAR which has less noise than the pseudo-LiDAR used by the robot. The
implementation of M. Gallant [22] will be used, but adapted so it can be used in ROS2.

2. The second part is finding which wall best corresponds to a found line segment as well as deter-
mining the difference between that wall and line segment in terms of distance and rotation. A new
method will be created for this because, in the representative paper, this is done with the corners
of the measurement points, which are not available from the line detection algorithm. This will be
done based on the distance and rotation of a line segment from the wall.

3. The third part is about improving the location based on the given error according to the comparison
of the line segments with the walls. The representative paper does so by moving the position of
the robot based on the error without considering the probability of the error. In LAMCL a fraction
of the particles will be resampled based on the localization error instead of moved. The effect of
this fraction will also be tested.

To test the LAMCL, a new dataset called DataCow will be created. This dataset will consist of four
different routes in a barn with cows with the corresponding ground truth recorded at 7 to 9 different
points per route. The dataset allows for comparison between different settings of LAMCL. Chapter
2.2.1 states that there will be noise in the measurement points. Therefore, the additional noise in the
pseudo-LiDARmeasurement points will be examined in order to compensate for this in the experiments.
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In chapter 1.2, it has been explained that the main issue is the absence of particles at the location of the
robot. The availability of particles in the actual position of the robot is crucial to determine the robot’s
pose. Therefore, particles need to be placed around the robot’s actual pose if absent. One possibility,
as suggested in the related work section 2.1.2, is to add random particles at each iteration with a
standard deviation based on the current posterior pose of the robot. This increases the likelihood of
having a particle at the robot’s pose where previously there was none. Another approach is to identify
the localization error and add particles at that location specifically. Kang [28] has demonstrated the
feasibility of this through the detection of lines and corners in the LiDAR scan.

The proposed localization method is thus a combination of AMCL with a line detection algorithm
and is called LAMCL (Line Adaptive Monte Carlo Localization). It consists of three parts that each do
their own task, but depend on each other to make the whole system work. The three different parts
and their relationship to each other are shown in figure 3.1 in red. The rest of chapter 3 will discuss
what the different parts do and how they work.

Figure 3.1: Pipeline of LAMCL with AMCL in green and the added functionality in red. AMCL has the odometry, map, and planar
scan as input. The same map and planar scan are used for the newly added line detection and line-wall comparison.

3.1. Line detection
To place new particles based on the error in localization, this error needs to be measured. This can be
done by comparing the robot’s view of the world to that of the map. In the map, all walls are defined
as line segments. By examining whether line segments can be found in the LiDAR scan, they can be
compared with the walls on the map. When a line segment does not correspond in position on the map
with a wall, it indicates a probable localization error. Therefore, it is desirable to detect an identified wall

17
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in the LiDAR scan as a single line segment in order to limit additional comparisons between numerous
line segments andwalls. A standard Split-and-Merge algorithm [7] is chosen for detecting line segments
in the LiDAR scan. This algorithm starts with one line segment which is split into several line segments
depending on certain conditions. Finally, matching line segments are merged and a better fit is made
to the measurements to which the line segments belong. Being able to detect multiple line segments
is important because multiple walls are commonly spotted in a LiDAR scan. In the comparison with the
map, these must all be compared separately for the best results. However, not too many line segments
should be created to minimize the comparison made later between the line segments and the walls.

3.1.1. The algorithm
For the application of the line detection algorithm, the implementation by M. Gallant [22] was used and
adapted to ROS2. Algorithm 1 provides the pseudocode for this algorithm. The input is the LiDAR scan
with all the data points from the environment. First, these points are filtered in L2-L11 based on range
and whether they are outliers. The EndPointFit-line is used for this purpose, which is a line segment
from the starting point of the measurement points to the last point, shown in figure 3.2 in the upper right
corner in black. After filtering the measurements, an EndPointFit-line segment is used and split, in L13
of the algorithm. When the perpendicular distance of a measurement to the line segment is too large
according to the threshold, the line segment is split at that point. The line segment is also split if the
distance between two consecutive measurement points is larger than the set threshold. Once the line
segments no longer meet the split criteria, the line segments which are too small are filtered out in L17
of the algorithm, based on their length and the number of points associated with each line segment.
The remaining line segments are fitted to their corresponding points. Finally, the line segments that are
sufficiently aligned are merged based on the Chi-squared method [14]. This method measures how
much two lines differ from each other. If the difference is small enough, they are merged.

Algorithm 1 Line detection algorithm Split and Merge
1: Inputs:

2D LiDAR scan
2: for measurement ∈ 2D LiDAR scan do
3: if range measurement <𝑚𝑖𝑛 𝑟𝑎𝑛𝑔𝑒 or > 𝑚𝑎𝑥 𝑟𝑎𝑛𝑔𝑒 then
4: Filter out measurement.
5: end if
6: if distance to neighbors > 𝑜𝑢𝑡𝑙𝑖𝑒𝑟 𝑑𝑖𝑠𝑡 then
7: if distance to EndPointFit-line segment > 𝑚𝑖𝑛 𝑠𝑝𝑙𝑖𝑡 𝑑𝑖𝑠𝑡 then
8: Filter out measurement.
9: end if
10: end if
11: end for
12: while max distance to EndPointFit-line segment > 𝑚𝑖𝑛 𝑠𝑝𝑙𝑖𝑡 𝑑𝑖𝑠𝑡 or max distance between mea-

surements > 𝑜𝑢𝑡𝑙𝑖𝑒𝑟 𝑑𝑖𝑠𝑡 do
13: Split line segment into two line segments at point where split criterion is met.
14: end while
15: for line ∈ line segments do
16: if line segment length <𝑚𝑖𝑛 𝑙𝑖𝑛𝑒 𝑙𝑒𝑛𝑔𝑡ℎ or number of points of line segment <𝑚𝑖𝑛 𝑙𝑖𝑛𝑒 𝑝𝑜𝑖𝑛𝑡𝑠

then
17: Delete line segment.
18: else
19: Fit line segment with least square error using 𝑙𝑒𝑎𝑠𝑡 𝑠𝑞 𝑟𝑎𝑑𝑖𝑢𝑠 𝑡ℎ𝑟𝑒𝑠ℎ and

𝑙𝑒𝑎𝑠𝑡 𝑠𝑞 𝑎𝑛𝑔𝑙𝑒 𝑡ℎ𝑟𝑒𝑠ℎ.
20: end if
21: end for
22: if Chi-squared of two line segments < 3 then
23: Merge line segments
24: end if
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Figure 3.2: Split and Merge example with perfect data [55]. The black dots are the data point. The blue line segments are the
split black EndPointFit-line

3.1.2. Parameter description
The line algorithm has several parameters that determine when a line segment is detected in the 2D
LiDAR scan. The parameters ensure that it also utilizes when there is more noise than normal, for
example with pseudo-LiDAR. For this purpose, there is the 𝑟𝑎𝑛𝑔𝑒_𝑠𝑡𝑑_𝑑𝑒𝑣 that determines how much
standard deviation is allowed in the measurement points by which it can still be seen as a line segment.
The rest of the parameters are explained in table 3.1.

Parameter name Description
Line algorithm

bearing std dev The standard deviation of bearing uncertainty in the laser
scans [rad]

range std dev The standard deviation of range uncertainty in the laser
scans [m]

least sq angle thresh Change in angle [rad] threshold to stop iterating least
squares (least sq radius thresh must also be met)

least sq radius thresh Change in radius [m] threshold to stop iterating least
squares (least sq angle thresh must also be met)

max line gap The maximum distance between two points in the same
line [m]

min line length Lines shorter than this are not published [m]
min range Points closer than this are ignored [m]
max range Points farther than this are ignored [m]

min split dist
When performing ”split” step of split and merge, a split
between two points results when the two points are at
least this far apart [m]

outlier dist Points who are at least this distance from all their
neighbours are considered outliers [m]

min line points Lines with fewer points than this are not published

Table 3.1: Parameters description line algorithm
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3.2. Line-wall comparison
The line-wall comparison algorithm is the second part of what has been added to AMCL. The inputs
are the wall lines in the map and the detected line segments from the line algorithm. The output is
the average localization error according to the lines relative to the walls. Comparing the lines with the
walls is essential because from just the line segments no information can be extracted about whether
there is a localization error. No external algorithms were used to create the line-wall algorithm and it is
created from scratch.

3.2.1. The algorithm
The line-wall comparison algorithm can be seen in Algorithm 2. During initialization, the map of the
environment is requested. It contains all the walls used during the comparison with the line segments.
For each LiDAR scan, the algorithm considers the error according to the line segments obtained from
the line algorithm. These line segments are created from the robot’s perspective and thereforemust first
be converted to the coordinate system of the walls. A LiDAR scan can contain several line segments,
therefore for each line separately the comparison is made with the walls what the possible localization
error is. When a line segment is compared to a wall, it is first calculated whether the projection of the
line falls within the walls, see figure 3.3.

Algorithm 2 Line-wall comparison algorithm
1: Initialize:

Get map
2: Inputs:

Line segments extracted from pseudo-LiDAR scan
3: if 𝑓𝑟𝑎𝑚𝑒 of line segments is not 𝑚𝑎𝑝_𝑓𝑟𝑎𝑚𝑒 then
4: Transform line segments to map frame
5: end if
6: for line segment ∈ line segments do
7: for wall ∈ map do
8: Calculate line-wall info
9: Check |line segment - wall| < |line segment - current best wall|
10: Check ∠(line segment, wall) < ∠(line segment, current best wall)
11: wall-best wall difference = |line segment - wall| - |line segment - current best wall|
12: Δ∠ = ∠(line segment, current best wall) - ∠(line segment, wall)
13: Check if (L9 is 𝑓𝑎𝑙𝑠𝑒) and ( L12 > 𝑎𝑛𝑔𝑙𝑒 𝑒𝑛𝑑−𝑎𝑛𝑔𝑙𝑒 𝑠𝑡𝑎𝑟𝑡

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑒𝑛𝑑−𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑠𝑡𝑎𝑟𝑡 * | L11|) and (| L11| <
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑒𝑛𝑑)

14: Check if (L10 is 𝑓𝑎𝑙𝑠𝑒) and ( L11 > 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑒𝑛𝑑−𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑠𝑡𝑎𝑟𝑡
𝑎𝑛𝑔𝑙𝑒 𝑒𝑛𝑑−𝑎𝑛𝑔𝑙𝑒 𝑠𝑡𝑎𝑟𝑡 * | L12|) and (| L12| <

𝑎𝑛𝑔𝑙𝑒 𝑒𝑛𝑑)
15: if (9 and 10) or (10 and 13) or (9 and 14) is 𝑡𝑟𝑢𝑒 then
16: Wall is new best wall
17: end if
18: end for
19: Calculate additional displacement due to rotation of line segment
20: Add line error to separated x, y and theta history queue
21: end for
22: if average line segment error of x, y, or theta > 𝑚𝑎𝑥_𝑎𝑙𝑙𝑜𝑤𝑒𝑑_𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 then
23: Publish average line segment error
24: end if

Figure 3.3 shows two different line situations (the 3rd is when both projections are outside the wall,
but it is the same as when one projection is outside the wall). For line 1, both projections are inside the
wall. In this situation, the angle relative to the wall is calculated and the center of the line is used for the
distance from the line to the wall. For line number 2, one of the projections lies outside the wall. In this
situation, the angle relative to the wall is calculated the same. However, the distance is not calculated
from the center, but the end of the line furthest from the wall is used for the distance after rotating with
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the angle. This ensures that the line is completely inside the wall with rotation and displacement. From
the displacement of the line segment, the Euclidean distance is used to check if the current wall being
compared is better than the currently best wall along with the angle. When the distance and angle are
both smaller it is clear that the current wall is better.

Figure 3.3: Two of the situations of the projection of a line segment with a wall. In big black the wall, red is the line segments, the
dotted line is the projection, the dashed black line is the compared orientation of the wall, and the dashed blue is the distance of
the line segment to the wall.

It can also happen that the distance gets better, only the angle gets worse (bigger), or vice versa. In
these cases, there must be a minimal improvement in one when the other gets worse. This relationship
is included in the enough-improvement function, plotted in figure 3.4. This is checked in Algorithm 2
L13 and L14.

Figure 3.4: The functions used to check if there is enough improvement in algorithm 2 line 13 and 14. For example, if the distance
gets worse by 2 meters, there needs to be a minimum improvement of 30 degrees in the angle between the line segment and
the wall.

When the best matching wall is chosen for a line segment, the displacement, and rotation of the line
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segment relative to the wall are known. However, the robot is at a distance from that line segment, and
while rotating the line segment relative to the wall, there is an additional displacement that the robot
must undergo to match the line segment with the wall. This is L19 of algorithm 2 and is visualized in
figure 3.5.

(a) Begin situation

(b) The robot is rotated and moved with the
radius to the line segment around the middle
point of the line

(c) The robot is moved with the displace-
ment of the line segment to the compared
wall

Figure 3.5: Calculation process of the localization error. The black line represents the wall, the red line is the detected line, and
the green the robot. Note: The wall itself is not moved in the figures

The calculated displacement per line segment is then added to the history queue on L20 of algorithm
2. When the average displacement of x, y, or heading exceeds the set threshold, the average estimated
pose error is published.

3.2.2. Parameters description
For the line-wall comparison algorithm, there are several parameters which are explained in table 3.2.
As mentioned before you can see that the x, y, and angle all have their own threshold. The start and
end values of the distance and angle of the plots in figure 3.4 can be adjusted with the distance and
angle start and end values.

Parameter name Discription
Line-wall compare

wall max history The maximum amount of lines used to calculate the mean
position error

max allowed angle difference Only poses with more rotational error then this are
published for correction [degrees]

max allowed pose difference x Only poses with more error in x-axis then this are published
for correction [m]

max allowed pose difference y Only poses with more error in y-axis then this are published
for correction [m]

distance start Start distance that defines where the betterwall-function
begins [m]

distance end End distance that defines where the betterwall-function
ends [m]

angle start Start angle that defines where the betterwall-function starts
[degrees]

angle end End angle that defines where the betterwall-function ends
[degrees]

Table 3.2: Parameters description line-wall comparison
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3.3. Localization modification

Now, the possible localization error of the robot is known. As indicated in earlier sections, the correct
pose can be restored by regaining particles at the robot’s pose. It has been chosen to use the localiza-
tion error to place particles at the location of the error as a replacement for part of the current particle
cloud. This will allow AMCL to view the LiDAR scans from these poses and evaluate whether those
new particles are a better representation of the robot pose.

3.3.1. The algorithm

The particle place algorithm is shown in Algorithm 3. The input is the localization error from the line-
wall compare algorithm. Only when enough time has passed between the last modification and the
current time, this localization error is used. When sufficient time has passed, a new particle cloud
is filled with samples from the error location with a standard distribution. The new particle cloud is
filled until the preset percentage of the total particle cloud is filled. This percentage is the parameter
𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑟𝑒𝑠𝑎𝑚𝑝𝑙𝑒 𝑓𝑟𝑜𝑚 𝑙𝑖𝑛𝑒 𝑒𝑟𝑟𝑜𝑟. The weight of each added new particle is set to 1 and divided
by the preset division value. The rest of the new particle cloud is resampled by the standard AMCL
method by resampling from the current particle cloud.

Algorithm 3 Localization modification algorithm
1: Inputs:

Estimated localization error
2: if (current time - time last modification) > 𝑚𝑖𝑛 𝑡𝑖𝑚𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑙𝑎𝑚𝑐𝑙 𝑟𝑒𝑠𝑎𝑚𝑝𝑙𝑒𝑠 then
3: Get pose robot
4: while new particle cloud size < (particle cloud size * 𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑟𝑒𝑠𝑎𝑚𝑝𝑙𝑒 𝑓𝑟𝑜𝑚 𝑙𝑖𝑛𝑒 𝑒𝑟𝑟𝑜𝑟) do
5: Sample new particle from normal distribution with 𝑠𝑡𝑑𝑑𝑒𝑣... around (pose robot - localization
error)

6: New particle weight = 1/𝑑𝑖𝑣𝑖𝑠𝑖𝑜𝑛 𝑤𝑒𝑖𝑔ℎ𝑡 𝑎𝑑𝑑𝑒𝑑 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠
7: Add new particle to the new particle cloud
8: end while
9: Tell AMCL to resample with partly filled new particle cloud
10: end if

3.3.2. Parameters description

Table 3.3 shows all the key parameters related to the placement of particles around the error location.
The minimum time between two placements of particles at the error location is chosen to give AMCL
time to consider the newly placed particles when evaluating the robot’s location. The standard deviation
of the standard distribution of the particles is because there is an inaccuracy in identifying the lines in
the pseudo-LiDAR. It is not certain that the error is also exactly the localization error. The weights of
the particles from the line algorithm are not the same as the sampled ones from the previous particle
cloud. This is related to the fact that it is not sure that these particles are correct. With the sameweights,
the position could jump to a false location due to a dynamic obstacle being mistaken as a wall. With
lowering the weights, the AMCL has more time to check that this is not the case. The most important
addition is that not all new particles are sampled from the localization error. The percentage ensures
that not all odometry information from the past is forgotten. So, the majority of the new particles are
sampled from the current position of the robot.
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Parameter name Description
Place particles on error pose

min time between lamcl resamples Minimum time between resamples using the estimated
localization error [sec]

std dev pose x Standard deviation of the placed particles in the x-axis
std dev pose y Standard deviation of the placed particles in the y-axis
std dev orientation Standard deviation of rotation of the placed particles
fraction resample from line error Percentage of particle cloud which comes from line error

division weight added particles Weight of added particles from line error will be divided by
this

Table 3.3: Parameters description localization modification



4
Experiments

The research questions revolve around the accuracy, precision, and robustness of the algorithm. To test
this, an experiment was conducted for each aspect. For accuracy, the same experiment as described
in Wang’s paper [62] is used, where the robot drives from location A to B, and the pose error at location
B is measured. For precision, the robot drives the same route multiple times, and by examining the
overlap of these routes, insights can be gained regarding the difference in precision between LAMCL
and AMCL. Robustness is assessed by observing if and how quickly the self-localization could recover
from a localization error. This is achieved by allowing the robot to drive towards a wall from a fixed
distance but indicating a deviation in distance. Finally, a test is conducted to evaluate how well the
algorithm performed in a barn environment with cows. Ground Truth data is recorded in this test at
specific points to measure the accuracy. In most experiments, the middle of the robot’s front is assumed
as the robot’s location since it represents the point that should align with the route when the robot drives
autonomously. Only in the experiment about the precision the middle point of the robot was used. For
the precision, robustness, and barn tests, rosbags were recorded and played back to test LAMCL
with different parameter sets. Further details can be found in chapter 4.1 and 4.2. By conducting the
experiments, it is possible to say something about the performance of the system and compare the
different configurations afterward.

4.1. Barn dataset: DataCow
In chapter 2.3.2, the importance of a dataset with ground truth is explained when evaluating self-
localization. There are several publicly available datasets such as RAWREEDS [60, 13, 20], JackRab-
bot Dataset and Benchmark (JRDB) [34], Robocentric Indoor Crowd Analysis (RICA) [48] and CoSy
Localization Database (COLD) [43]. The particular barn environment, setup, and sensory equipment
exhibit no similar properties as the ones used in these standardized datasets. Therefore a new dataset
was created to fulfill the properties of the barn robots’ situation: DataCow.

4.1.1. Setup data recording
DataCow is recorded in a barn with cows. The layout of the barn can be seen in appendix A. When
the robot drives a route, the localization algorithm affects how this route is taken. There are external
methods to record the GT of the robot, such as GPS, a motion capture system [51] and a total station
[52]. However, these are not suitable for the barn environment since it is indoor and the space is too
large to measure with an external sensor. Therefore, it was decided to manually guide the robot along
a route. In addition, this allows the robot to be temporarily paused at certain landmarks in the barn to
manually measure the pose for the ground truth measured to the nearest 0.005m. These landmarks
mainly consist of corners of the walls or measured distances from a wall corner. In this way, they can
be later drawn on the map to compare them with the calculated pose of self-localization methods with
varying parameters. See chapter 4.2 for the different parameters.

25
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4.1.2. Routes

DataCow contains four different routes in the barn and has the input for the self-localization. These
are the LiDAR scan and the Translation between Frames (TF). The TF gives the relation between the
origin of the map and the robot in 3 DOFs (x, y, theta). The TF contains the relationship between
map-odom and odom-base_link. See figure 4.1. Odom to base_link is determined by the robot’s
displacement based on wheel movements and the IMU (Inertial Measurement Unit) in the robot. The
map to odom relationship is initially fixed, but during motion, the localization algorithm can adjust this
relationship when the particles, according to self-localization, are not in the correct positions. This is
the most important output of the localization algorithm. In DataCow, only the initial position and the
odom-base_link relationship are stored in the TF. The map-odom relationship is eventually added by a
localization algorithm when tested.

Figure 4.1: TF tree of the robot with map, odom, and baselink

The DataCow dataset consists of 4 different routes, with two routes on each side of the barn. Route
4, in particular, exhibits a high level of dynamism, as it captures the cows returning from the pasture and
then standing at the feeding racks to eat. Figure 4.2 displays the routes. These routes are visualized
with the default 0 parameter set given in chapter 4.2. All the routes driven in the experiments are
plotted with changing colors over time to visualize the progression when the robot transitions or jumps
between locations. The blue dots indicating the locations where the robot stopped according to the
self-localization.
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(a) Barn route 1 (b) Barn route 2

(c) Barn route 3 (d) Barn route 4

Figure 4.2: Routes in the barn. The dots represent the position where the robot stood still. The colors of the routes are for
indication in order to better follow the trajectory when the localization pose is staggered.

4.2. Parameters
As discussed in Chapter 3, there are three different components in LAMCL, each of which has its own
parameters. Chapter 3 provides overviews of the different parameters and their meanings. Because of
the duration of 3 hours per parameter set, it was not possible to test all possible combinations. There-
fore, it was chosen to work with default values derived from a qualitative analysis of the 3 subsystems.
Quantitative was not possible given the absence of a test set and GT for the 3 components of LAMCL
separately and the available time which made it not possible to create one. From the default values it
was checked how the parameters affect the whole system by adjusting them one by one. When there
is no parameter value in the column of ”value (parameter set)” it means that the default value has been
used for all parameter sets. The complete overview of the parameter sets can be found in appendix B.

4.2.1. Line detection
As described in chapter 3.1, the standard algorithm Split-and-Merge was chosen to detect line seg-
ments in the LiDAR scan. This was originally used to detect line segments in a real LiDAR scan rather
than the pseudo-LiDAR scan which the robot in the barn has. The difference between LiDAR and
pseudo-LiDAR is that more noise is present in pseudo-LiDAR, especially as the distance from the de-
tected object increases. So for the line detection to work, a qualitative analysis was done on how it
works. The original values [22] that work for a normal LiDAR were also tested as parameter set 10.
However, no line segments were detected in the pseudo-LiDAR measurements. When testing and cal-
culating the default deviation a 𝑟𝑎𝑛𝑔𝑒 𝑠𝑡𝑑 𝑑𝑒𝑣 of 1 was chosen as default with 𝑙𝑒𝑎𝑠𝑡 𝑠𝑞 𝑎𝑛𝑔𝑙𝑒 𝑡ℎ𝑟𝑒𝑠ℎ
and 𝑙𝑒𝑎𝑠𝑡 𝑠𝑞 𝑟𝑎𝑑𝑖𝑢𝑠 𝑡ℎ𝑟𝑒𝑠ℎ of 0.1. At greater distances, the measurement points in the scan are
more spaced apart. To detect lines at large distances as well, 𝑡ℎ𝑒 𝑚𝑖𝑛 𝑠𝑝𝑙𝑖𝑡 𝑑𝑖𝑠𝑡, 𝑚𝑎𝑥 𝑙𝑖𝑛𝑒 𝑔𝑎𝑝 and
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𝑜𝑢𝑡𝑙𝑖𝑒𝑟 𝑑𝑖𝑠𝑡 were also changed. The final default values became parameter set 0. The variations of
the line algorithm parameter values are shown in table 4.1.

Parameter name Default value Value (parameter set)
Line algorithm
bearing std dev 0,001
range std dev 1 0.02 (10)
least sq angle thresh 0,1 0.0001 (10,11)
least sq radius thresh 0,1 0.0001 (10,11)
max line gap 1 0.4 (10)
min line length 0,5
min range 0,1 0.4 (10)
max range 6,4
min split dist 0,5 0.05 (10), 0.3, (11)
outlier dist 0,6 0.05 (10)
min line points 6 9 (10)

Table 4.1: Line algorithm parameter values with experiments. See appendix B for an overview of the parameters.

4.2.2. Line-wall comparison
As discussed in Section 3.2, the line-wall comparison algorithm is self-written with the necessary pa-
rameters. The localization error is calculated over an average of a number of lines including those in
the past. The number of lines included in the average depends on the 𝑤𝑎𝑙𝑙 𝑚𝑎𝑥 ℎ𝑖𝑠𝑡𝑜𝑟𝑦. The default
value chosen for this is 80 lines. This is based on the fact that there are about 2 to 4 line segments per
LiDAR scan and the algorithm can run at 10 fps while driving. Thus, about 2 to 4 seconds of past view
are taken. To check the influence of the magnitude of the past, 5, 10, 20, and 150 line segments in the
history are also evaluated during testing.

The values that the localization error must satisfy before adding additional particles are chosen at
0.1 meter position difference or/and a rotation of 10 degrees. When there is no pose error it is not
necessary to add extra particles every time because the position where the robot might be becomes
more uncertain due to the standard distribution (section 4.2.3). The end distance and angle are set
such that there must be at least a 60 degree rotation improvement when a wall is 4 meters away from
the current best wall when comparing the line with all walls. Likewise, there must be at least a 4 meter
improvement when the rotation of the wall is 60 degrees worse compared to the current best walls
during the comparison with all walls. The line-wall comparison default values can be seen in table 4.2.

Parameter name Default value Value (parameter set)
Line-wall compare
wall max history 80 20 (40), 10 (41), 150 (42), 5 (43)
max allowed angle difference 10
max allowed pose difference x 0,1
max allowed pose difference y 0,1
distance start 0
distance end 4
angle start 0
angle end 60

Table 4.2: Line-wall compare algorithm parameter values experiments. See appendix B for an overview of the parameters.

4.2.3. Localization modification
The localization modification indicates how to respond if there is a localization error according to the
comparison of the line segments with the walls. This error is measured at 10 fps, however, it is not nec-
essary to modify the particles at every measured error. Therefore, there is the𝑚𝑖𝑛 𝑡𝑖𝑚𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑙𝑎𝑚𝑐𝑙
𝑟𝑒𝑠𝑎𝑚𝑝𝑙𝑒𝑠 that indicates how much time should pass before it resamples again based on the line-wall
localization error. This is set to 2 seconds by default. This gives the algorithm time to include the newly
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placed particles in a number of cycles to calculate the possibility of the robot pose. The localization
error is an average calculated over the past period depending on the 𝑤𝑎𝑙𝑙 𝑚𝑎𝑥 ℎ𝑖𝑠𝑡𝑜𝑟𝑦 as discussed
in the previous section. A longer period is not desirable considering there are all localization errors of
around 0m in the history in the beginning. So it takes a while for an error of, let’s say, 0.6m to bring the
average up to 0.6m. However, an error localization is already issued at 0.1m which means that when a
longer 𝑚𝑖𝑛 𝑡𝑖𝑚𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑙𝑎𝑚𝑐𝑙 𝑟𝑒𝑠𝑎𝑚𝑝𝑙𝑒𝑠 it will first issue a localization error of 0.1m and only much
later issue the correct one of 0.6m. As a result, the algorithm will not function optimally.

The default deviation of the added particles is by default set to 0.08. This means that there is a
<2% probability that particles will be placed with a Gaussian distribution with a radius >0.16m around
the corrected error location according to the line algorithm. This is based on the default distribution
used when the robot is at the charger and repositioning itself there. In addition, this also helps with the
uncertainty there is in the detected line segments given the variation in the measurement points.

When there is a localization error following the line algorithm, particles are placed at that location.
This still means that the same number of particles remain. A fraction of the number of particles in
the particle cloud is placed at the error location during resampling. This percentage is defined by
𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑟𝑒𝑠𝑎𝑚𝑝𝑙𝑒 𝑓𝑟𝑜𝑚 𝑙𝑖𝑛𝑒 𝑒𝑟𝑟𝑜𝑟 which defaults to 0.1. This means that 10% of the total particle
cloud during resampling does not come from the resample but is pre-filled by the error location from
the line algorithm if there is an error. The default 0.1 was chosen because the adjusted particles are an
addition and basic AMCL should be able to localize the pose properly. With a larger value, the influence
of the localization correction according to the line algorithm increases. To test this, different values are
being used in the experiments to evaluate the influence.

The detected line segments are seen as lines that represent walls in the measurement points.
However, this could also be a cow. In that case, LAMCL will give a localization error, even though the
localization of the robot could be good because a cow cannot be in the same position as a wall. This
means that there will be particles at the location where the robot is not. To minimize the consequences
of this error, the weights of the particles are divided by a default value of 8. This value is chosen
based on a qualitative analysis. The effect is evaluated by also taking a value of 1, 4, and 16 in the
experiments. An overview of the localization modification default parameters can be seen in table 4.3.
The overview of all the parameters can be seen in appendix B.

Parameter name Default value Value (parameter set)
Place particles on error pose
min time between lamcl resamples 2
std dev pose x 0,08 0.006 (50), 0.0006 (51), 0.2 (52)
std dev pose y 0,08 0.006 (50), 0.0006 (51), 0.2 (52)
std dev orientation 0,03 0.002 (50), 0.0002 (51), 0.2 (52)
fraction resample from line error 0,1 0.98 (20), 0.5 (21), 0.75 (22), 0.25 (23)
division weight added particles 8 1 (30), 4 (31), 16 (32)

Table 4.3: Localization modification parameter values experiments. See appendix B for an overview of the parameters.

4.3. Recovery ability
The research question includes the improvement of the robustness of the self-localization. Robustness
is defined according to the Standard Glossary of Software Engineering Terminology, IEEE Std 610.12-
1990, as ”The degree to which a system or component can function correctly in the presence of invalid
inputs or stressful environmental conditions”. So, this section examines if and how quickly the self-
localization can perform a recovery when the robot is in the wrong position as in [2]. In this experiment
only driving to a wall is used. AMCL already has the ability to recover when the robot gets stuck or
collides with a wall by expanding its particle cloud to regain the correct position. However, in this
experiment, the focus is on whether the robot can perform the recovery before colliding with the wall
and how quickly the recovery takes place once the robot starts moving.

4.3.1. Experiment setup
The robot was placed 6.2 meters in front of the wall after which its location was adjusted in the software
so that the measurements of the farthest wall matched the map. See figure 4.3. Then the current pose
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according to the software was saved for start reference. This reference was used to have a GT of
the distance from the wall drove forwards with a constant speed of 0.2 m/s. This is the black line in
the figure 4.5 and 4.6. The position according to self-localization is stored 10 times per second. Each
experiment was done 3 times to eliminate accidental anomalous one-time behavior, with all parameters
and all distances with the line algorithm. This change of distances is 0, 0.25, 0.5, 1.0, -0.5, and -1.0
meters. The experiments without the line algorithm are done only 3 times with all distances and without
the change of parameters since the parameters only influence the line algorithm.

Figure 4.3: Top-view of the start situation of recovery experiment. The green box on the right is the robot. The green dots
represent the measurements. The red lines are the found line segments in the measurements with their compared walls in
green.

4.3.2. Measurement bias error compensation

Chapter 2.2.2 described how the different errors affect the reliability of the measurements. To see how
this relates to the pseudo-LiDAR scans of the stereo camera an extra experiment was done. The robot
was placed at 1, 2, 3, 4, and 5 meters from the wall after which the distance to the wall according to the
LiDAR scan was measured. This trend is shown in Figure 4.4 with the true distance on the x-axis and
the difference from the measurement on the y-axis. The blue points are the measured distances and
the green points are the averages per distance. The red line is the second-degree polynomial of the
averages. When this polynomial is extrapolated to 5.6 meters, the distance at which the robot starts
the robustness test, it can be seen that there is a bias error of -0.37m in the measurement.
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Figure 4.4: GT test of the pseudo-LiDAR measurements. In blue are the pseudo-LiDAR measurements, in green are the aver-
ages, and in red are the polynomial of the averages.

(a) Distance to the wall without compensation (b) Distance to the wall with compensation

Figure 4.5: Difference when compensated for bias error. In black the true ’trajectory’ of the robot

Figure 4.5 shows the difference between distances from the wall. In 4.5a, AMCL has set the robot
at the correct distance in front of the wall. However because the LiDAR scan was set parallel to the
wall at the start and the measurements, at that distance, 5.6 meters, it has a bias of -0.37m which can
be seen at the end. At the end of the test, 1 meter before the wall, there is no bias according to the GT
LiDAR measurements test in figure 4.4. Therefore, a difference in position can be seen at the end of
driving of 0.38m in figure 4.5a. When the distance is compensated with the polynomial of the GT LiDAR
measurements test, the distance of the robot goes identical to the real distance to the wall, shown in
figure 4.5b. This compensation was used for the rest of the recovery test in all experiments.

4.3.3. Results
Figure 4.6 shows the difference between with or without the addition of extra particles from the line
algorithm. If the error is small enough, 0.25 or 0.5 meters, AMCL can solve the localization error itself
in some cases (see Table C.1). The particles that are closest to the correct position get the highest
weights in AMCL. When resampling, more particles are placed around this position so that the particles
slowly converge to the correct position. When the distance becomes larger, this is no longer corrected
and the robot remains at the wrong location. The line algorithm shows that during testing with the
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default parameter set 0, the robot always converged to the correct position. Even with an error of 1.5
and -1.5 meters, LAMCL managed to perform a recovery.

(a) 0 meter difference (b) 0.25 meter difference

(c) 0.5 meter difference (d) 1.0 meter difference

(e) -0.5 meter difference (f) -1.0 meter difference

Figure 4.6: Difference between with and without line algorithm of one test

Figure 4.6 illustrates a distinction between positive and negative errors in the localization, which
can be attributed to the layout of the test environment shown in figure 4.7. In the scenario of positive
error (figure 4.7a), three lines are utilized to assess the localization error. However, due to two of
these lines being projected within the corresponding wall, the localization error in that direction remains
undetectable. Consequently, only one line contributes to recording the history of negative errors per
LiDAR scan, in contrast to the three lines in the positive situation. This discrepancy leads to a faster
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rate of change in the mean of the positive error compared to the negative localization error.

(a) 1.0 meter difference (b) -1.0 meter difference

Figure 4.7: Difference in negative and positive localization error. The green box is the robot, and the red line segments are
the detected lines in the measurements, which are the green dots. The green lines are the wall to which the line segments are
compared to. In figure A all three line segments are taken into account by calculating the pose error. In figure B only 1 line
segment is taken into account since the others are in the wall

The different parameter sets are divided into 5 changes compared to the default values of parameter
set 0: change in line detection, change in part of particles from line detection error, change in weight of
added particles, change in line error history, and change in the standard deviation of added particles.
The next sub-sections will discuss the influence of the different changes on the recovery ability.

Change in line detection

To test the effect of the line segments on the performance of the recovery ability, four different situations
were considered. The first situation is the baseline where the line algorithm is turned off. The second
situation called ’original’ in figure 4.8 (parameter set 10), is with the original parameters of the line
algorithm as used online by other researchers with a LiDAR scan [22]. The situation ’some’ (parameter
set 11) has to do with the increase in the default maximum allowed deviation of the measurement points
in the line segments. The name ’some’ is a reference to the amount of line segments detected by the
line algorithm. The ’default’ (parameter set 0) setting is the starting point to experiment with the other
parameter sets. The difference from the ’original’ set is that here the parameters have been changed
to filter out fewer outliers and given a wider area to merge lines back together.

The ’original’ settings are the parameters used with a real LiDAR. The robot in the barn uses pseudo-
LiDAR which has more noise in the measurement points so almost no line segments can be found with
the original parameters. This is also reflected in the results which on average are almost the same as
the test without the line algorithm. When the default deviation is changed to the ’some’ setting it can be
seen that indeed some line segments are detected and the recovery ability also improves. With further
adjustment of the parameters in the line algorithm, the recovery ability improves even more with for all
tests a lower driven distance before the recovery took place.
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Figure 4.8: The number of meters the robot drove before the error is <0.1m. The dots are the measurement points. Each test
is performed three times, and the data points represent the average distance from the tests that were passed. The green, blue,
magenta and red dots indicate respectively 3, 2, 1, or 0 successful recoveries. For these tests, the distance the robot drove
before recovery is set to 5 meters when no recovery succeeded.

Change in part of particles from line detection error

Parameter sets 20, 21, 22, and 23 deal with the difference in what percentage of the line detection
error should come during resampling. This is shown in figure 4.9. The plot shows that the higher the
percentage of resample coming from the line algorithm is, the more frequently the self-localization failed
to perform a recovery. It can also be seen that with the default setting of 10%, the success rate is the
highest.
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Figure 4.9: The number of meters the robot drove before the error is <0.1m. The dots are the measurement points. Each test
is performed three times, and the data points represent the average distance from the tests that were passed. The green, blue,
magenta and red dots indicate respectively 3, 2, 1, or 0 successful recoveries. For these tests, the distance the robot drove
before recovery is set to 5 meters when no recovery succeeded.

Figure 4.10a indicates that the recovery succeeded according to the GT plot. However, the 2D plot,
figure 4.10b shows that this is not the case. The robot should drive straight ahead in one straight line
and end at y position 3.7m. This behavior is visible at a particle percentage of 98% and 75% which
means that this range of values is not suitable for reliable localization. Only at max 25% particles from
the line algorithm, LAMCL can recover the location almost all the time. Contrary to all recovery at
the default setting with a rate of 10%. So, this shows that not all particles can be used from the line
algorithm during resampling.

(a) GT plot (b) 2D plot position

Figure 4.10: In the GT plot the robot looks like it is recovered, but the 2D plot shows differently. The colors of the routes are for
indication in order to better follow the trajectory when the localization pose is staggered.

Change of weights of added particles
Parameter sets 30, 31, and 32 are about the difference in weight that the added particles from the line
error have compared to the other resampled particles during resampling. It can be seen in figure 4.11
that with a larger weight division, the time to recover increases. This is due to the fact that the particles
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that first have a lower weight take longer to become the particles with the highest weight before LAMCL
assigns it as the correct pose. This suggests that a lower division in the weight of the added particles
is better.

Figure 4.11: The number of meters the robot drove before the error is <0.1m. The dots are the measurement points. Each test
is performed three times, and the data points represent the average distance from the tests that were passed. The green, blue,
magenta and red dots indicate respectively 3, 2, 1, or 0 successful recoveries. For these tests, the distance the robot drove
before recovery is set to 5 meters when no recovery succeeded.

Change of history queue size

Parameter sets 40, 41, 42, and 43 involve the size of the history with line segments that are included
in calculating the average of the localization error. It can be seen in figure 4.12 that the change in the
queue has an impact on how fast the robot does a recovery. The difference with the smaller history
queue is not large and somewhat random. With a larger history size, it does show quite an increase
in distance before a recovery takes place. In addition, it is expected that with a smaller queue, the
extra particles will be put in the right location faster. However, AMCL also needs time to assess these
new poses and change the weights. This probably takes more time than the time gained with a shorter
queue. So, increasing the history queue size causes a longer time before recovery.
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Figure 4.12: The number of meters the robot drove before the error is <0.1m. The dots are the measurement points. Each test
is performed three times, and the data points represent the average distance from the tests that were passed. The green, blue,
magenta and red dots indicate respectively 3, 2, 1, or 0 successful recoveries. For these tests, the distance the robot drove
before recovery is set to 5 meters when no recovery succeeded.

Change of standard deviation of added particles

Parameter sets 50, 51, and 52 pertain to the standard deviation of particles when placed from a line
error. Figure 4.13 shows that at the end when the standard deviation is higher, the recovery takes place
less quickly. The reason for this is that the additional particles in a larger cloud around the error position
reduce the likelihood of a particle in the correct position. This is because the same number of particles
are distributed over a larger area. There is no indication in the graph that the distance before recovery
of the 0.25 meter difference is not in line with the rest with a low standard deviation. During these two
tests, it was not the line algorithm that caused the recovery to take place, but AMCL itself. The small
error caused the current particles to have a high enough weight to remain active. Eventually, the extra
uncertainty added during the update step with moving the particles by odometry caused the particles
to move to the right place. To conclude, when the standard deviation of the placed particles according
to the line error is higher, the recovery time will also be higher.
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Figure 4.13: The number of meters the robot drove before the error is <0.1m. The dots are the measurement points. Each test
is performed three times, and the data points represent the average distance from the tests that were passed. The green, blue,
magenta and red dots indicate respectively 3, 2, 1, or 0 successful recoveries. For these tests, the distance the robot drove
before recovery is set to 5 meters when no recovery succeeded.

The full list of all the exact distances driven until a recovery was performed at the various tests can
be seen in appendix C.

4.4. Accuracy
The accuracy is about what the offset of the calculated robot pose is from the real robot pose. Testing
the accuracy is done with two different types of tests. The second test is described in chapter 4.6 where
only the pose is computed which tests the algorithm with an open loop. In this section, the closed-loop
accuracy is tested. Here, each time the current pose is used to let the robot drive its route. The robot
starts at a known location A and must drive to location B. On position B is measured how much the
robot differs from that location in real life.

4.4.1. Experiment setup
In this experiment, the robot drives a pre-programmed route from location A to B. These locations
are marked on the ground in the test area. The robot was placed at location A for each individual
test in this experiment and automatically driven to location B. At location B, the x and y positions [m]
were measured with an accuracy of 0.005m. By measuring the displacements between the robot’s
corners, the orientation [rad] of the robot was also determined. The experiment was conducted in a
static environment and aimed to test whether the addition of the line algorithm did not significantly
decrease accuracy, as additional particles are introduced in case of localization errors, which could
potentially degrade accuracy. Only the default parameters were used in this experiment due to the
time-consuming process of setting up the robot at location A, driving it, and accurately measuring the
pose at location B. The route of this experiment is shown in figure 4.14. The route was driven 3 times
with and without the addition of the line algorithm.
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Figure 4.14: The route of the accuracy test with start point A and endpoint B. The colors of the route are for indication in order
to better follow the trajectory when the localization pose is staggered.

4.4.2. Results
Figure 4.15 shows the result of the accuracy experiment. As can be seen, the self-localization accuracy
is higher when no additional particles are sampled based on the detected line errors. The figure also
reveals that adding particles with a standard deviation reduces the average accuracy by approximately
0.015m compared to when no line algorithm is used. Considering that the deviation can already be
0.11m, this is not a significant deterioration (see appendix D). In the appendix can also be seen that the
measured Δtheta increases. This is due to the fact that the robot was not fully aligned after maneuvering
through the corner and had not traveled straight for a sufficient distance yet. A detailed overview of the
accuracy test can be found in appendix D. The large difference in localization error in the x- and y-axis
is because there is a difference between the real test environment and the map that the localization
uses. The leftmost wall in figure 4.14 is 0.08m more to the left in the real world.

Figure 4.15: Accuracy difference between with and without line algorithm. The Euclidean distance between the Δx and Δy of the
tests in table 4.4.
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Without line algorithm
Measured difference
Δx [m] Δy [m] Δtheta [rad]

Test 1 0.115 0.045 0.044
Test 2 0.125 0.030 0.042
Test 3 0.110 0.045 0.053
Average 0.117 0.041 0.047

With line algorithm
Measured difference
Δx [m] Δy [m] Δtheta [rad]

Test 1 0.130 0.053 0.041
Test 2 0.140 0.035 0.033
Test 3 0.120 0.060 0.047
Average 0.130 0.050 0.041

Table 4.4: The pose difference of the 3 different accuracy tests with and without line algorithm. The average is the average of
the three numbers in the column above. According to the coordinate system of figure 4.14.

4.5. Precision
This experiment looks at the precision of the robot. This is done by driving the same route several
times and overlaying the trajectories of the routes. Because of the large amount of time it takes to drive
the route a number of times with all the different parameter sets, it was chosen to do this only with the
default setting of the line algorithm and without the line algorithm. For all other parameter sets, the
robot drove the same route 5 times where the input from AMCL was a recorded rosbag. These were
replayed with all different parameter sets later in the simulation to simulate the localization of the route.
An important fact is that for this experiment, the base_link of the robot was used as the robot’s position.
This is different from the given route in figure 4.16 where the front of the robot is used for the waypoints.

4.5.1. Experiment setup
The robot starts its route each time from the charger and drives counterclockwise, shown in figure 4.16.
The pose of the robot is saved at 10Hz during the tests. When the robot is in the charger, the pose is
automatically reset to the location of the charger. When recording the rosbags, the route is recorded 2
times. One in a static environment and one with a person walking through to see how the line algorithm
handles this and what the effect is on the robot’s pose. A cow in the test environment was unfortunately
not possible, for this, the experiment in chapter 4.6 was performed in the barn.

Figure 4.16: Route and environment of precision experiment. The route with the waypoints for the front of the robot is represented
in green. The red lines are the outline of the robot in its charging pose. The size of the grid is 1x1m.

4.5.2. Results
Figure 4.18 shows the comparison of the precision with and without the line algorithm. Note that this is
in the closed loop. So, in these two tests, the robot drives around 5 times in real life. It can be seen that
the localization is more precise when the correction of the localization with the line algorithm is not used.
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This is because particles are added with a standard deviation of 0.08 when there is a line localization
error. This is a distribution of up to 0.16m around the error position. A consequence of this is that the
robot’s pose may also deviate more than when no extra particles are added. When the dispersion of
route lines is measured at location (4,4) it can be seen that without the line algorithm, it is 0.1m and with
the line algorithm it is 0.15m. Thus, adding additional particles based on the line algorithm lowers the
precision of the closed-loop system. For the parameter comparison of the system is tested in an open
loop. This means that there is no correction when the robot’s location is not according to the route. The
input is the same for both tests with and without the line algorithm. In figure 4.17 (crop at location (3,5)
of whole test hall) can be seen that there is a much lower variation in the different routes for both the
tests. The difference without is 0.02m and 0.045m with the line algorithm. This could be due to that
these tests have the same input compared to the closed-loop tests.

(a) Multiple routes without line algorithm (b) Multiple routes with line algorithm

Figure 4.17: Precision experiment with and without line algorithm in open-loop. Cropped figures of the corner at the top of the
route. In black is the corner of the environment.
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(a) Multiple routes without line algorithm

(b) Multiple routes with line algorithm

Figure 4.18: Precision experiment with vs without line algorithm in closed-loop

The different routes for each parameter set can be found in Appendix E. For almost all parameters,
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it is not noticeable that the different routes per set differ from each other compared to the other sets.
However, this is visible when the percentage of particles from the line algorithm is changed. In param-
eter set 20, where the part from the line algorithm is 98%, it can be seen that the different routes are
significantly different from each other (figure 4.19). For the route in the dynamic environment, it is even
more clear that the error of the lines does change the software position of the robot. Also, in parameter
set 22, with a part from the lines at 75%, a variance like this can be seen in the routes.

(a) Multiple routes with parameter set 20, static environment (b) Multiple routes with parameter set 20, dynamic environment

Figure 4.19: Precision experiment parameter set 20

4.6. Real world setting
This experiment focuses on how the algorithm performs in the environment of a barn with cows. The
accuracy is taken as a method to calculate the performance of the system. Using the DataCow dataset,
all different parameter sets are compared with each other. Thus, this experiment also tests how the
algorithm deals with a dynamic environment. A total of 4 different routes are recorded in the barn, see
figure 4.2.

4.6.1. Experiment setup
In this experiment, the DataCow dataset was used to analyze the performance of the system. The
process of recording the data is described in section 4.1.1. The dataset is the input to the simulation
that is replayed with each parameter set. This makes it look like the robot drives all 4 routes with a
different parameter set each time. The robot only stops at each measurement point, this allows the
measured positions in the barn to be automatically linked to the localization positions.

4.6.2. Results
The metric used in the barn experiment is the mean absolute error (MAE, formula (4.1)) for the x, y, and
orientation of the robot. Not all routes were driven correctly. For example, figure 4.20 shows that when
all particles are resampled based on the localization error from the line algorithm, the routes are not
complete. This was also the case for 0.75% and 0.5%where 2 out of the 4 routes are not complete. This
can be seen in the error of the routes which is higher than the others. Appendix F shows an overview of
the average errors of the routes per parameter set. Figure 4.21 shows a cut-out of the upper right half
of route 4 in the barn. The localization in this turn gives variation between the different parameter sets
because there was a cow in front of the robot before this turn was made. Besides the different error
values in the localization, it can also be seen here that there is a variation between all parameter sets
which might not be visible from the mean absolute error. The recap of the corresponding parameters
can be found in an overview in appendix B.

MAE(𝑦, 𝑦̂) =
∑𝑁𝑖=1 |𝑦𝑖 − 𝑦̂𝑖|

𝑁 (4.1)
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𝑦(𝑖) : Ground truth (GT) position of the robot
𝑦(𝑖) : Calculated position of the robot
𝑁 : Number of positions

(a) Barn route 1 with all particle resamples from line algorithm (b) Barn route 2 with all particle resamples from line algorithm

(c) Barn route 3 with all particle resamples from line algorithm (d) Barn route 4 with all particle resamples from line algorithm

Figure 4.20: Routes in the barn with all particle resamples from line algorithm. The dots represent the position where the robot
stood still. The colors of the routes are for indication in order to better follow the trajectory when the localization pose is staggered.
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Figure 4.21: Cutout top right corner of route 4 in the barn with different parameter sets/index. The colors of the routes are for
indication in order to better follow the trajectory when the localization pose is staggered. The red dots is where the robot stood
still in real life. The blue dots are where the self-localization thinks the robot stood still.

In order to examine the effect of the line algorithm and the different parameters on the accuracy,
the Euclidean distance of the mean absolute error was measured for each change in parameter when
using the Datacow dataset to evaluate the different configurations.

Change in line detection

To test the effect of the lines in the performance in a real-world situation, four different parameter sets
were considered. These are the same four parameter sets as in the recovery ability experiment in
chapter 4.3.3. In general, there is no major variation in the different situations. However, it can be seen
that the errors of routes 2 and 4 are higher than routes 1 and 3. Both routes 2 and 4 were made in
the same area of the barn. This shows that one side of the barn is more difficult than the other. It also
shows that the routes with more dynamics (routes 3 and 4) have a higher error than those with less
dynamic obstacles (routes 1 and 2). As explained in chapter 1.2, if cows block the camera’s view, they
cause an increase in localization uncertainty at those moments. This is probably also the reason that
for routes with more cows, the error is much higher.
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Figure 4.22: Real-world experiments in which 4 different routes were driven in the barn. The routes are shown in figure 4.2

Change in part of particles from line detection error
Parameter sets 20, 21, 22, and 23 deal with the difference in what percentage of the line detection
error should come during resampling. This is shown in figure 4.23. The plot shows that the greater
the percentage of resample coming from the line algorithm, the higher the localization error is. The
significantly larger error at a resampling factor of 0.98 is caused by the route not being completed as
shown in figure 4.20.

Figure 4.23: Real-world experiments in which 4 different routes were driven in the barn. The routes are shown in figure 4.2
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Change in weights of added particles

Parameter sets 30, 31, and 32 are about the difference in weight that the added particles from the
line error have, compared to the other resampled particles during resampling. Figure 4.24 shows the
localization error relative to the weight of the particles. There is no clear correlation. However, the
order of the different routes is the same as the order of the comparison with the different line detection
situations. This suggests that there could be indeed a difference in difficulty in the different barn routes.

Figure 4.24: Real-world experiments in which 4 different routes were driven in the barn. The routes are shown in figure 4.2.

Change in history queue size

Parameter sets 40, 41, 42, and 43 involve the size of the history with line segments that are included
in calculating the average of the localization error. It can be seen in figure 4.25 that the change in the
queue has a minor impact on the localization error. Only in route 4, there is a positive relation between
the history queue size and the error. This could mean that the history queue has more effect when
there are more dynamic obstacles since route 4 has the most dynamism of the four routes.
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Figure 4.25: Real-world experiments in which 4 different routes were driven in the barn. The routes are shown in figure 4.2

Change in standard deviation of added particles

Parameter sets 50, 51, and 52 pertain to the standard deviation of particles when they are placed
based on a line error. The relation between the standard deviation and the average localization error
can be seen in figure 4.26. Between the different routes, the same ranking is visible as for the other
parameter sets with a higher error to due a more dynamic route. The effect of changing the standard
deviation is not affecting the result that much. It could be seen that with more dynamic obstacles in
the route, a higher standard deviation has a positive influence on the localization error. This could be
because with a more dynamic environment, more (false) errors are detected (line segments), but with
a higher standard deviation there are enough checks in the environment of the error, and therefore a
better position is found.
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Figure 4.26: Real-world experiments in which 4 different routes were driven in the barn. The routes are shown in figure 4.2

4.6.3. Real world recovery example
Figure 4.27 shows an example of a recovery during a route in the barn. The localization error of 1.2
meters had occurred because cows blocked the robot’s view and AMCL chose the wrong part of the
particle cloud when a part of the view was clear again. With this example, the steps of the algorithm
can also be followed: using line detection and comparison with the walls to find a localization error, and
place particles at the location of the error, after which AMCL itself decides that this location better suits
the LiDAR scan and choose the right pose.

(a) Robot drive 1.2 meters behind
in real situation (b) Line localization error detected

(c) Particles are with pose differ-
ence of error (d) Robot recovers to right pose

Figure 4.27: Process of recovery in the barn during route





5
Conclusion

The main research question of this master thesis is:

Does using extracted lines from a planar LiDAR improve the accuracy, precision, and
robustness of self-localization with AMCL for a mobile robot in a barn?

This research question is separated into multiple sub-questions to answer the main research ques-
tion.

1. Can the localization with AMCL be improved by correcting for offsets by resampling particles
through additional line extraction and matching between those line segments and map?

2. How can the accuracy, precision, and robustness of self-localization be tested and evaluated in
a real-world barn environment?

3. How sensitive is the new self-localization to hyperparameter choices?

Different experiments examined the impact of using a line algorithm along with AMCL. The experi-
ments say something about the precision, accuracy, and recovery ability of the robot’s self-localization.
This gives more insight into the answer to sub-question 1 which will be answered in the next section.

5.1. Quality of robot self-localization
To evaluate the self-localization, three different methods were used: the precision, accuracy and the
recovery ability of the robot.

5.1.1. Precision
To evaluate the precision an experiment was done in which the robot drove the same route several
times in section 4.5. When AMCL is compared to LAMCL, the precision decreases, as shown in figure
4.17, from 0.1m to 0.15m in the closed loop and from 0.02m to 0.045m in the open loop. An explanation
for this could be that adding extra particles with a Gaussian distribution gives an extra deviation around
the position of the robot. As a result, there is a larger spreading where the robot might be, which lowers
the precision.

5.1.2. Accuracy
For evaluating the accuracy, the first thing considered was how LAMCL performed compared to AMCL.
It was shown in table 4.4 that the accuracy deteriorates from 0.117m to 0.130m in the x direction and
from 0.041m to 0.050m difference in the y direction. This, like the deterioration in precision, may be
due to the fact that extra particles are added with a standard distribution. The rotation did improve in
LAMCL compared to AMCL from 0.047 to 0.041 rad. However, this average improvement is negligible
given the variation in the Δtheta of the experiment.

In Kang’s paper [28] in which they also used a line algorithm to improve the localization, they did
have improved the accuracy in position from (0.880, 0.421) in (x[m], y[m]) to (0.273, 0.329) error. Note

51
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that there was already a larger improvement to be made here at the beginning, as this error was much
larger without a line algorithm than the robots’ in the barn. In addition, in Kangs’ paper, they adjust the
location instead of adding additional particles.

In chapter 4.6 the accuracy was also measured at different locations in the barn. On average, the
accuracy is better without the line algorithm. The minimal difference is probably because AMCL can
already handle the majority of the difficult situations that occurred in the barn experiment.

5.1.3. Recovery ability
LAMCL has a slightly worse result than AMCL considering the precision and accuracy. This is due to the
addition of extra particles in a distribution. However, this addition greatly improves the recovery ability
of the system. The experiment in chapter 4.3 shows that LAMCL is faster and performsmore recoveries
when there is a localization error. Especially when the error is ≥0.5 meters. This is where LAMCL has
the biggest advantage over AMCL. Even with a localization error of 1.5 meters, LAMCL manages to
recover the location, which AMCL fails to do. However, the speed of recovery does correlate with the
layout of the environment at how many lines from the line algorithm an error is measured.

5.2. Effect of parameters
Sub-question 3 is about the influence of the parameters on the system. Therefore, the influence of
certain parameters in the localization was examined in 3 different experiments. For a number of pa-
rameter changes, no significant variation can be seen in the results. This is related to the observation
that most of them do not have a significant influence on the overall system when they change within
the range in which they were tested.

5.2.1. Change in line detection
The parameter sets with decade 1 looked at the effect of changing the line algorithm. When the original
parameters of the algorithm [22] are used there are no lines detected. This is not easily seen in the
barn test. For example, where the errors can still be caught by AMCL itself. In the recovery test, it is
only seen that no recoveries are performed, because no lines are detected. So the maximum standard
deviation in the measurement points of the pseudo LiDAR scan is certainly an important parameter and
it is crucial that it is set well enough so that the lines are detected.

5.2.2. Change in part of particles from line detection error
The original paper by Kang [28] moves the location of the robot when a localization occurs. By adjusting
the percentage of particles from the localization error the effect on the localization of the robot in the
barn is examined. By moving almost all particles based on the localization error it can be seen in the
barn test, in figure 4.20, that the localization does not function properly. This is probably due to the fact
that there are also line segments of dynamic obstacles among them that have a large localization error.
With 75%, the accuracy and recovery rate were still lower than average relative to a low percentage
of particles from the line algorithm. However, when recovery is done with 50% it does go a bit faster
than with a lower percentage, as seen in figure 4.9. This is due to more particles being in the right
location. So, it is important that not all particles are adjusted according to the line error. Only when the
percentage is ≤25% the algorithm can work properly to perform recoveries.

5.2.3. Change of weights of added particles
The new particles that are placed based on the line algorithm do not have the same weight as the
particles from resampling. In the recovery experiment, in figure 4.11, it can be seen that when the
weight is higher (division is smaller) the algorithm recovers faster. This is logical since less time is
needed for the newly placed particles to reach the highest weight. In the barn test, it varies between
the different parameters, so there is no optimum in terms of accuracy. The weight of the added particles
has the most influence on the speed of recovery of the algorithm.

5.2.4. Change of history queue size
The change in queue size does show a less obvious linear relationship between the speed of recovery
and the size of the history queue. The relation is expected because, with a shorter queue size, the
average of the queue is more likely to be the line error. This limited relation between the history queue
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and distance before recovery is due to that during the experiment, the robot first stood still in front of the
wall before driving towards it. During the standstill, the wall and thus the localization error was already
visible so the queue was already partly filled before the robot started driving. So it is uncertain what
effect adjusting the history queue size has in real-world operations.

5.2.5. Change of standard deviation of added particles
The recovery experiment shows in figure 4.13 that the larger the standard deviation is, the longer it
takes for the recovery to take place. This has to do with the fact that with a smaller standard deviation,
there is a bigger chance that a particle is located at exactly the right pose and matches the LiDAR scan
extremely well. The barn test shows that a higher standard deviation gives a slightly higher localization
error. This would be in the trend that the standard deviation brings additional inaccuracy to the system.

It was mentioned in chapter 3 that it is also possible to add random particles around the robot’s
pose with a normal distribution during resampling, instead of based on the line errors. This would be
equivalent to making the standard deviation very large. When the trend of the distance before recovery
is extended from figure 4.13, it can be seen that with the addition of random resamples, the distance
before recovery becomes even larger than resampling based on the line detection error. In the real-
world experiment, there is no clear trend in the tests to say anything about accuracy. So, adding random
particles in a standard distribution about the robot would result in a slower recovery time.

5.3. To conclude
It can be concluded from the experiments that adding extra particles to the resample state of AMCL
improves the recovery ability and thus the robustness of the self-localization. The disadvantage is that
this comes at a small cost in terms of precision and accuracy performance. This is because the new line
error particles are placed with a Gaussian distribution around the error location. From the parameters,
the percentage of particles resampled based on line error has the most influence. If all the particles are
resampled from the line error, the self-localization will not work. Regarding the impact of the parameters,
reducing the weights or increasing the history queue size or standard deviation will result in a decrease
in the performance of the new localization method LAMCL. It is shown that precision, accuracy, and
robustness can be tested and evaluated by experiments in chapter 4. Chapter 4.1 has shown that a
dataset can be used for evaluation in a real-world barn environment if a ground truth is granted.

5.4. Future work
There are still several areas that can be improved in LAMCL. For example, the effect of another line
algorithm could still be looked into. As an example, in the related work section Over-segmentation,
undirected graph, and line extraction method [31] has been mentioned. This line algorithm shows an
improvement in performance over the currently used Split and Merge. Another method to check out
would be Evolving Principal Component Clustering [11], where EPCC is used together with Split-and-
Merge for better results. However, it would be good to test the line algorithm in isolation instead of the
whole system as it is done now. This would require more time and a dataset with line segments and
their GT. This would also allow testing more different parameter sets of Split-and-Merge. In addition,
Split-and-Merge uses a threshold for the maximum deviation in the measurements. The pseudo LiDAR
has an increasing deviation in the measurements as the distance to the measurement points increases,
as seen in chapter 4.3.2. Therefore, it may be worth considering whether the range deviation in the
line algorithm can be varied with the distance at which the measurements are detected.

Another area to improve is when comparing line segments to walls. For example, a line segment is
now compared to each wall of the map to find the best matching wall. This could also be just the walls
in the direct surroundings to make the algorithm run faster. In addition, right now it does not take into
account when a wall is cut in two but continues. This sometimes causes line errors to be noticed even
though the line detected is also part of another wall that is an extension of the current compared wall.

Currently, the particles are added based on the line errors with a maximum frequency of 2 Hz. This
could also be made dependent on how much the robot has driven in the meantime.

The different parameter sets are limited by how much time there was to test. This could also be
investigated further to see how much influence they have and what their limits are. For example, in
figure 4.25 it can be seen that a lower history queue decreases the localization error. It could be
interesting to test a history queue of 1. In this way, particles will be placed based on every single line
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error. Another example is the fraction of the particles from the estimated localization error based on
the line algorithm. There is no data between 75% and 98% to check where the fail threshold is.

As a final thought, the new algorithm is only tested with 4 routes in the barn. To test the full potential
of the new functionality, it is useful to run the LAMCL on the robot for several days in a barn. This will
allow us to see how the new algorithm handles situations that did not occur in the DataCow dataset.



A
Barn layout

Figure A.1: The layout of the barn. Route 1 and 3 were driven on the left wing and route 2 and 4 on the right hand-side. The
start pose of the robot in the routes is visible in green at the bottom.
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B
Parameters

Line algorithm
Parameter Unit par0 par10 par11 par20 par21 par22 par23 par30 par31 par32 par40 par41 par42 par43 par50 par51 par52
bearing std dev rad 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001
range std dev m 1 0,02 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
least sq angle thresh rad 0,1 0,0001 0,0001 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1
least sq radius thresh m 0,1 0,0001 0,0001 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1
max line gap m 1 0,4 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
min line length m 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5
min range m 0,1 0,4 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1
max range m 6,4 6,4 6,4 6,4 6,4 6,4 6,4 6,4 6,4 6,4 6,4 6,4 6,4 6,4 6,4 6,4 6,4
min split dist m 0,5 0,05 0,3 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5
outlier dist m 0,6 0,05 0,05 0,6 0,6 0,6 0,6 0,6 0,6 0,6 0,6 0,6 0,6 0,6 0,6 0,6 0,6
min line points - 6 9 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6

Line-wall compare
wall max history - 80 80 80 80 80 80 80 80 80 80 20 10 150 5 80 80 80
max allowed angle difference degrees 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10
max allowed pose difference x m 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1
max allowed pose difference y m 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1
distance start m 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
distance end m 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
angle start degrees 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
angle end degrees 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60 60

Place particles on error pose
min time between lamcl resamples sec 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
std dev pose x - 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,006 0,0006 0,2
std dev pose y - 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,006 0,0006 0,2
std dev orientation - 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,002 0,0002 0,2
fraction resample from line error - 0,1 0,1 0,1 0,98 0,5 0,75 0,25 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1
division weight added particles - 8 8 8 8 8 8 8 1 4 16 8 8 8 8 8 8 8

Table B.1: All the parameter sets and their changes relative to the default parameter set 0 in bold.
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C
Recovery experiment result overview

Distances 0 0.25 0.5 1.0 -0.5 -1.0
Parameter sets success distance success distance success distance success distance success distance success distance
No line algorithm 3 0 2* 1.7 1* 1.9 0 - 1* 3.0 0 -

0 3 0 3* 0.7 3 1.2 3 1.0 3 1.5 3 0.7
10 3 0 3* 1.0 2* 2.2 0 - 0 - 0 -
11 3 0 3* 1.0 3 1.3 3 1.1 3 1.8 3 3.0
20 1 0 1 4.0 0 - 0 - 3 2.8 2 2.5
21 0 - 1* 1.0 1 1.1 2 0.8 3 0.9 3 0.5
22 3 0 1 0.7 0 - 0 - 3 0.7 3 1.7
23 3 0 3* 1.2 3 1.3 3 1.0 3 1.3 2 0.5
30 3 0 3* 0.5 3 1.2 3 0.8 3 1.5 3 1.8
31 3 0 3* 0.7 3 1.5 3 1.1 3 1.3 3 0.5
32 3 0 3* 1.5 3 2.1 3 1.2 3 1.6 3 2.5
40 3 0 3* 0.7 3 1.5 3 1.0 3 1.5 3 0.6
41 3 0 3* 1.0 3 1.5 3 1.2 3 1.5 3 0.5
42 3 0 3* 1.5 3 1.6 3 1.6 3 1.8 3 2.0
43 3 0 3* 1.5 3* 2.5 3 1.0 3 1.8 3 0.7
50 3 0 3* 1.4 3 1.4 2 1.0 3 1.5 3 0.6
51 3 0 3* 1.6 3 1.2 3 1.0 3 1.4 3 0.6
52 3 0 3* 1.0 3 2.2 2 1.5 3 2.2 3 0.7

Table C.1: Results recovery experiment. Recovery is when the robot location is within an error of 0.1m. Successes are the
number of times out of 3 tests. Distance is the distance [m] traveled before recovery. *(recovery by change of AMCL, not lines
algorithm). The tens in the numbers of the parameter sets are an indicator of what is being varied in those parameter sets by
that decimal.
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D
Accuracy experiment result overview

pose B
x [m] 1.77
y [m] 7.47
theta [rad] 1.5708

Table D.1: Pose B of accuracy experiment with in bold the most important comparison of the accuracy experiment

Without line algorithm
Measured pose Measured difference Software pose Software pose real, difference software-measured difference
x [m] y [m] theta [rad] Δx [m] Δy [m] Δtheta [rad] x [m] y [m] theta [rad] x [m] y [m] theta [rad] x [m] y [m] theta [rad]

Test 1 1,885 7,515 1,615 0,115 0,045 0,044 1,771 7,522 1,573 0,001 0,052 0,003 0,114 -0,007 0,042
Test 2 1,895 7,500 1,612 0,125 0,030 0,042 1,772 7,508 1,574 0,002 0,038 0,003 0,123 -0,008 0,039
Test 3 1,880 7,515 1,624 0,110 0,045 0,053 1,767 7,508 1,583 -0,003 0,038 0,013 0,113 0,007 0,041
Average 1,887 7,510 1,617 0,117 0,041 0,047 1,770 7,513 1,577 0,002 0,043 0,008 0,116 0.007 0,040

With line algorithm
Measured pose Measured difference Software pose Software pose real, difference software-measured difference
x [m] y [m] theta [rad] Δx [m] Δy [m] Δtheta [rad] x [m] y [m] theta [rad] x [m] y [m] theta [rad] x [m] y [m] theta [rad]

Test 1 1,900 7,523 1,612 0,130 0,053 0,041 1,767 7,519 1,580 -0,003 0,049 0,010 0,133 0,003 0,031
Test 2 1,910 7,505 1,604 0,140 0,035 0,033 1,767 7,498 1,579 -0,003 0,028 0,008 0,143 0,007 0,025
Test 3 1,890 7,530 1,617 0,120 0,060 0,047 1,774 7,527 1,569 0,004 0,057 -0,002 0,116 0,003 0,048
Average 1,900 7,519 1,611 0,130 0,050 0,041 1,770 7,515 1,576 0,003 0,047 0,007 0,131 0,005 0,036

Table D.2: Accuracy experiment results. Six different tests including 3 with line algorithm and 3 without. The values in bold are
the most important values of the table to compare the accuracy between with and without the addition of adding particles based
on the detected line error.

Table D.2 shows the results of the accuracy test. Here the ’measured difference’ is the measured
difference of the robot with respect to the marked point B in the real world. Together with the values
of pose B, this calculates the ’measured pose’. The ’software pose’ is the pose the robot thought it
had. The ’software pose real, difference’ is the difference between pose B in the real world and the
’software pose’. The ’software-measured difference’ is the difference between the ’software pose’ and
the ’measured difference’. An additional note about the software ’pose real, difference’ is that the
difference between where it should be and where the robot thinks it is in the y-axis is more than 0.04m
on average, while the error in the x-axis is extremely small. This is due to the fact that in pose B the
robot drove in a positive y direction. The waypoints of the robot route are every 0.1m with interpolation
in between. The robot must first drive over the end waypoint before it gets the signal that it is in position.
This is reflected in these values that the robot drove further ahead in the y-axis than requested.
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Precision experiment all plots
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F
Real world experiment result overview

Barn route 1 Barn route 2 Barn route 3 Barn route 4
Parameter set x [m] y [m] theta [rad] x [m] y [m] theta [rad] x [m] y [m] theta [rad] x [m] y [m] theta [rad]
No line algorithm 0.020 0.082 0.011 0.131 0.139 0.710 0.057 0.093 0.012 0.060 0.402 0.028

0 0.028 0.084 0.012 0.158 0.158 0.018 0.057 0.089 0.012 0.070 0.439 0.029
10 0.020 0.105 0.010 0.134 0.138 0.720 0.061 0.094 0.011 0.062 0.425 0.028
11 0.026 0.075 0.013 0.146 0.140 0.363 0.059 0.096 0.011 0.071 0.394 0.027
20 0.066 13.396 0.847 0.770 5.339 0.392 0.282 1.860 0.246 3.884 16.648 1.210
21 0.044 0.098 0.016 0.140 0.124 0.063 0.053 0.106 0.012 0.086 0.520 0.031
22 0.061 0.117 0.018 0.175 0.672 0.029 0.044 0.233 0.028 0.126 0.418 0.040
23 0.034 0.079 0.015 0.156 0.138 0.023 0.057 0.094 0.013 0.073 0.410 0.028
30 0.049 0.081 0.015 0.142 0.134 0.023 0.056 0.105 0.014 0.079 0.421 0.027
31 0.044 0.086 0.017 0.139 0.136 0.019 0.051 0.125 0.012 0.071 0.541 0.029
32 0.032 0.077 0.012 0.154 0.146 0.020 0.059 0.083 0.010 0.073 0.419 0.029
40 0.038 0.086 0.015 0.123 0.136 0.017 0.057 0.104 0.011 0.070 0.401 0.026
41 0.030 0.088 0.014 0.147 0.130 0.018 0.054 0.990 0.011 0.068 0.389 0.025
42 0.019 0.082 0.011 0.148 0.120 0.018 0.053 0.110 0.012 0.102 0.556 0.033
43 0.021 0.079 0.011 0.142 0.142 0.015 0.054 0.109 0.010 0.064 0.401 0.026
50 0.021 0.089 0.011 0.152 0.137 0.366 0.055 0.102 0.011 0.076 0.410 0.029
51 0.028 0.089 0.013 0.156 0.137 0.366 0.057 0.097 0.011 0.072 0.397 0.030
52 0.030 0.088 0.015 0.157 0.127 0.021 0.063 0.113 0.008 0.068 0.395 0.027

Table F.1: The average of the absolute localization errors compared to the GT in the barn. The parameters per parameter set
can be found in appendix B.
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