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ABSTRACT
Algorithmic and data-driven systems are increasingly used in the
public sector to improve the efficiency of existing services or to pro-
vide new services through the newfound capacity to process vast
volumes of data. Unfortunately, certain instances also have negative
consequences for citizens, in the form of discriminatory outcomes,
arbitrary decisions, lack of recourse, and more. These have serious
impacts on citizens ranging from material to psychological harms.
These harms partly emerge from choices and interactions in the
design process. Existing critical and reflective frameworks for tech-
nology design do not address several aspects that are important
to the design of systems in the public sector, namely protection
of citizens in the face of potential algorithmic harms, the design
of institutions to ensure system safety, and an understanding of
how power relations affect the design, development, and deploy-
ment of these systems. The goal of this workshop is to develop
these three perspectives and take the next step towards reflective
design processes within public organisations. The workshop will
be divided into two parts. In the first half we will elaborate the
conceptual foundations of these perspectives in a series of short
talks. Workshop participants will learn new ways of protecting
against algorithmic harms in sociotechnical systems through un-
derstanding what institutions can support system safety, and how
power relations influence the design process. In the second half,
participants will get a chance to apply these lenses by analysing a
real world case, and reflect on the challenges in applying conceptual
frameworks to practice.
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1 INTRODUCTION
Algorithmic and data-driven systems are increasingly used in the
public sector to improve the efficiency of existing services or to
provide new services through their newfound capacity to process
vast volumes of data. Unfortunately, certain systems have also
resulted in negative impacts on citizens, in the form of discrimi-
natory outcomes, arbitrary decisions, lack of recourse, and more.
These have serious consequences for citizens ranging from mate-
rial to psychological harms [3], [4]. These harms partly emerge
from choices and interactions in the design process [6]. Scientific
research does not seem to provide public organisations with practi-
cal leads to organise their design processes around the prevention
and correction of algorithmic harms. Approaches to address citizen
harms in AI literature either take a policy or technical perspective
(e.g., governance frameworks [9] and bias detection tools [7]). Of-
ten, these approaches do not address whether and how they can
effectively be implemented in practice, disregard the power dynam-
ics between actors in design processes, and do not acknowledge
lessons learned from automation in other disciplines. This work-
shop addresses these issues by integrating three perspectives that
can support more reflective and critical design practices in public
administration.

The three perspectives we will present in this workshop are
system safety, institutional design, and power analysis. First, in-
sights from systems safety - with its tradition in software-based
automation and origins in engineering - can provide the right struc-
ture or institutions to attain more control on the design process
of public AI systems. Second, systems safety components need to
be situated in the public administration context of these systems.
Therefore, we argue that institutions on responsibility, account-
ability and representation need to be incorporated in the design
process. Finally, an awareness and treatment of power relations
during design, development, and deployment is largely absent from
existing systems engineering practices. While power relations are
inherent to institutional dynamics – including in the definition
of safety control structures –, they are not always made explicit.
We argue that an analysis of power here is crucial for protecting
citizens from algorithmic harms, and for affording different actors
the possibility to bring to light and address potential system safety
hazards. We will show that these themes are lacking in current
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design practices and argue that they are necessary for building safe
and just systems within public organisations.

The goal of this workshop is to develop the three perspectives
and take the next step towards reflective design processes within
public organisations. The workshop will be divided into two parts.
In the first half we will elaborate the conceptual foundations of
these perspectives in a series of short talks. Workshop participants
will learn new ways of protecting against algorithmic harms in
sociotechnical systems through understanding what institutions
can support system safety, what their limitations are, and how
power relations influence the design process. In the second half,
participants will get a chance to apply these lenses by analysing
a real world case, and reflecting on the challenges in applying
conceptual frameworks to practice.

2 PART I: PERSPECTIVES ON SYSTEM SAFETY,
INSTITUTIONAL DESIGN AND POWER
RELATIONS IN DESIGN

In the workshop, we will consider design processes of public AI
systems as sociotechnical processes. In other words, they reflect
the interacting, sociotechnical components: institutions (i.e„ insti-
tutional design), human agents (i.e., power analysis), and technical
artefacts (i.e., system safety). Each perspective emphasises a differ-
ent component in the design process. Moreover, the perspectives are
interconnected: institutional design and power analysis both con-
sider the relationship citizen and government; institutional design
and system safety both underline the need for the “right” institu-
tional environment; and, power analysis and system safety both
consider the effect of hierarchical structures in practice.

2.1 Institutions for public design processes
Existing design practices for AI systems in the public sector often
lead to unintended consequences that can harm citizens [6]. A way
to change these practices is to implement the appropriate insti-
tutional environment for a design process [5]. This environment
should adhere to the fact that: (1) public AI systems are socio-
technical systems in nature, and that (2) they are embedded within
public organisations. The first fact asks for institutions that fit socio-
technical design characteristics. The latter fact asks for a design
process that adheres to the premises of democracy and the Rule of
Law, which varies across jurisdictions and cultures. The premises
of these concepts are known, but have yet to be translated to the
practice of sociotechnical systems design.

2.2 Power relations in sociotechnical systems
Attention to how power relations affect sociotechnical systems
design is largely absent from contemporary sociotechnical design
practices, yet they underpin several aspects of system design. Who
decides the purpose and scope of a system? Who determines the
technical specifications? What issues are open to discussion and
which ones are kept off the table? It has become commonplace to
seek to foresee unintended consequences of sociotechnical systems
by encouraging the participation of affected stakeholders. However,
we must also ask to what extent participation is or can be mean-
ingful and binding, and in what instances does it merely serve as
a performative exercise that demands resources from participants

but does not deliver on their demands [8]. Attending to power in
the design process can help us understand how sociotechnical sys-
tems can entrench existing social relations, and to what extent they
may empower or disempower not only the public, but also those
involved in the development and deployment of these systems [1].

2.3 System safety
Ensuring safety in public AI systems is crucial to reducing algorith-
mic harms [2]. The fields of systems engineering and control theory
have a long tradition in research on system safety. This research
assumes that measures to reduce a system’s harms cannot only be
based on technical design choices on the model or algorithm alone.
Instead, there is a need for an end-to-end hazard analysis and design
frame that includes the context of use, impacted stakeholders, and
the institutional environment in which the system operates. Safety
and other values are then inherently socio-technical and emer-
gent system properties that require design and control measures
to instantiate these across the technical, social, and institutional
components of a system. Apart from these measures, system safety
principles are also important starting points for organising design
processes and the subsequent processes of use, maintenance, and
governance.

3 PART II: JOINT LEARNING ACTIVITY
In the second half of the workshop, participants will put these
frameworks into practice through a think-pair-share exercise by
applying them to one of several real world case studies of AI sys-
tems in the public sector: (i) the use of fraud risk profiling in the
childcare benefit scandal in the Netherlands, (ii) COVID-19 contract-
tracing apps, (iii) cross-border surveillance of migrants. These will
be presented through a video presentation by researchers who have
worked on the cases.

There will be ample room for feedback and opportunities to
further co-develop the frameworks in situ. We will facilitate this
joint learning activity through a few guiding questions regarding
the translation of our perspectives (or other research on design pro-
cesses) to practice. We would like to answer the following questions
in the workshop:

What other perspectives for diagnosing and addressing algorith-
mic harm are missing in design process research in general or in
this workshop?

What are obstacles to implementing reflective design practices
for sociotechnical systems in public organisations?

Why have insights in our perspectives – that digital government
research has touched upon for years – not trickled down to practice?

What possibilities do researchers have to bring their insights to
practice – assuming that the development of frameworks or design
science approaches may not be fully effective in changing practices
in real-world design processes?

Through these questions, we aim to improve our research on
design processes of public algorithmic systems, as well as our en-
gagement with actors in the field. Moreover, the answers to these
questions may bring forward insights for safer forms of digital
government in general.
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