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Abstract

Regression is difficult because of noise, imbalanced data
sampling, missing data, etc. We propose a method by clas-
sifying the continuous regression labels to tackle regression
robustness problems. We analyze if our method can help
regression, given that the class information is already in-
cluded in the regression labels. We start by extensively ex-
perimenting on 1D synthetic datasets and find out that clas-
sification can help regression when the data sampling is im-
balanced. This happens when the data are clean, noisy in
inputs and noisy in outputs, but not when they are partially
missing. We then validate our conclusion on the KITTI
dataset by estimating 3D object orientation. We conclude
that our method can help regression in real-world.

Keywords— regression, robustness, imbalance

1. Introduction
Regression, where the goal is to make models learn to

predict continuous labels, is one of the most fundamental
tasks in machine learning. Applications of regression tech-
niques exist ubiquitously in real world, e.g., facial landmark
detection [20, 33], head-pose estimation [16, 31], depth es-
timation [14, 15], age estimation [27, 28] and cell count-
ing [9, 29]. Although regression is fundamental and ubiq-
uitous, its performance is highly sensitive to noise, imbal-
anced sampling, missing data, etc. In this paper, we aim to
tackle this issue by investigating whether an auxiliary clas-
sification task, which learns to predict binned continuous
labels, can help regression to be robust and under which
circumstances can it help.

Classification in combination with regression for better
regression performance yields promising results. In [33],
Zhang et al. optimize facial landmark detection with het-
erogeneous classification tasks including gender estimation,

Figure 1. Overview of orientation estimation assisted by binning.
Instead of regressing to the ray orientation ∈ R spanning 360 de-
grees, multi-bin regression first divides the orientation into more
than one bin and learns in which bin the true orientation lies and
how to regress to it from the center orientation of that bin. The
best number of bins is task-dependent.

smile detection and head-pose classification. Tradition-
ally, researchers approach facial landmark detection as a
standalone problem. However, Zhang et al. demonstrate
that correlated classification tasks are helpful. Effectively
exploiting the intrinsic correlation can help detection to
be more accurate and constrain the solution space. Their
method achieves robust detection, especially of faces with
severe occlusion and pose variation. [30] analyzes the re-
view rating task and proves that using both classification
and regression losses to model the same target labels is bet-
ter than using either loss. They point out that both regres-
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sion and classification have their own advantages. Although
classification achieves better results when the number of
target labels is small, regression utilizes ordinal informa-
tion and is suitable for a big range of target labels. [9]
transforms the traditionally regression-based cell counting
task into an image classification task because regression-
based predictions often deviate from the ground truth. How-
ever, they realize that a model trained only with a classifica-
tion method lacks the generalizability to unseen cell counts.
They demonstrate that regression has a better generalizabil-
ity and stability on unseen test images and propose an en-
semble scheme which combines the precision of classifica-
tion and the generalizability of regression. We build on this
trend and pay extra attention to the unique characteristics of
classification.

Our research question is: Can an auxiliary classification
task which learns binned regression labels help the main
regression task to be robust? Our hypothesis is yes. To an-
swer our research question, we carefully design our data.
From imbalanced regression [6], robust regression [24] and
zero-shot learning [21], we know that a complete list of data
settings should be imbalanced, noisy, and partially missing.
The meaning that the data is noisy is two-fold: noisy in
inputs and noisy in labels. Different levels of binning are
important. After validating our hypothesis on 1D synthetic
data, we validate it on the real-world KITTI [11] dataset
with the task of 3D object orientation estimation [18]. We
show in Figure 1 how binning in combination with regres-
sion solves a regression task in the real world.

The main contributions of this work are:
• We propose learning binned regression labels as an

auxiliary task for more robust regression. We show
that there is no additional information or target labels
needed.

• We analyze carefully and thoroughly, using controlled
data settings on synthetic data, to understand whether
and how the auxiliary classification task can help re-
gression and demonstrate that it helps when the data
sampling is imbalanced.

• We prove that our finding generalizes well to the real
world by validating it on a 3D orientation estimation
task using the KITTI dataset.

2. Related Work

2.1. Robust Regression

Robust regression assumes that the data distribution vi-
olates assumptions of the regression method, and aims to
improve the regression method such that it is not affected
even when violations occur. The M-estimator [13] and its
alternatives [2, 22, 23] optimize the loss method design
and are resistant to outliers in response variables. How-
ever, they are less robust to heteroscedastic errors which

depend on the input. What’s more, better loss designs can
always be combined with our auxiliary classification task
to achieve further improvement. Other robust regression
methods use deep learning to learn data distribution auto-
matically [3, 19]. One drawback is that they have to design
correct hyperparameters and define correct dependence re-
lations for the model to learn. They are interesting works
that go in another direction from our approach. Data aug-
mentation and re-sampling techniques [7, 8] are other ap-
proaches which focus on mitigating violations of assump-
tions of the data distribution. They are effective methods
but are not efficient in time. All the methods are great, but
our approach is something different.

2.2. Regression with Classification Loss

Classification has been shown to improve regression.
Pose classification helps landmark localization to be more
accurate [33]. Ordinal class information of the depth helps
the exact depth to regress better [10]. However, there are
also papers which do not report a better performance, e.g.
[12], and there are conditions for classification to help re-
gression in [33] and [10]. In [33], task-wise early stopping
is used. [10] uses the ordinal information instead of treating
the classes as irrelevant “buckets”. In this paper, we do not
only validate that classification can improve regression, but
we take this one step further and analyze in which condi-
tions this happens.

2.3. Curriculum Learning

Curriculum learning follows a coarse-to-fine scheme and
achieves loss function robustness and faster convergence
[26]. Since Bengio et al. [5] first introduce the concept
of curriculum learning in the context of classification, the
coarse-to-fine approach has been used in different compo-
nents of the learning process. Belagiannis et al. [4] typi-
cally use progressively higher resolution images to achieve
state-of-the-art pose regression performance. The coarse-
to-fine scheme here is serial. However, our approach fol-
lows a parallel coarse-to-fine scheme: Classification can be
seen as a coarse learning task because the binned labels are
less precise than the continuous ones, and we learn regres-
sion and classification at the same time. We prove that par-
allel coarse-to-fine scheme also achieves loss function ro-
bustness under certain circumstances.

3. Method
3.1. Classification-Assisted Regression (CAR) Loss

Figure 2 explains our proposed method. The goal is to
learn a continuous label. We calculate the minimum and
maximum of all labels of the training dataset. We then dis-
cretize the range into a number of bins. The number of bins
is a hyperparameter, and needs hyperparameter searching

2



Target Continuous Label

                 

Input

MSE Loss

Discrete Bin Label

Cross Entropy Loss

Backbone
Traditional Regression 
Method

Goal

Figure 2. Overview of our proposed CAR method. The goal is
to learn the continuous regression label. The continuous label is
transformed into the discrete bin label after doing statistics on the
range of the training target labels. Learning the discrete label is the
auxiliary task. Learning the regression label is the main task. Both
tasks are learned at the same time. We learn the main regression
task by the MSE loss and the auxiliary classification task by the CE
loss of target classification labels from the results of an indicator
function of the target continuous labels. There is no additional
information needed. The traditional regression method only learns
the former. The last layer of the model architecture is usually an
FC layer or an ensemble of FC layers. This module can be attached
to any backbone architectures.

for the best performance. We perform our 1D experiments
with the following numbers of bins: 2, 4, 8, 16, 32, 64,
128, 256, 512. In our 3D object orientation estimation ex-
periments, we use 2 and 4 bins. After dividing the range
into bins, the target continuous label has its corresponding
discrete classification label. We use non-overlapping bins
in 1D experiments. We use overlapping bins in 3D exper-
iments. In 3D experiments, one continuous label can have
two bin labels. We choose the bin that has a lower center
value. The overlap is one-sixth of the size of a bin. Af-
ter defining both labels, two predictions are calculated from
two heads of any sort of backbone models. In 1D experi-
ments, we use a Multi-Layer Perceptron (MLP) with a sin-
gle hidden layer of 10 nodes. The regression prediction is
from a matrix multiplication of the hidden-layer results with
a Fully-Connected (FC) layer of 1-by-10. The classifica-
tion prediction is a vector whose size is equal to the num-
ber of bins, and it is obtained from the result of a Soft-max
function of the result of another matrix multiplication of the
hidden-layer results with another FC layer of bin-number-
by-10. In 3D experiments, the backbone model is VGG19
[25]. The regression label is transformed into two regres-

sion labels: sine and cosine of the angle, which co-define a
unique angle. The regression branch contains 2 FC layers,
instead of 1. The first FC layer is of 256-by-512 × 7 × 7
and the second FC layer is of 256-by-256. The ReLU [1]
function is used as the activation function between the FC
layers. The classification branch has the same architecture.
The 3D object orientation estimation task first requires ob-
ject detection. We train the MS-CNN [18] as the object de-
tector and the result of it is provided to the VGG19. After
obtaining the regression and classification predictions, we
use the Mean Squared Error (MSE) loss between the regres-
sion predictions and the target continuous labels to calculate
the loss of the regression head and the Cross Entropy (CE)
loss between the classification probability predictions and
the results of the indicator function of the target continuous
labels to calculate the loss of the classification head, and
then sum up the two, and use gradient descent to jointly up-
date the backbone. In 3D experiments, the loss is summed
up with the object detection losses and is used to jointly up-
date the MS-CNN and the VGG19. Our loss is defined as:

L =
1

n
Σ(y − ŷ)2 − 1

m
Σm

i=11bini
(y) · log(ŷi) (1)

“n” is the dimensionality of the target continuous label.
If the regression label is uni-dimensional, “n” is 1. “y” is the
target regression label and “ŷ” is the predicted regression
value. “m” is the number of bins. “1bini

(y)” is the indicator
function of “y”. It is 1 if bini is where the target lies, and
it is 0 if not. “ŷi” is the predicted classification probability
for that bin to be where the target lies.

3.2. Controlled Settings

In 1D experiments, we use 4 different settings of data.
They are “Clean Inputs and Outputs”, “Noisy Inputs”,
“Noisy Outputs” and “Out-of-Distribution Testing”. At
each setting, we use 4 different levels of imbalance of the
distribution of the target continuous labels. In 3D experi-
ments, there is only one data setting, which is the inputs and
outputs of the KITTI dataset. We manually construct a sub-
set with “Mildly Imbalanced” label distribution, so that we
compare two levels of target label distribution, i.e. “Mildly
Imbalanced” and “Severely Imbalanced”.

3.3. Training and Evaluation

We have training, validation and testing splits of datasets.
We draw the validation sets from a joint distribution as the
training sets. We respectively use the CAR loss and the
MSE loss to train and compare their performances in test-
ing. After at least 100 epochs of convergence in 1D ex-
periments and 5 epochs of convergence in 3D experiments,
we take the weights of the model whose performance mea-
sure on the validation set is the lowest as the weights of
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the model for testing. In 1D experiments, the performance
measure for the validation set and the testing set is the MSE.
In 3D experiments, the performance measure is the offi-
cial metric of KITTI, i.e., Average Orientation Similarity
(AOS) [11], for measuring orientation estimation perfor-
mance with object detection. AOS is defined as follows:

AOS =
1

11
Σr∈{0,0.1,...,1} max

r̃:r̃≥r
s(r̃) (2)

“r” is the recall threshold of the object detection. “s(r̃)”
is the cosine similarity of all objects detected with a recall
higher than “r”. s(r̃) ∈ [0, 1]. Its normalized value over 11
recall thresholds, i.e. the AOS, is also in [0, 1]. “s(r)” is
defined as:

s(r) =
1

|D(r)|
Σi∈D(r)

1 + cos∆
(i)
Θ

2
δi (3)

“D(r)” is the set of all positively detected objects above
the recall threshold “r”. “∆(i)

Θ ” is the difference between
the predicted and the target orientations. “δi” is to record if
“i”-th object has been calculated with the ground truth, and
it avoids multiple predictions from matching to the same
ground truth.

We ignore the classification performance in validation
and testing. We repeat 16 times per setting of experiments.
If “best” models using CAR loss to train has lower per-
formance measures than “best” models using MSE loss to
train, and the standard deviations of the performance mea-
sures are mutually exclusive, we conclude in that experi-
ment a confirmation to our research question.

4. Experiments
4.1. 1D Synthetic Sinusoidal Curves Fitting

4.1.1 Dataset

The synthetic dataset contains 2048 data points. The regres-
sion labels are the outputs of Equation 4.

y = 2 sin(2x), x ∈ [0, 2π] (4)

“x” are the inputs. “y” are the outputs. “y” belongs to
[−2, 2]. Figure 3 explains different settings of our data. The
left-most “Target Label Distribution” column depicts the
distribution of “y”. There are 4 levels of severity of imbal-
ance of “y”, depicted from the first row to the 4th row. The
last row depicts the uniform distribution of “y” in testing.
Their corresponding classification labels are equally-spaced
labels. In the right 4 columns, the classification labels are
depicted as 4 different levels of shading in the background
when the number of bins is equal to 4. Each row of the right
4 columns has the distribution of “y” the same as the “Tar-
get Label Distribution” column. The right 4 columns are 4

different settings of our experiments, namely, from left to
right, “Clean Inputs and Outputs”, “Noisy Inputs”, “Noisy
Outputs” and “Out-of-Distribution Testing”. The details of
the four settings are:

• The “Clean Inputs and Outputs” setting. The inputs
are uniformly distributed in [0, 2π] and the regression
labels follow Equation 4.

• The ‘Noisy Inputs” setting. The inputs are shifted uni-
formly at a distance of [-0.4π, 0.4π] away from their
corresponding inputs in the clean setting. The regres-
sion labels follow Equation 4 with shifted “x”’s.

• The ‘Noisy Outputs” setting. The inputs are uniformly
distributed in [0, 2π]. The regression labels are the re-
sults of Equation 4 and then are shifted uniformly at a
distance of [-2, 2] away from their initial results. One-
sixteenth of the regression labels are forced to change
into outliers, i.e. their values are either ±4 of the initial
results of Equation 4.

• The “Out-of-Distribution Testing” setting. We divide
the inputs in the clean setting into 8 equally-spaced in-
tervals, and then divide each interval into halves. We
use the left halves in training and the right halves in
testing. The regression outputs follow Equation 4. The
training set and the testing set are mutually exclusive.

We repeat the experiment of one setting 16 times. By
one setting, we mean the same level of imbalance, the same
number of bins and the same inputs and outputs setting. At
each repetition, we randomly select a mean of the Gaussian
distribution of the regression labels. We experiment with
{2, 4, 8, 16, 32, 64, 128, 256, 512} bins. To make sure all
classification labels exist, we enforce that every bin in 512
bins contains at least 1 data point. This is why the “Mod-
erately Imbalanced” row of the “Target Label Distribution”
column has a straight blue line at the bottom. In total, we
perform 4 levels of imbalance × 9 numbers of bins × 4
inputs and outputs settings × 16 repetitions = 2304 repeti-
tions.

4.1.2 Experiment 1: Can classification help regression,
and under which circumstances?

Figure 4 shows the performances on 1D synthetic testing
sets of training using the MSE loss compared with training
using the CAR loss. The columns are the 4 data settings
and the rows are the 4 levels of imbalance. The y-axis of
each grid cell represents the testing MSE values. The range
of each y-axis is [0, 1.15] for consistency across cells. Each
solid circle of the CAR method depicts the means of the
MSE’s of 16 repetitions, and the error bars depict the stan-
dard deviations. The upper error bar has a length of a stan-
dard deviation. So is the lower error bar. The x-axis of each
grid cell is the numbers of bins, from 2 to 512. The MSE
method is not relevant to the numbers of bins. We draw it
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The Sinusoidal Functions of Different Settings of 1D Synthetic Data with the Number of 
Bins Equal to 4
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Target Label Distribution Clean Inputs and Outputs Noisy Inputs Noisy Outputs Out-of-Distribution Testing

Training
Testing

Figure 3. Overview of different data settings of 1D experiments with the number of bins equal to 4. The left-most column depicts different
levels of severity of imbalance of the Gaussian distribution of the regression labels. The right 4 columns depict the sinusoidal curves of
four settings of inputs and outputs. In the right 4 columns, the x-axis of each grid cell represents the inputs. The y-axis of each grid cell
represents the targets. The upper 4 rows depict the data in training. The bottom row depicts the data in testing. The rows in the right 4
columns have the same data distributions as the rows in the left-most column. This grid provides an intuitive understanding of different
settings of the data in 1D sinusoidal curve fitting experiments.

as a line instead of a poly-line. The mean is depicted as
the solid straight line. The standard deviation is depicted
as the shaded stripes above and below the straight line. We
draw error bars and shaded stripes to show if they are dis-
connected or not. If the error bars and the shaded stripes are
not connected, the difference is statistically significant.

Conclusion 1: Classification can help regression. The
“Severely Imbalanced” row of the “Clean Inputs and Out-
puts” column in Figure 4 is one obvious example from
which we can conclude that classification can help regres-
sion. From 2 bins to 512 bins, the CAR method has lower
MSE means than the MSE method. From 4 bins to 512
bins, the CAR method has lower MSE means than the MSE
method with disconnected standard deviations. Someone
may expect the margin between the MSE line and CAR

poly-line becomes larger as the number of bins increases.
In fact, we would expect a threshold number of bins, under
which, the CAR method performs increasingly better than
the MSE method as the number of bins increases, and above
which, the two methods show an equal margin between their
performances across all numbers of bins. This is in align-
ment with the behavior in [18]. The best number of bins is 8
in this setting. Increasing the number of bins even decreases
the performance of our CAR method. This trend also exists
in the “Noisy Inputs” and “Noisy Outputs” columns. The
reason may be that increasing the number of bins eventu-
ally decreases the amount of training data within each bin,
and classification becomes so similar with regression that
no “coarse-to-fine” effect is possible.

Conclusion 2: The severity of imbalance is the rea-
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The 1D Sinusoidal Curve Fitting Results with 16 Repetitions of Each Setting
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Figure 4. This is the performance, measured by the MSE on the testing sets, between using the MSE loss and the CAR loss to train. The
rows are 4 levels of imbalance of the training label distributions. The columns are 4 data settings. In each grid cell, the x-axis is the
numbers of bins, and the y-axis is the MSE values. The range of the y-axis is the same across cells, and it is [0, 1.15]. Because using the
MSE loss to train is not affected by the numbers of bins, the MSE method is drawn as a straight line. If the circles of the poly-line of the
CAR method are lower than the straight line of the MSE method, and the error bars are disconnected, the CAR method outperforms the
MSE method. This figure shows in each setting whether the CAR method outperforms the MSE method.

son that classification can help regression. Along the
“Clean Inputs and Outputs” column in Figure 4, we com-
pare the levels of imbalance. We see that, as the imbalance
decreases, the margin between CAR and MSE becomes
smaller and eventually becomes insignificant when the label
distribution is “Mildly Imbalanced” and “Uniform”. This
trend also exists in the “Noisy Inputs” and “Noisy Out-
puts” columns. In the “Noisy Inputs” and “Noisy Outputs”
columns, the CAR poly-line even goes higher than the MSE
line in the “Uniform” row. We conclude that the severity of

imbalance is the cause for classification to help regression.
Conclusion 3: The means of the Gaussian distribu-

tions of the regression labels is irrelevant to the winning
of the CAR method. In one setting, the label distribution
is the only changing factor. The means of the label distribu-
tions is relevant if the error bars are long.

Conclusion 4: Classification cannot help regression
when the testing data are out of distribution. The “Out-
of-Distribution Testing” column has a unique behavior. The
difference between the CAR poly-line and the MSE line
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does not become smaller as the training label distribution
becomes less imbalanced. There is hardly any number of
bins, with which the error bars of the CAR circle are dis-
connected with the shaded stripes of the MSE line. This
shows that the CAR method does not help regression under
all tested circumstances when the training data are partially
missing or corrupted.

Conclusion 5: Noise makes classification harder to
help regression. We look at the columns of “Noisy Inputs”
and “Noisy Outputs” and can see that at the “Mildly Imbal-
anced” row, more than half of the circle points are higher
than the MSE line. However, in the “Clean Inputs and Out-
puts” column, only at the “Uniform” row, it happens that
more than half of circle points are higher than the MSE line.
This shows that noise can degrade the “helping” effect.

There are two other phenomena that are worth noting.
The first exists ubiquitously. The margin between the MSE
and CAR methods is not the same after a threshold num-
ber of bins. There are more than one “jumps” in the CAR
poly-lines. What causes the “jumps”? The second is the
tendency, in the “Out-of-Distribution Testing” column, that
the margin between the MSE line and the CAR poly-line in-
creases as the number of bins increases. They are interesting
phenomena which need further confirmation and examina-
tion.

4.2. 3D Real-World Object Orientation Estimation

4.2.1 Dataset

The KITTI dataset has 6732 training images and 749 test-
ing images. There are 32456 objects in the training images
and 4057 objects in the testing images. The objects include
cars, pedestrians and cyclists. Figure 5 shows the orienta-
tion label distributions of the training, validation and test-
ing sets. The orientation label distributions of the “Train-
ing” and “Validation” rows of the “Severely Imbalanced”
column is the same as those in the KITTI dataset. We ran-
domly select 10% of the original training images to form
the validation set, and the rest of them to form the training
set. The “Mildly Imbalanced” column shows label distribu-
tions of manually-selected images. We take a subset of the
images of the “Training” and “Severely Imbalanced” cell to
form the images of the “Training” and “Mildly Imbalanced”
cell, and make sure that the subset contains objects whose
orientations follow a uniform distribution. The labels of the
objects in the images end up with mildly imbalanced distri-
bution. We do the same for the validation set. The testing
sets of the “Severely Imbalanced” and “Mildly Imbalanced”
settings are the same subset of the original testing images.
In the “Severely Imbalanced” setting, we use 6059 images
to train, 673 images to validate and 80 images to test. In the
“Mildly Imbalanced” setting, we use 836 images to train,
72 images to validate and 80 images to test.

The Label Distributions of the Training, Validation and Testing Splits of 
Two Levels of Imbalance of 3D Object Orientation Estimation Experiments
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Severely Imbalanced Mildly Imbalanced

Figure 5. Overview of the label distributions of orientation estima-
tion experiments. The “Training” and “Testing” of the “Severely
Imbalanced” column shows the imbalance of data in real-world.
It has two peaks instead of one. The “Mildly Imbalanced” col-
umn is more uniform. It is from manual selection of the original
KITTI images. We show the difference between the “Severely
Imbalanced” and “Mildly Imbalanced” columns. They are essen-
tial control factors to demonstrate whether classification can help
regression in real-world and whether the imbalance is still the rea-
son.

4.2.2 Experiment 2: Can classification help regression
in real-world, and is the imbalance still the rea-
son?

Figure 6 shows the AOS performances of orientation es-
timation between models trained using the CAR method
and the MSE method, under “Severely Imbalanced” and
“Mildly Imbalanced” settings.

Conclusion 1: Classification can help regression in
real-world. We see in Figure 6 that “The CAR method:
multibin of 4 bins” has higher AOS values than “The MSE
method: single bin with sine and cosine” for both “Severely
Imbalanced” and “Mildly Imbalanced” settings, with dis-
connected error bars. We conclude that classification can
help regression in real-world.

Conclusion 2: The severity of imbalance is the reason
that classification can help regression in real-world.

We observe a threshold number of bins equal to 2 of the
“Severely Imbalanced” setting, and a threshold number of
bins equal to 4 of the “Mildly Imbalanced” setting. We see
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The CAR method:

The Testing AOS Performances of Different Training Methods 
Between Two Levels of Imbalance 

The CAR method:
The MSE method:

Severely Imbalanced Mildly Imbalanced
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Figure 6. This is the AOS results of the orientation estimation ex-
periments. We use the CAR method with the numbers of bins
equal to 2 and 4 for training, and we compare them with using
the MSE method for training. The CAR methods mostly outper-
form the MSE method with a large margin, especially under the
“Severely Imbalanced” setting.

that the CAR methods outperform the MSE method with
a large margin under the “Severely Imbalanced” setting,
and the CAR methods do not outperform the MSE method
with a large margin under the “Mildly Imbalanced” setting.
When the number of bins is equal to 2 under the “Mildly
Imbalanced” setting, the AOS value of the CAR method is
not higher than that of the MSE method with disconnected
error bars. We can conclude that the severity of imbalance
is the reason that classification can help regression in real-
world.

5. Conclusion
We propose a method to improve regression robustness

without using extra information. We call the method CAR.
We demonstrate empirically that the CAR method outper-
forms the traditional MSE method on both synthetic data
and real-world data. We investigate the unique properties
of the CAR method and find out the method works the best
when the data label distribution is highly imbalanced. We
demonstrate that this property holds for both synthetic and
real-world data.

6. Discussion
Analysis limitations. We use uni-dimensional labels,

both in synthetic and real-world datasets. This constrains
the domain of our method. Multidimensional regression
problems are popular nowadays, e.g. 3D human mesh re-
construction [32]. We do not perform the training correctly.
The CAR method has a higher scale than the MSE method,

but we do not use different learning rates. This can result
in faster convergence of the CAR method. We train ex-
haustively. This can lower the probability for us to com-
pare a converged CAR method with a non-converged MSE
method.

Method limitations. The number of bins is a hyperpa-
rameter and is searched by trial-and-error. In [3], Barron
treats the hyperparameters as adaptive variables, and he up-
dates the hyperparameters using gradient descent. We can
do the same with the number of bins. After registering the
number of bins as an adaptive variable, the indicator func-
tion to make the classification labels should be made con-
tinuous so that the number of bins can be updated automati-
cally. Our method assumes regression labels with upper and
lower boundaries, so that we can discretize the regression
labels into bins. [17] transforms infinite regression prob-
lems into finite regression problems using hypersphere. It
is an interesting further direction.
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2
Background on Deep Learning

Deep learning includes statistics and predictive modeling. It is a subdivision of machine learning and
artificial intelligence (AI). Compared with machine learning, it is more complex and has a higher need
of data. It has a wide range of applications, such as object detection [29], object orientation estimation
[12], facial landmark detection [28], human pose estimation [27] and semantic segmentation [11].

2.1. Development
2.1.1. Perceptron
Deep learning is also called deep neural networks (NN) learning. The adjective “neural” refers to neu-
roscience [10], which is the inspiration of neural networks and the starting point of current success of
deep learning. A perceptron is an “artificial” neuron, and it is the most basic unit of an NN. Figure 2.1
shows the architecture of a biological neuron and an artificial neuron. An artificial neuron is composed
of 3 key units. They are a weight matrix, a summing unit and an activation function. The weight matrix
closely resembles the dendrites of a biological neuron. The summation and activation are done in the
unit closely resembling the cell nucleus. The output of the activation function is passed to the second
neuron. The process closely resembles a signal being passed through by the axon. We will cover
activation functions in details later.

2.1.2. Multi-Layer Perceptron (MLP)
MLP builds on the idea of a single perceptron and combines multiple perceptrons to form an artificial
neural network. Many people call MLP as a “vanilla” artificial neural network [13] because it often
has only one hidden layer. Figure 2.2 shows the architecture of an MLP with a single hidden layer
of 3 neurons. The hidden layer result ℎ̂ is computed by a matrix multiplication with the inputs 𝑥̂ as
in Equation 2.1, and the output layer result 𝑦̂ is computed by a matrix multiplication with the hidden
layer result ℎ̂ as in Equation 2.2. 𝑤ℎ and 𝑤𝑜 are respectively the weights between the input layer and
the hidden layer, and the weights between the hidden layer and the output layer. “𝑎()” refers to an
activation function.

ℎ̂ = 𝑎(𝑤ℎ ⋅ 𝑥̂ + 𝑏ℎ) (2.1)

𝑦̂ = 𝑎(𝑤𝑜 ⋅ ℎ̂ + 𝑏𝑜) (2.2)

The process of obtaining 𝑦̂ is called feed-forwarding. The MLP is sometimes also called a feedfor-
ward artificial neural network. Its layers are sometimes called fully-connected (FC) layers because all
nodes are connected to one another.

2.1.3. Convolutional Neural Network (CNN)
CNNs [17] are one of the most important factors of today’s success of deep learning. CNNs build on the
idea of MLP, and introduce convolutional layers instead of FC layers to solve computer vision problems.
CNNs are specially designed for grid inputs such as an image and a video. They are common inputs in
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Artificial Neuron

Biological Neuron

Figure 2.1: Overview of a biological neuron and an artificial neuron. It is interesting to note how similar they are. The figure is com-
posed of two figures thanks to https://www.simplilearn.com/tutorials/deep-learning-tutorial/perceptron
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x
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Figure 2.2: Overview of a single hidden layer MLP with 3 hidden neurons. It demonstrates the architecture of the MLP

https://www.simplilearn.com/tutorials/deep-learning-tutorial/perceptron
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Figure 2.3: Overview of a simple CNN architecture, comprised of a convolutional layer, activation functions, a pooling layer and
2 FC layers [17].

Figure 2.4: A simple calculation happened in a convolutional layer [17]. The destination pixel is calculated by a weighted sum of
the input vector.

computer vision tasks. With CNNs, features of images can be extracted by machines instead of hand-
crafting. The depth of the model is often related to the number of convolutional layers applied. The
depth hence becomes important. It helps in extracting and recombining features. Figure 2.3 depicts a
simple CNN architecture. The layers to the outputs are usually comprised of FC layers. We first process
the input through a convolutional layer with a non-linear activation function, and then down-sample it by
a pooling layer. The convolutional layer, pooling layer and activation functions are explained in details
below.

Convolutional Layer
A convolutional layer is the main building block of an CNN. Figure 2.4 explains a simple calculation
happened in the convolutional layer. The “Pooled Vector” is what we call a convolution. The center of
it is placed on the input vector. The values of it are used as weights of the input vector pixels, and the
result of an activation function of the weighed sum of the input vector pixels is the destination pixel. An
RGB image contains “depth” dimension. The convolutions can also be 3-dimensional.
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Figure 2.5: Common activation functions used in deep learning [7]. (a) Sigmoid, (b) Tanh, (c) ReLU, and (d) LReLU

Pooling Layer
The pooling layer is used to reduce the dimensionality of the representation of the result of the con-
volutional layer. With multiple convolutional layers and pooling layers, the complexity of the model is
reduced. In the case of a max-pooling layer, the pooling layer kernels are applied to the spatial dimen-
sion of the activated results of the convolutional layer, and find the pixel whose value is the highest in its
neighborhood. In the case of a 2-by-2 max-pooling layer applied with a stride of 2, the dimensionality
of the representation is 4 times smaller each time it passes through a pooling layer.

Activation Function
In Equation 2.1, 𝑤ℎ ⋅ 𝑥̂ + 𝑏ℎ is only a linear operation. It can be used to solve linear problems, but
not non-linear problems. Activation functions are non-linear functions, which brings non-linearity to the
model predictive ability. Common activation functions are depicted in Figure 2.5.

2.2. Optimization
2.2.1. Loss Function
Optimizing the artificial NNs is to find the optimum parameters of the layers by minimizing a metric
function, which we call a loss function. The loss function is continuous and end-to-end differentiable.
We build on top of Equation 2.2 and calculate the common loss function for regression, i.e. the Mean
Squared Error loss, as follows:

𝐿 = 1
𝑛Σ(𝑦 − 𝑦̂)

2 (2.3)

“n” is the dimensionality of the target continuous label. If the regression label is uni-dimensional,
“n” is 1. “𝑦” is the target regression label and “𝑦̂” is the predicted regression value.

2.2.2. Gradient Descent
The reason that machine learning has “machine” in it is that the minimization of the loss is fully au-
tomatic. This is done by gradient descent. After obtaining the loss through the feedforward process,
we need to update all parameters, Θ, of the model in the direction of the negative gradient of the loss
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Figure 2.6: A scenario to decide when to stop training early [18]. We should stop training as the validation error curve starts to
rise.

function, − 𝛿𝐿
𝛿Θ . Remember that the loss function is differentiable. We use the chain rule of calculus

to propagate back how much each parameter of the model should change according to the negative
gradient of the loss.

2.2.3. Learning Rate
How much each parameter of the model should change according to the gradient descent is called a
“step size”. Learning rate is a hyperparameter used to define an optimal “step size” for the training. If
the learning rate is too big, the model can never converge to an optimum. If the learning rate is too
small, the training can be very slow and there is a risk for the model to converge to a local optimum.
Using right hyperparameters is an art in training deep learning models.

2.3. Regularization
Regularization is the method to avoid the model from being overly trained. An overly-trained model can
perform poorly on unseen testing data. This phenomenon is called overfitting. The easiest solution to
overfitting is to provide more than enough training data, so that perfectly fitting to the training data is
also perfectly fitting to the testing data. However, data are expensive and the testing domain in real-
world is large. Therefore, we use regularization methods to avoid overfitting and obtain the best model
using limited training data.

2.3.1. Early Stopping
Early stopping is one popular regularization technique. It is easy to use. We take a subset of our
training data to form a validation set. This set is not used to update the model. Instead, after each time
the model is updated using the rest of the training data, the performance is measured by the validation
set. The performance measure can be the loss function used in training, or a different metric. Figure
2.6 shows when we should stop training.





3
Robust Regression

3.1. Definition
Robust regression is about training regression models with noisy, corrupted or imbalanced data and
still being able to find the right relationship between the dependent and independent variables and
being able to make correct predictions on testing data. Take the MSE method for example, it is highly
affected by outliers in the dependent variables. Figure 3.1 shows, with outliers in the data, the degree
of the deviation of the MSE method from the true relationship, and how negligible the deviation is when
training with a robust regression method [1]. Because noisy and corrupted data are almost unavoidable
in the real-world, robust regression becomes important.

3.2. Method
3.2.1. M-Estimator
Huber [14] introduces theM-estimator. The “M” here represents “maximum likelihood”. TheM-estimator
assumes the true relationship to be the sample average. It achieves robustness both in mean and me-
dian estimation. It is robust to outliers in the independent variables. However, it is not better than the
MSE method when outliers exist in the dependent variables.

3.2.2. Least Trimmed Squares (LTS)
[22] introduces the LTS. It is better than the M-estimator because it is also robust to outliers in the
dependent variables. Instead of minimizing the sum of squares of residuals, as in the MSE method, it
minimizes a subset of samples. The rest samples remain unused. In this way, it possibly leaves out
outliers in computation.

Outliers

The MSE Method The Robust Method 

Figure 3.1: A comparison between the MSE method and a robust regression method [1]. Outliers affect the MSE method and
not affect the robust method.

17
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y

Various Distribution Assumptions

Figure 3.2: A comparison between various distribution assumptions [1]. Different values of 𝛼 correspond to different loss func-
tions: L2 loss (𝛼 = 2), Charbonnier loss (𝛼 = 1), Cauchy loss (𝛼 = 0), Geman-McClure loss (𝛼 = −2), and Welsch loss
(𝛼 = −∞).

3.3. Deep Robust Regression
3.3.1. Noisy or Corrupted Data
[16] introduces a Gaussian negative log likelihood estimator. They assume that the training data is
noisy with a Gaussian distribution. If they model the standard deviation of the noise correctly, they
can learn the true relationship. They learn the means of the Gaussian model as the true relationship.
Their method is only tested on synthetic data. Barron [1] uses a general form of the Gaussian negative
likelihood loss. He defines a formula which extends from the Gaussian distribution and can reproduce
multiple existing loss functions as shown in Figure 3.2. He finds a way to update the standard deviation
parameter, 𝛼, and the scale parameter, 𝑐, using back propagation, and hence extends manual training
to adaptive deep learning.

3.3.2. Imbalanced Data
Unlike the case of noisy or corrupted data where we do not know the true distribution, in the case of
imbalanced data, we know the true distribution. The true distribution is to be balanced. [2, 26] use
resampling and synthetic data augmentation to balance out the data. [24] uses reweighting. Both of
them achieve convincing results. A result of reweighting is shown in Figure 3.3. Reweighting models
the testing distribution better than the least squares method, even when both were trained with the
same imbalanced distribution.
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Figure 3.3: Reweighting compared with least squares method [20]. It clearly shows that reweighting models the testing distribu-
tion better. Both methods were trained under the training distribution.





4
Object Detection

4.1. Problem Definition
Object detection is the task to automatically detect instances in the images. The instances can be cars,
humans, animals, registration plates, etc. Sometimes the scope of an object detection task is broad
and requires detection of multiple modalities [6, 25], and the other times the scope of an object de-
tection task can be narrow and only requires one modality, e.g. face detection used in mobile phones
[15]. Constructing datasets should also consider negative input samples. Figure 4.1 shows the object
detection task in autonomous driving. The model not only detects various instances successfully, clas-
sifies them correctly, but also detects remote small instances successfully. In real-world, the task often
requires the model to process the input in real-time, which means e.g. 30 frames per second.

4.2. Milestone Detector
Figure 4.2 shows the development of object detectors over the past two decades. Before 2012, deep
learning was not used in object detection. Object detectors have to use sophisticated handcrafted
features. At that time, interesting feature descriptors were investigated and some of them are still highly
useful today, e.g. Histogram of Oriented Gradients (HOG) feature descriptor [4]. RCNN [9] leads the
era of two-stage detectors. The two-stage detectors follow a “coarse-to-fine” scheme, and first detect
the bounding boxes of any instances and then define what classes these instances belong. YOLO [19]
leads the era of one-stage detectors. Instead of first proposing detection and then refining the proposal,
YOLO divides the image into subdivisions and predicts bounding boxes and their probabilities at the
same time. One-stage detectors are faster in speed, but lower in localization accuracy, than two-stage
detectors. MS-CNN [3] is a two-stage detector. It can solve multiscale problems. For example, in
the KITTI [8] dataset, which is a dataset about objects on the road, pedestrians, cyclists and cars are
objects of different scales and all need detecting. MS-CNN is suitable for this problem.

4.3. Application and Difficulty
Object detection is the basic task for many computer vision tasks. For example, the object orientation
estimation task first requires correct pedestrian, cyclist and car detection. Facial Landmark localization
first requires correct face detection. Human pose estimation first requires correct human detection.
Here, we introduce the pedestrian detection task and its difficulties and challenges.

4.3.1. Pedestrian Detection
Pedestrian detection is an important task in autonomous driving. The success of Faster RCNN [21]
has promoted the progress of this area. The difficulties of pedestrian detection are:

• In real-world, the pedestrians can be captured from remote distances by cameras. The number
of pixels that comprise such pedestrians may be very few. In a benchmark dataset for pedestrian
detection [5], 15% of pedestrian objects are less than 30 pixels in height. Such data are hard for
correct detection and even harder for further tasks.

21
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Figure 4.1: A multi-modality object detection task used in autonomous driving of vehicles [7]. It shows the difficulty of object
detection and the success of it. It successfully detects various instances and small instances.

2

Fig. 2. A road map of object detection. Milestone detectors in this figure: VJ Det. [10, 11], HOG Det. [12], DPM [13–15], RCNN [16], SPPNet [17],
Fast RCNN [18], Faster RCNN [19], YOLO [20], SSD [21], Pyramid Networks [22], Retina-Net [23].

regression”, etc. However, previous reviews lack fundamen-
tal analysis to help readers understand the nature of these
sophisticated techniques, e.g., “Where did they come from
and how did they evolve?” “What are the pros and cons
of each group of methods?” This paper makes an in-depth
analysis for readers of the above concerns.

3. A comprehensive analysis of detection speed up
techniques: The acceleration of object detection has long
been a crucial but challenging task. This paper makes an
extensive review of the speed up techniques in 20 years
of object detection history at multiple levels, including
“detection pipeline” (e.g., cascaded detection, feature map
shared computation), “detection backbone” (e.g., network
compression, lightweight network design), and “numerical
computation” (e.g., integral image, vector quantization).
This topic is rarely covered by previous reviews.

• Difficulties and Challenges in Object Detection

Despite people always asking “what are the difficulties
and challenges in object detection?”, actually, this question
is not easy to answer and may even be over-generalized.
As different detection tasks have totally different objectives
and constraints, their difficulties may vary from each other.
In addition to some common challenges in other computer
vision tasks such as objects under different viewpoints,
illuminations, and intraclass variations, the challenges in
object detection include but not limited to the following
aspects: object rotation and scale changes (e.g., small ob-
jects), accurate object localization, dense and occluded object
detection, speed up of detection, etc. In Sections 4 and 5, we
will give a more detailed analysis of these topics.

The rest of this paper is organized as follows. In Section
2, we review the 20 years’ evolutionary history of object
detection. Some speed up techniques in object detection will
be introduced in Section 3. Some state of the art detection

methods in the recent three years are summarized in Section
4. Some important detection applications will be reviewed
in Section 5. In Section 6, we conclude this paper and make
an analysis of the further research directions.

2 OBJECT DETECTION IN 20 YEARS

In this section, we will review the history of object detection
in multiple aspects, including milestone detectors, object
detection datasets, metrics, and the evolution of key tech-
niques.

2.1 A Road Map of Object Detection

In the past two decades, it is widely accepted that the
progress of object detection has generally gone through
two historical periods: “traditional object detection period
(before 2014)” and “deep learning based detection period
(after 2014)”, as shown in Fig. 2.

2.1.1 Milestones: Traditional Detectors
If we think of today’s object detection as a technical aes-
thetics under the power of deep learning, then turning back
the clock 20 years we would witness “the wisdom of cold
weapon era”. Most of the early object detection algorithms
were built based on handcrafted features. Due to the lack of
effective image representation at that time, people have no
choice but to design sophisticated feature representations,
and a variety of speed up skills to exhaust the usage of
limited computing resources.

• Viola Jones Detectors

18 years ago, P. Viola and M. Jones achieved real-time
detection of human faces for the first time without any
constraints (e.g., skin color segmentation) [10, 11]. Running

Figure 4.2: An overview of the milestone object detectors over the past two decades [29]. Object detectors are faster, more
robust, and suitable for multiscale.
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• In images on the road, there are many hard negative samples, e.g., the standing traffic signs and
the vertical water pipes. They look very similar to pedestrians and are in fact often detected by
our trained MS-CNN model.

• Occlusion is a common problem in object detection. Pedestrians are often occluded by other
pedestrians and objects on the road. Such data make both training and detection difficult.





5
Object Orientation Estimation

5.1. Problem Definition
Object orientation estimation is about predicting the orientation where the object faces. The target
facing orientation is a continuous scalar. It spans from 0 to 360 degrees. Often, we care about objects
that can move, e.g. cyclists, cars and pedestrians. We do not care about e.g. traffic signs and lights.
Estimating the orientation can help in predicting the situation that is about to happen, and prevent e.g.
collisions on the road. Figure 5.1 shows an example scenario of object orientation estimation on the
road.

5.2. Methods
People use mainly 3 methods in object orientation estimation. They are:

• representing the orientation as a point on a unit circle and minimizing the MSE loss,
• representing the orientation as an angle scalar and minimizing the angular difference by the co-
sine similarity,

• representing the orientation as a pair of a sine and a cosine and minimizing two MSE losses.
[12] reports that the third method is the best.

5.3. Quantitative Evaluation
Evaluation of object orientation estimation requires both evaluation of object detection and evaluation
of object orientation estimation within the bounding box. To evaluate object detection, we use the
precision and recall. Precision is the ratio of predicted detections that are correct. Recall is the ratio
of the number of correctly detected objects divided by all positive objects that need to be detected.

Figure 5.1: An example orientation estimation scenario [23] in real-world. Objects can be occluded. They have different lighting
conditions. Their scales are different.

25
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Using the recall of the object detection and cosine similarity between the predicted angle and the target
angle, we evaluate the object orientation estimation using the Average Orientation Similarity (AOS) as
follows:

𝐴𝑂𝑆 = 1
11Σ𝑟∈{0,0.1,...,1}max𝑟̃∶𝑟̃≥𝑟

𝑠(𝑟̃) (5.1)

“r” is the recall threshold of the object detection. “𝑠(𝑟̃)” is the cosine similarity of all objects detected
with a recall higher than “r”. 𝑠(𝑟̃) ∈ [0, 1]. Its normalized value over 11 recall thresholds, i.e. the AOS,
is also in [0, 1]. “𝑠(𝑟)” is defined as:

𝑠(𝑟) = 1
|𝐷(𝑟)|Σ𝑖∈𝐷(𝑟)

1 + 𝑐𝑜𝑠Δ(𝑖)Θ
2 𝛿𝑖 (5.2)

“D(r)” is the set of all positively detected objects above the recall threshold “r”. “Δ(𝑖)Θ ” is the difference
between the predicted and the target orientations. “𝛿𝑖” is to record if “i”-th object has been calculated
with the ground truth, and it avoids multiple predictions from matching to the same ground truth.
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