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How to read this document

This document contains a thesis report, a scientific paper and a literature study which
were made as part of a thesis project performed to finalize the master program Control &
Simulation at the faculty of Aerospace Engineering of the TU Delft. The literature study
was performed first and served as a basis to formulate a research problem, a research
objective and a set of research questions. After completion of the research project itself,
a report was made to document all used methods and found results. Due to insights
gained over time, the report includes a different set of research objectives and questions,
although they are very similar to, and derived from, the ones presented in the literature
study. Complementary to this report, a scientific paper has been made which covers two
of the most important experiments that were performed during the thesis. Documenta-
tion of these experiments are also included in the report. The scientific paper can thus
be seen as shortened and simplified version of the report, which gives it an appropriate
length for potential publication.

The report, a scientific paper and literature study correspond to Part I, Part II and
Part III, respectively, These three parts can all be read as stand alone texts as this was
the way they were originally written. However, this inherently causes some duplication
when considering this document as a whole. For example, many subsections covering the
experimental results of Part II can also be found in Part I. Finally, in Appendix A some
very detailed plots are included that cover experimental results discussed both Part I and
Part II.
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Chapter 1

Introduction

In the past decade the popularity of small scale quadcopters as UAVs has drastically
increased. These quadcopters distinguish themselves from other UAVs by their ability
of vertical take off and landing, their ability to hover efficiently [2] and above all their
potential for incredible maneuverability. Their parts are cheap, making them in their
entirety cheap to manufacture and service [3, 4]. The inherent flexibility, robustness and
accessibility allows these rotorcraft to be effective tools in surveying, transportation, re-
search, disaster risk management, humanitarian work [5] and many more.

This surge in popularity has continuously been mirrored by the amount of research
that has been done on the topic of improving flight characteristics of quadcopters. Many
quadcopters use a simple PID controller that is optimized for the hover condition. Since
effects such as aerodynamic interaction between the rotors are small during hover [6],
this type of controller is generally quite effective as long as the speed of the quadcopter
remains small. However, when speeds do increase, a variety of complex aerodynamic ef-
fects become more dominant [7, 8]. This makes the system nonlinear and causes a linear
controller with fixed gains to be an inadequate solution to retain the stability and ma-
neuverability that the quadcopter can theoretically have at these speeds [9]. One area of
research is therefore the design of more advanced control of quadcopters. Consequently,
this raises the need for better models of system dynamics at these speeds.

Given enough power and an appropriate trajectory, a quadcopter can theoretically
reach high speeds in any direction. One rather special direction is the downward di-
rection where the air approaches the underside of the quadcopter. The most basic and
perhaps the most common encounter with this part of the flight envelope is when the
quadcopter descents in a straight vertical line while maintaining a level altitude. How-
ever, an infinite amount of trajectories can be realised that cause the airspeed velocity
vector to point towards the bottom of the quadcopter.

What makes this part of the flight envelope remarkable is that the rotors operate un-
der negative inflow. This means the rotor is set up in a way to blow against the direction
of the external airflow. The behavior of an isolated rotor in this flight condition has been
extensively researched, especially in relation to helicopter flight [10, 11]. As downward
speed is increased, isolated rotors generally encounter the VRS (vortex ring state), TWS
(turbulent wake state) and WMS (windmilling state), and in that order. The VRS, and
to a degree the TWS, are known to be related to excessive vibration, thrust fluctuation

11



and severe control issues for helicopters. Standard procedure for most rotorcraft has
therefore been to avoid this VRS where possible [12, 13].

Unsurprisingly, these severe oscillations during downward velocities are also com-
monly encountered during quadcopter flight, especially during the performance of more
aggressive flight manoeuvres. Analogous to the strategy for helicopters, multiple studies
have focused on motion planning algorithms to avoid this part of flight envelope [12, 13].
These algorithms use models predicting in which flight states the VRS can occur [14].
For example, instead of descending in a straight vertical line, the quadcopter can descent
using a spiral trajectory [15]. The interesting option of giving the quadcopter a high yaw
rate during a vertical descent has also been shown to be effective in avoiding the VRS
[14], because this way all rotors have an edgewise velocity component.

Since quadcopters usually have an abundance of excess power compared to helicopters,
it is likely that a quadcopter in the VRS is mostly difficult to control due to a lack of
adequate flight control. To make a quadcopter more stable and controllable in this state,
and thereby expand its flight envelope considerably, it is necessary to get a better under-
standing of what exactly happens during this VRS from a system modelling perspective.
Since a quadcopter has four fixed pitch rotors, dynamics may be very different than found
for helicopters that have a single variable pitch rotor. Some research has been performed
on the interaction effects of two small scale rotors operating in each others vicinity. Here
attention is given to the behaviour of the flow [16], and its impact on thrust forces [17, 18].
In these studies the two rotor rotational speeds are kept equal and constant. Quadcopter
flight is likely much more complicated than this as there are four rotors which rotational
speeds are continuously varied by the controller. Since rotor interaction affects quad-
copter attitude, the controller and aerodynamics are coupled in a complex feedback loop.

The study documented in this report aims to shed more light on the underlying
mechanics of the oscillations found for quadcopter flight specifically. Not only is this
interesting from a theoretical standpoint, having a better understanding of this flight
condition can also serve as a foundation for developing controllers that can effectively
handle this part of the flight envelope. From a general perspective this would significantly
increase the possible flight conditions of the quadcopter which extends its performance
in a very concrete way. Since the overall goal is to support future flight controller de-
sign, this study takes a more system modelling oriented approach, rather than diving
into the more complex relevant aerodynamics. More precisely, it is investigated whether
the oscillatory behaviour can be quantified as function of several basic parameters such
as rotor rotational speed and flight velocity, rather than tying to understand the de-
tailed interaction between rotors, airframe and the surrounding air. This latter option
is deemed to big of a step based on the current state of scientific knowledge on the subject.

To avoid confusion around term VRS, which refers to the the operating state of a rotor
where large vortices develop, this document will from now on refer to the manifestation
of roll, pitch and yaw oscillations during downward velocities as the 'propwash’ effect.
This allows for analysing properties of oscillations without actually having to consider the
aerodynamic behaviour around the rotors. After all, as of writing this report it has not
been quantified how this propwash effect is influenced by rotors operating in the VRS.
In fact, it has not been shown that propwash effect only occurs when rotors operate in
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the VRS, and not in the TWS and WMS. This study aims to shed more light on these
subjects as well.

The approach of this study is to make a model of the quadcopter experiencing the
propwash effect, and comparing simulations of this model with experimentally obtained
flight data. This model consist of several subsystems that are modelled individually using
either a theoretical derivation or system identification technique. The model is based on
the major simplifying assumption that there is no rotor-rotor interaction. This allows
for obtaining individual rotor behaviour in a wind tunnel, and calculating how much this
behaviour would influence the severity of the propwash effect. Comparing the model
simulations and flight data can then be used to verify how much of this propwash effect
is actually due to these individual rotor properties. Since the model also includes gyro-
scopic effects, reaction torque effects, varying motor transient responses and the influence
of rotor downward velocity due to roll and pitch rates, the significance of these can also
be quantified by comparing the model with flight data.

Based on the above, the following research problem is formulated which is used to
derive a research objective:

Controllers used for quadcopters use propeller force models that are inaccurate
during azial descent. This gives rise to instability or the need for conserva-
tively tuned controllers.

From this identified problem the following research objective is formulated:

The objective is to support the development of flight controllers that have
high performance for quadcopters in azxial descent by measuring isolated rotor
thrust and torque in a wind tunnel to make and analyse an attitude dynamics
model relevant for this flight condition.

The research objective is considered to be completed once the following research ques-
tions have been answered.

1. What selection of the rotor forces and moments are worth measuring, considering
practical limitations of the test stand?

2. What variables need to be measured during isolated rotor experiments that are not
forces or moments?

3. Given the available resources, what test stand is appropriate to measure the selected
variables?

4. Given the available resources, what wind tunnel test setup would allow for mea-
suring the stochastic nature of the rotor forces and moments to an extent that is
relevant for quadcopter control?

5. What independent variables need to be varied during the isolated rotor experiment
and over what range?

6. What model structure is best suited to implement in simulation of the rotor dy-
namics?
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7. Could a the controller use the rotor model as a static mapping from required force
to required rotor rotational speed?

8. What sensor data would be needed by the controller to function properly?

9. How can knowledge of the estimated model potentially be used in the design of
quadcopter controllers?

This report is structured as follows. In chapter 2 the used model will be derived and
described. In chapter 3 all the test setups of the relevant experiments are presented.
The results of these experiments are discussed in chapter 4. Most of these results serve
to quantify parameters of the constructed model. In chapter 5 the characteristics of the
fully developed model are discussed and compared to flight data and wind tunnel data
of the actual quadcopter. The final section of the latter chapter discusses an interesting
phenomenon that was encountered during flight testing, which is, for a lack of a better
name, referred to as the ’diverging rotor speed’ effect. Finally, a conclusion is presented
in chapter 6.
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Chapter 2

Model Derivation

A model will be created which behaviour can be compared with real life flight data in
order to gain insight into sources of oscillation during the propwash effect. This chapter
covers the theoretical background of this model. The focus lies on what assumptions are
made, how the model is derived from a mathematical standpoint and how the model is
used to simulate the propwash effect.

In section 2.1 the general structure of the model will be discussed together with the
major assumptions that are made. In section 2.2, modelling the flight controller and
mixer will be discussed. The combination of an ESC, electric motor and rotor are from
now on referred to as an actuator. How an actuator dynamically responds to an input
is treated in section 2.3. In section 2.4 some theoretical background is given on rotor
aerodynamics and how rotor thrust and torque can be modelled. Gyroscopic moments
and reaction torques are also covered here. In section 2.5 the more general dynamics
of the quadcopter are treated. Finally, in section 2.6, it is shown what kind of input is
given to the model in order to make the output of the model a potential estimation of
the quadcopter motions during the propwash effect.

2.1 General model definitions and assumptions

The model that is derived in this chapter is based on two distinct reference frames. The
first reference frame is the inertial frame where Newton’s second law of motion holds in
its basic form. For this frame the x-axis points north, the y-axis points east and the z-axis
is aligned with the local gravity vector. The second reference frame is the body frame,
as is shown in Figure 2.1, which rotates as if attached to the quadcopters airframe. The
x-axis of this frame points towards the front of the quadcopter, the y-axis to its right side
and the z-axis towards its bottom. The orientation of the body frame with respect to the
inertial frame is described by the yaw, pitch and roll angles. For properties of individual
rotors, such as their MMOI, the body frame is used as well.
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Figure 2.1: Body frame drawn on a Parrot Bebop quadcopter. (from [1], modified)

It is assumed that all four rotor planes coincide and that the CG (center of gravity)
of the quadcopter lays in this common rotor plane. Furthermore, it is assumed that the
distance of the rotation axis of any rotor to the CG is equal. The distance from the
rotation axis of any rotor to the CG along the x-axis of the body frame is equal to [,, and
along the y-axis equal to [,. The (z,y) position of rotors one, two, three and four in the
xy-plane of the body frame are thus (I, —1,), (=, —1,), (—lz,1,) and (,,l,), respectively.

All forces and moments that work on the airframe, such as lift and drag forces, are
not taken into account as a source of propwash oscillations. Furthermore, the rotors are
assumed to operate in the air stream as if the were in isolation. This means no interaction
effects are considered between the rotors or between any rotor and air frame.

The propwash effect tends to occur when the external airflow is approaching the quad-
copter from below. The model focuses on the flight condition where the angle between
the velocity vector and the body frame z-axis remains small, say smaller than 10°. If
Vb = |u, v, wpl is the velocity vector of the quadcopter with respect to the air, ex-
pressed in the body frame, then it can be stated that ||V|| = w,. Because the effects
of forward and sideways speeds u, and v, are assumed to be zero for the remainder of
this report, wy is simply written as V. Note that positive values for V' correspond to the
quadcopter in axial descent.

To constrict the scope of the model even more, it is assumed that the change in di-
rection of the velocity vector in the inertial frame VI = [Viy Vg Vp] is small. That
implies the quadcopter travels along a relatively straight path. Strictly speaking only
one flight scenario exists that can fulfill all mentioned assumptions for a period of time.
This scenario is where the quadcopter has a close to level attitude and vertically descends
with speed V. However, it can be shown that the straight path requirement does not
impact the results of the model drastically, meaning that the used model should also give
insight in the behaviour of more general flight manoeuvres for which the propwash effect
is encountered.

The model derived in this chapter is linear due to the many tools available for analysing
such systems. This is achieved by linearizing several effects that are in fact nonlinear ac-
cording to measured data or derived equations. The model is linearized around a constant
rotation speed for each rotor, wj, wj, wi and wj, and an airspeed V*. A particular set of
values for these five parameters is from now on referred to as a ’flight condition’. Each
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flight condition can thus be captured by a particular realisation of the linear model. For
each realisation of the model only small deviations in wq, ws, w3, ws and V are allowed,
where these deviations are referred to as wy, Ws, W, ws and V. In other words, w; = w; +w;
and V =V*+V.

In Figure 2.2 a schematic representation of the model is shown. The input to this
model are disturbance moments to the quadcopter around the x, y, and z-axis, referred
to as Lg, My and Ny, respectively, and a disturbance force along the body frame z-axis
referred to as Fp . Of course these could be realized by external forces such as wind
gusts or contact with other objects. However, in this report these are actually realized
by unmodeled fluctuations in thrust and torque produced by the rotors. The output of
the model consist of the states of the 'quadcopter dynamics’ block. These are the roll
rate p, pitch rate ¢, yaw rate r and deviation in speed V from the linearization speed V*.
The feedback path in Figure 2.2 covers the PID controller, the mixer, the four low pass
filters to model the transient response of the actuators, the rotor aerodynamics and the
inertial effects of the rotor.

The model contains 13 states. Four of these come from the quadcopter dynamics block
itself. The PID controller adds two states for roll control, two for pitch control and one
for yaw control. The reason the PID controller for roll and pitch introduces two states
rather than one is due to the fact that a pseudo derivative is used for the derivative term,
which is discussed in section 2.2. Finally, the LPF blocks add one state each. Blocks
that add a state are marked as being ’dynamic’ rather than ’static’. Furthermore, many
blocks indicate between brackets whether they depend on a linearization value such as
wi, wy, ws, wy or V*. Note that the quadcopter dynamics block is also dependent on
Mpar, Which is mass of the ballast added to the quadcopter during flight testing.
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M, L, N,M, F Quaicopter dynamics > q
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d 51
wy [ LPF1(w]) Je—
53 wtarl
Rotor Wy c
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Figure 2.2: Flow diagram of linearized quadcopter dynamics.

The fact that the air velocity vector is assumed to be close to parallel to the quad-
copters z-axis makes it a very symmetric problem from an aerodynamic perspective.
Therefore, it seems reasonable to expect that all rotor speeds will be very similar during
such a descent manoeuvre, as they are with other symmetric flight conditions such as
hover. One might then wonder why it is necessary to model each individual rotor with its
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own rotational speed since this increases the model complexity significantly. Strangely
enough, experiments showed that during these descent manoeuvres the rotors speeds can
in fact be very different. Exactly why this is remains unclear, but in section 5.3 this effect
is discussed in more detail.

2.2 Flight controller and mixer

For this research project Betaflight was used as flight control firmware. Besides a number
of features, Betaflight controls the quadcopters attitude rates using a PID controller for
the roll and pitch axes, and a PI controller for the yaw axis. This set of three controllers
is indicated by the 'PID’ block in Figure 2.2. The outputs of this controller block are the
control signals ¢, ¢, and ¢, for the roll, pitch and yaw axis, respectively, which is then
fed to the mixer block. The mixer distributes each control signal over the four rotors so
that an appropriate response is generated.

Besides the mentioned mixer and PID controller, Betaflight offers a load of settings
that influence the flight behaviour of the quadcopter. For this project, as many of these
options were turned off to simplify making the model for the complete system. A couple
of features could not be completely turned of however due to practical limitations. One
of these features are the filters that filter the measured attitude rates p, ¢ and r. The
filters that were used are some LPFs and notch filters. All these filters were set to only
have effect on frequencies higher than 80 Hz. It had been noticed in early test flights that
the propwash effect mainly consist of frequencies that are much lower than this. The
filters are therefore very unlikely to influence the attitude oscillations that occur during
the propwash effect. It was therefore decided to not include these filters in the model
as shown in Figure 2.2, causing the model to be invalid to analyse oscillations with a
frequency higher than 80 Hz.

Due to issues with modeling a noncausal system, the derivative terms in the 'PID’
block were implemented using pseudo derivatives. This pseudo derivative is equal to a
HPF (high pass filter) with a sufficiently large cut off frequency. As an example, if B,(s)
denotes the transfer function of the PID controller of the roll rate, it is implemented as
shown in Eq. 2.1. Here Gp, Gp and G are the real gains of the controller. The parameter
a dictates the cut of frequency of the HPF and is set to a value of 1.591 x 10~%, resulting in
a cut off frequency of 100 Hz. This frequency is higher than the frequencies of interest for
the propwash effect. Implementing the PID controller using a pseudo derivative should
therefore not influence the accuracy of the model at these lower frequencies.

S

By(s) :GDl—i—as

1
+GP+G]; (2.1)

There are various types of mixers that can be activated in Betaflight. The default
mixer is a linear one, and is described by the matrix as is shown in Eq. 2.2. This matrix
is only accurate if the actuators do not run into their limits, which means the rotor
rotational speeds should be between the minimum and maximum values. Once one of
the actuator hits its limits, the matrix is severely altered in a dynamic way, which would

18



make the whole system nonlinear and the model from Figure 2.2 would be inaccurate.

L1 1]
1 -1 1 P
Wiar = 1 -1 —1 Cq (22)
1 1 1|

In reality the mixer does not not directly output a target rotor speed as is implied
in Figure 2.2. In fact the mixer gives an input to the ESCs which in turn control the
motors. This ESC mapping from the mixer output to the motor input is assumed to be
linear. Although not discussed further in this report, this assumption was later verified
to hold up quite well. The signal gain that is added by the ESC is included in the "PID’
control block, removing the need to have separate ESC model blocks.

2.3 Motor dynamics

The motion of the quadcopter is controlled by its four actuators. Once an input is given
to the ESC, it takes some time for the rotor actually reach the commanded rotational
speed. This is due to the MMOI of the rotor and the motor bell, and due to the electrical
behaviour of the motor. This lag behaviour is captured by the LPF blocks in Figure 2.2.

The motors used on the quadcopter are BLDC electric motors which, in contrast to
brushed motors, are electrically commutated. In case trapezoidal commutation is used,
the motors characteristics are pretty much identical to a standard brushed DC motor [19].
The dynamics of a DC motor can be modelled as the interaction between its electrical
components and the mechanics of the load applied to the motor.

The electrical representation for one of the armatures of the motor is shown in Fig-
ure 2.3. Here u;, is the voltage applied to the armature and R is the resistance of the
winding. The variable e(t) is the back EMF generated by the windings that experience
a changing magnetic field due to the permanent magnets passing by the windings. Note
that adding an inductor in series with the resistor would result in a more accurate repre-
sentation of the motor armature. However, since its influence on the transient response
of the motor is usually small, it is not included here.
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Figure 2.3: Schematic of a single winding circuit of a DC motor.

It can be shown that the torque 7'(¢) divided by the armature current i,.,, () is equal
to the back EMF e(t) divided by the rotational speed of the motor, and also equal to
some constant K. This is shown in Eq. 2.3 and Eq. 2.4.

T<t) - Kiarm(t) (23)
e(t) = Kw(t)
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It is assumed that the load on the motor consists of the MMOI of the rotor and motor

bell, I”_, as well as aerodynamic drag, Ty(w) = Bw?, where 3 is some constant. Applying
Newton’s second law and Kirchhoft’s law then results in Eq. 2.5 and Eq. 2.6, respectively.
IT6 = Kigem(t) — Bw? (2.5)

0 = tip — Kw — Rigrm(t) (2.6)

Eliminating 4., (t) from those equations results in Eq. 2.7.
I’ R = ujpn K — K*w — Bw’R (2.7)

This equation can be linearized around a certain rotor rotational speed w* by stating
that w? ~ w** + 2w*w. Substituting this approximation into Eq. 2.7 results in Eq. 2.8.

IR = ui K — K*w — B(w*" + 20'T)R
= up K — K% — Bw™ R — 28w @R
UK —w” R = 1" R + ©(20w R + K?) (2.8)

It can be noticed that Eq. 2.8 can be written in the form shown in Eq. 2.9, where aq to
aw are shorthand notations of the actual coefficients from Eq. 2.8. Introducing a virtual
input voltage ,; = w;, + ag/a; results in the the transfer function shown in Eq. 2.10.
This equation shows that the response of the rotor can be modelled by a certain gain
multiplied with an LPF. The LPF has a cut off frequency which is equal to ag. The
transformation of w;, to u.; only influences the total gain, not the LPF cut off frequency.
This change in gain is not relevant here since this is taken care of by the other blocks
from Figure 2.2 and their linearizations.

Uiy + Qg = w -+ Oéow (29)
Uiy = W + o0
Q(s) ay

= 2.10
Upir(s) s+ g ( )

In conclusion, considering the assumptions made in this section, the transient response
of each actuator can be modelled as a first order LPF with a cut off frequency that is
dependent on the linearization rotation speed w*. That is, ag = ap(w*). In fact, if only
linear and quadratic drag forms are applied to the motor, the cut off frequency should
be a linear function of linearization rotation speed since ag(w*) = 28Rw* + K*.

2.4 Rotor control forces and moments

According to literature a rotor can operate in a couple of different states that each have
different aerodynamic characteristics. These states are the normal operating state, the
VRS , the TWS and the WMS, which are presented schematically in Figure 2.4. These
figures reveal that a rotor thrust force f pointing up is defined as positive. That is,
F)=1[0 0 - f], where F? is the force generated by the i’th rotor expressed in the
body frame. The local rotor speed v is defined positive when blowing in opposite direction
with respect to the rotors induced velocity .
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Figure 2.4: Operating states of a rotor

When the speed v is negative, the rotor is in its normal operating state, as is shown in
Figure 2.4a. The other three states only occur when the local speed v is positive. As one
would increase this speed starting at a speed of 0ms™!, one would encounter the VRS as
is shown in Figure 2.4b, the TWS as is shown in Figure 2.4c and the WMS as is shown in
Figure 2.4d, and in that order. There is somewhat of a grey area when the speed is just
slightly negative but small with respect to the induced velocity ¢. Technically the rotor
does not operate in its normal state in this region due the negative inflow, but the large
vortices that give the VRS its name are also not yet present. This gray area is from now
on referred to as the 'pre-VRS’.

Momentum theory can be used to find the relations between the thrust of the rotor
and the velocities in the airflow around it. Unfortunately, this is only possible when
there is a well defined airflow as is the case for the normal operating state and the WMS.
However, momentum theory an give some insight into when the transition between nor-
mal state and VRS and the transition between TWS and WMS occurs. In subsequent
chapters this can then be used to interpret recorded rotor wind tunnel data.

Taking Figure 2.4d as a reference, the mass flow during windmilling, 7,,,,, through
the rotor with area A can be expressed as shown in Eq. 2.11, where p is the density of
the air. The speed of the flow through the rotor is the sum of the external flow speed
v, and the induced velocity 7. Note that v is in general not equal to the overall speed
of the quadcopter, V', due to roll and pitch rates. Furthermore, comparing the flow
properties way below the rotor with the flow way above the rotor by applying the laws
of conservation of momentum and energy results in Eq. 2.12 and Eq. 2.13, respectively.
Here w is how much the air in the far wake has slowed down.

= pA(w 1) 2.1)
f=mv—m(v—w)=raw (2.12)
. 1 .92 1 . 2

flo—i)= imv - §m(v —w) (2.13)

Combining Eq. 2.12 and Eq. 2.13 gives w = 2i. Its not difficult to see that the higher
the thrust f, the more the air is slowed down and thus the higher w. However, its not
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possible for w to become larger then v, since then the air speed in the far wake would
reverse and the flow model no longer holds. At the thrust f where v = w, the rotor
transitions from the WMS to the TWS. At this point f = f;;. Filling in v = w into
Eq. 2.12 results in Eq. 2.14.

f = mumw
= pA(v — %w)w
1
fin = pA(v — 51})1}
= %pAv2 (2.14)

For the normal operating state, Eq. 2.12 and Eq. 2.13 are exactly the same if the sign
conventions shown in Figure 2.4a are used. However, the mass flow is now positive in
the opposite direction. That is 1, = —"wm, Where m,, is the mass flow for the normal
operating state.

As mentioned, the transition between the normal state to the pre-VRS happens when
the airflow v becomes positive. In this pre-VRS state the flow model of Figure 2.4a
is technically incorrect, but in practice the model equations hold up quite well when
v < ly—0/2 [11], where i, is the induced velocity the rotor would generate at the same
thrust level but with zero external airspeed v = 0. The thrust at v = 0, f,—o, can be
related to i,—¢ using Eq. 2.12, as is shown in Eq. 2.15.

f=myuow
— 2pA(i — v)i
fomo = 2pAis_,

. o fv=0
Gy = 1/ 29 (2.15)

The rotor transitions from the pre-VRS to the VRS once f reaches a value as is shown
in Eq. 2.16, where the result of Eq. 2.15 is substituted into v = 4,—9/2. At this point

f = ft2-

v = ’ivzo/Q
_1 ) f
Y7o\ 204
fio = 8pAv? (2.16)

Momentum theory does not say anything about what happens to the thrust and
induced velocity in the VRS and the TWS. Assuming a constant air speed v, its therefore
only possible to state the following.

e Starting in the WMS and increasing rotor rotational speed, a mathematically de-
fined TWS is reached when the thrust increases to a value of f;; = pAv?/2.

e Starting in the pre-VRS and decreasing rotor rotational speed, a mathematically
defined VRS is reached when the thrust decreases to a value of fi = 8pAv?.
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Based on the momentum theory discussion above, the forces and moments generated
by each individual rotor are assumed to be a static function of the rotor rotational speed
w; and the local external air speed v seen by the rotor. It is assumed that forces and
moments that work on a single rotor are the sum of aerodynamic forces and moments,
and inertial rotor effects. The latter refers to gyroscopic effects and reaction torques.

Due to the restrictions set in section 2.1, it is assumed that only the aerodynamic
thrust and torque produced by the rotor are of significant value. Aerodynamic forces and
moments that are parallel to the rotor plane are thus assumed to be zero.

Variation in aerodynamic thrust and torque due to change in a rotor speed w; is cap-
tured by the 'rotor aerodynamics’ block in Figure 2.2. On the other hand, variation in
aerodynamic thrust and torque due to a change in quadcopter states, such as the attitude
rates p, ¢, r or the change in airspeed V, is captured by the ‘Quadcopter dynamics’ block,
as is explained in section 2.5. The ’rotor aerodynamics’ block consist of a multiplication
matrix which entries are dependent on the rotor rotational speeds w; and speed V* that
linearization is performed around.

Because the each rotor and motor bell combination has a certain MMOI, it can gen-
erate both gyroscopic and reaction moments. Moments can be derived using the Euler
equation of rotation, as is shown in Eq. 2.17. Here M = [L! M N;]" is the moment
exerted on the quadcopters air frame by the i’th rotor due to the inertial properties of the
rotor, €2 is the rotational velocity with respect to the inertial frame of the 7’th rotor, and
I" is the MMOI of the rotor and motor bell. Since the preceding vectors are expressed
in the body frame, the axis system for I" is taken to be the body frame as well. In this
case it can be shown that for three bladed rotors, the cross terms I7 , I} and I, are
zero irrespective of the rotation angle of the rotor. Therefore I" is a diagonal matrix and
constant in time, as shown in Eq. 2.18.

—M} =1"Q, + QL x I'Q (2.17)
r=\-r, o, -r|=|o 1, o0 (2.18)

The rotation of the rotor in the inertial frame is equal to the sum of the rotation of
the quadcopter in the inertial frame €2;, and the rotation of the rotor with respect to
the quadcopters air frame €2, as shown in Eq. 2.19. The latter vector is expressed as
Q,=1[0 0 @] with @ = (=1)"'w,;. Substituting this sum into Eq. 2.17 results in
Eq. 2.20, which after working out gives Eq. 2.21.

QL =Q,+Q, (2.19)
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—M = I"(Qq + Qa) +

Qg+ Qpg) X I"(Qg + Qra)

(2.20)

= [TQd + [Tﬂrd + [Qd X ITQd] + [Qd X Irﬂrd] rd X ]er —|— rd X I Qrd]
0 L.p| |p LLpl [P
= | O |+ | Lyd| + fa| x| Lya| + |a] % ><I’"
.6 il |r el |r] | wl
0 0
+ 10| x 0
w; I7,0;
I;xp | _];“qu - ]gqur q[:zdl _[gquwl
[ L | [ — Lyar + qlo — I g
_];Z(T + a}z)_ B 0
L | el - L) (r + @)
=1 Ind |+ |p(l, —I5)(r + &) (2.21)
_I;:z(?n + sz)_ L 0
~ o, — 12w, (2.22)
L I;zajl

In general it can be assumed that @; is much larger than the attitude rates p, ¢, » and
their derivatives. This results in a simplified expression for gyroscopic moment as shown
in Eq. 2.22. Summing this moment for all four rotors results in the gyroscopic roll and
pitch moments generated as are shown in Eq. 2.23 and Eq. 2.24, respectively, and the
yaw reaction torque as shown inEq. 2.25.

Ly =q(I7, — I;y)(_wl + Wy — w3 + wy) (2.23)
My = p(Ig, — I7.)(—w1 + ws — w3 + wa) (2.24)
Ny = I (=) + Wy — w3 + Wy) (2.25)

As expected, it can be seen that the gyroscopic effect of all rotors cancel if all rotors
rotate with the same speed. Linearization around the four rotor speeds w; and speed V*
results in Eq. 2.26 to Eq. 2.28.

Ly = q(IZ, — I},)(—w] + w) — w3 + wj) (2.26)
My = p(I3, — I,)(—wi + w; — w3 + wj) (2.27)
N, =I.,(—W) + Wy — W3 + Wy) (2.28)

2.5 Quadcopter dynamics

Using Euler’s equation of rotation and Newtons second law, a set of four nonlinear equa-
tions of motion of the quadcopter can be derived which are shown in Eq. 2.29 to Eq. 2.32.
Here L,,(o,v), M,,(o,v), Ny(o,v) and F,,(o,v) are the aerodynamic moments and
forces that are generated by the rotors as a direct result of the motion of the quadcopter.
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For example, a roll rate changes the translational speed of all rotors, causing them to
generate different forces and moments. The moments L,(q) and M,(p) are the gyroscopic
moments described in section 2.4. The yaw reaction torque N, is implemented using a
separate model block, as is shown in Figure 2.2. Furthermore, L, M, N and F' capture the
moments and forces due to changing rotor speeds w and any form of external moments
and forces. Finally, g is the gravity acceleration.

Liwp +1q(L. — Iyy) = Lin(0,v) + Ly(q) + L ( )
LG+ pr(ly — L.) = My(o,v) + My(p) + M (2.30)
L7 +pQ(Iyy - [x:c) =N (0' + N ( )

mV = F(o,v) + F + gm (2.32)

7”)

Here o = [0 02 03 04]T are the rotational speeds of the rotor with respect to the
air. This is the sum of the rotational speed with respect to the quadcopter and yaw
rate or the quadcopter itself. In other words, o = w+[r —7r r —7r]l with w =
(Wi ws ws wy]?. Furthermore, v = [v; vy w3 wvy)? are the speeds seen by each
individual rotor parallel to their rotation axis. This speed is dependent on the overall
speed of the quadcopter V, the roll rate p and pitch rate q. A change in this local speed

v=[0, Uy U3 T4T can then be written as shown in Eq. 2.33 to Eq. 2.36.

0=V —1l,p—l.q (2.33)
Ty =V —l,p+l.q (2.34)
3=V +1,p+l.q (2.35)
Ty=V +1lp—lgq (2.36)

The left side of Eq. 2.29 to Eq. 2.31 can be linearized as is shown in Eq. 2.37 to
Eq. 2.39.

Ly G + pr(Les IZZ) wyd (2.38)
L7+ pq(Lyy — Iuy) = L7 (2.39)

The moments L to M and force F' can be linearized as shown in Eq. 2.40 to Eq. 2.43.

L(t) = L(t) (2.40)
M(t) = M* + _(t) (2.41)
N(t) = N* + N(t) (2.42)
F(t)=F*+ F(t) (2.43)

)

Then, L,,(o,v), M,,(o,v), N,(o,v) and F,,(o,v) are functions of the thrust f;(o;,v;
and torque n;(o;, v;) of the i’th rotor, as is shown in Eq. 2.44 to Eq. 2.47. Here [, and [,
were defined in Figure 15.1.

) = ly[fi(o1,v1) + f2(02,v2) — f3(03,v3) — fa(os, v4)] (
My (o, k) = 1.[fi(o1,v1) — fa(o2,v9) — f3(03,v3) + fa(04,v4)] (2.45
) = —ni(o1,v1) + ne(og, v2) — ng(os, v3) + na(og, v4) (
) ) (

— fa(o2,v2) — f3(03,v3) — fa(o4,v4)



Each thrust f;(o;,v;) and torque n;(o;,v;) can be linearized as is shown in Eq. 2.48 and

Eq. 2.49. Here f,,, fu,, no, and n,, are defined in Eq. 2.50.

Siloivi) = fT+ fo.0: + fo, Ui
= fz* - fﬂi(_l)ir + fvzﬂi

~ * 7 m
ni(04, V) RN+ N0 + Ny, V5

* 3 —
=n; —ng,(—1)'r+n,7;
af; af; on; on;
fUi: a i fvi: 8 : noz‘: 8 - nvz‘: 8 :
Ti | v+ Vi fr ve Ti | wr v+ Vi | v+

(2.48)

(2.49)

(2.50)

The linearized rotor thrust force expressed in Eq. 2.48 can be substituted into Eq. 2.44,
resulting in an expression for the change in L,,(o,v), denoted as L,,(o,v), as is shown

in Eq. 2.52.

Ly(o,v)/ly=f{+fs—f5 — fi
+ for7 = Jout = fous7 + four
+ SV =1yp = 1oq) + fo,(V = Lyp + loq)
— fos(V + 1yp +12q) — fo,(V + 1yp — 1)
Lo(0,0)/ly =1(fo, = for = fos + fo)
+ V(for + fos = fos = fou)
—Lyp(for + foo + fos + for)
F1aq(—for + for = fos + fur)

Doing the same for the pitch moment M,, (o, v) results in Eq. 2.54

Mp(o,v)/le =f{ = f3 — 3+ fi
+ forr + fout = fout — four
+ (V= 1yp = 12q) = fo,(V = Lp + 1,q)
— fos(V + 1p+ 1:q) + fo,(V 4+ 1yp — 1.q)
My (0,0)/le =1 (for, + fo, = fo, = fou)
+V(for = for = fos + fou)
+Uyp(=for + foo = fos + fur)
— 1q(for + for + fus + fu)
For the yaw axis, Eq. 2.49 is substituted into Eq. 2.46, resulting in Eq. 2.56.
Ni(0,v) = —nj +ny —ng +nj
— Ny T — Ny — Ny — N, T
=1, (V = byp = 1oq) + 1, (V = Lyp + 1)
— Ny (V 4 1yp + 1:q) + 110, (V 4 1yp — 1)
Nop(o,v) = —1(ng, + Ny + Ngy + N,
+ V(=ny, + Ny, — Ny, + Ny,
+ 1Lp(Ny, — Ny — Ny + Ny
F 12q (10, + My — Ty — 10,
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(2.51)

(2.52)

(2.53)

(2.54)

(2.55)

(2.56)



Finally, the value for F,,,(o,v) can be calculated according to Eq. 2.58.

Fo(o,v)=—(ff + f3 + 3+ f1)
= JorT + Jou7 = fos7 + fou
— fo (V= 1yp = 12q) — [0, (V = lyp + 1:q)
— fos (V4 1yp + 12q) — fu,(V + 1yp — 1q)
=+ 7(=for + for = fos + fou)
—V(for + for + fos + for)

(2.57)
Fo(o,v)

+ 1q(fo, — foo
+ lyp(fm + fvz

- fvg + fv4)
_fv3 —

)

(2.58)

Substituting Eq. 2.52, Eq. 2.54, Eq. 2.56 and Eq. 2.58 into Eq. 2.29 to Eq. 2.32,
while taking into account the linearization results of Eq. 2.37 to Eq. 2.39 and Eq. 2.40 to
Eq. 2.43, results in a set of first order differential equations as is shown in Eq. 2.59.

Izacp Lp Lq LT LV P z

[yyq Mp Mq MT MV q M
| = — (2.59)

[zz.r Np Nq Nr NV r N

mV F, F, F. F| |V F

Note that the equalities in Eq. 2.60 to Eq. 2.63 are assumed to be true.

-+ h=L (2.60)
L+ fi=M (2.61)
ny—ny+ny—ny=N" (2.62)
h+E+lE+=F+gm (2.63)

Moving I, Iy, I.. and m in Eq. 2.59 to the right hand side results in the state
equation of the state space system used for the quadcopter dynamics block in Figure 2.2.
The entries of the matrix in Eq. 2.59 are written out below. Note the added gyroscopic
effect terms derived in section 2.4 for the L, and M, entries.

LP = lg2/<_f’v1 - fvz - f’Ug - fv4>

Lg = laly(=fo, + foo, = fos + fou) + (12 = 1) (—wi + wj — w3 + wj)
L, = ly(fal - faz - f0'3 + fa4)
Ly = ly(fo, + foo = fos — fuu)
My, =Lyl (—fo, + fo, — fos + Jou) + (L0 — I1)(—wi + wh — wi + wj)
= (= for = foo = fos — for)
Mr = (for + foo = fos = fou)
= lo(for = foo = fos + fus)
Np =1y (1, = Moy = My +10,) Iy =Ly (for + fon = fos + fur)
Ny = Loy, + Ny — Ny — Ny, Fy=1(fo, = fo, = fos + fo)
Ny = (—Noy = Ny — Ny — Noy) Fro = (=for + foo = fos + fou)
Ny = (o, + My = Ny +10,)  Fp = (—for = fos = fos = fuu)



2.6 Input and outputs in the frequency domain

The disturbance moments and forces Ly, My, Ny and F, serve as the inputs to the sys-
tem model, as is shown in Figure 2.2. The output accuracy of the model is arguably as
dependent on the accuracy of the input signals as on the quality of the system model.
The combination of the input signals and the system model can therefore be seen as the
‘total model’.

As briefly mentioned in section 2.1, it is assumed that L, My, Ny and Fjy are exclu-
sively generated by the fluctuations of thrust and torque of each rotor at a given rotational
speed and descent speed. At each rotor rotational speed and descent speed the thrust
and torque can be plotted in the frequency domain. This could show that the fluctuation
in thrust and torque happens more at certain frequencies than at other frequencies. For
example, it would not be a stretch to imagine that the periodic vortex shedding in the
VRS could cause a dominant thrust fluctuation at the vortex shedding frequency.

Due to the fact that the thrust and torque could only be measured with a maximum
frequency of around 5Hz, it is assumed here that the thrust and torque f; and n; are
flat functions in the frequency domain. In this case their stochastic nature can be fully
captured by their standard deviations oy, and o,,. The standard deviations of Lg, My,
Ng and Fy are direct functions oy, and o, as is shown for the roll axis in Eq. 2.65. In
Eq. 2.64 the assumption is made that fi, fo, f3 and f; are uncorrelated.

Li=1,(fi+ fa— fs = fa)
Var(Ly) = Var(ly(f1 + fo— f3— f1))
= I2(Var(f1) + Var(f2) + Var(—f3) + Var(—f4)) (2.64)
= B+ o ) 269

The variance aid and the PSD of the L4 signal, Wy, can be related as is shown in
Eq. 2.66. Here w; is the angular frequency at which samples are taken from the random

thrust and torque signal and w,, is the corresponding Nyquist angular frequency.

1 [@na WnoW, wsW,
o2 = ;/0 Wy, dw = 224" La _ 25 "La (2.66)

T 27

Combining Eq. 2.65 and Eq. 2.66 results in Eq. 2.67.

wsWr, 2/ 2 2 2 2
2 c= ly(afl + T, + Oty + Uf4)
2T
Wy, = W—slz(o—?1 +07,+ 07, +07},) (2.67)

The rotor thrust and torque standard deviations, oy, and o,,, are a function of the local
rotor speed v; and rotor rotational rate w;. It is here assumed however that the change
in local speed v; does not result in large changes of standard deviations oy, and o,,. For
the input signals it is therefore assumed that v; ~ V*. Taking this into account and
repeating the derivations for My, Ny and F} results in the four expressions for PSD of
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the input signals as is shown in Eq. 2.68 to Eq. 2.71.

Ws =1
4
2 —
Wy, = — Uii(wi, V)
Ws =1
27 4
Wg, = — Zai(wz, V)
5 i=1

(2.68)

(2.69)

(2.70)

(2.71)

The system model shown in Figure 2.2 can be written as a state space system or
a matrix of transfer functions. Since the transient response is not of much interest for
steady flight conditions where the propwash occurs, the transfer functions can be replaced
by frequency response functions. The PSDs of the output signals p, ¢,  and V, denoted

by Spp(w), Sgq(w), Spr(w) and Syr(w), respectively, can

then be expressed as shown in

Eq. 2.72. The matrix in this equation contains the frequency response functions where
the subscripts indicate the output and input signals that each frequency response function

relates.
Spp(w) | Hpr(@)]? [Hpm (W) [Hpw (w)[?
Saa(@) | _ [ Hee(@)? [Hom(W)[  [Hon(w)]?
Srr(w) |H7’L(w)|2 |HTM(W)|2 |H7’N(W)|2
Syy(w) |Hy (W) [ Hyp ()P [Hyy(W)[?
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Chapter 3

Experimental Setup

For this project a variety of physical experiments were performed. Most of these ex-
periments served to gather data in order to model the separate model blocks shown in
Figure 2.2 as accurately as possible. Other experiments were performed with the quad-
copter in its entirety to gather data to validate the performance of the model.

In section 3.1 some specifications of the quadcopter are presented that were used for
the duration of this project for both modelling and performing experiments. In section 3.2
the setup of the wind tunnel tests is explained that focused on modelling an isolated rotor
in an air flow. In section 3.3 measurements of the actuators transient responses are dis-
cussed. In section 3.4 it is explained how the controller gains of the Betaflight firmware
were found since these are not equal to the gains shown in the Betaflight configurator.
How the various masses and MMOIs were found that are used in the model is treated in
section 3.5. In section 3.6 the wind tunnel test is discussed where the quadcopter was
placed in a gimbal while the flight controller was disabled. In section 3.8 a similar test
with an active flight controller is discussed. It was necessary to confirm that no airframe
eigenfrequencies were low enough in order to pollute the propwash oscillation measure-
ments. This is done in section 3.7. Finally, in section 3.9, the flight tests are discussed
during which the propwash effect is provoked on purpose. This data is ultimately used
to validate the model performance.

3.1 Quadcopter specifications

A custom build 5 inch freestyle quadcopter was used as the basis for all experiments de-
scribed in this chapter. This quadcopter was build using a carbon fibre TBS Source One
V4 frame and four Emax Eco II series 2207 motors, which were rated at 2400kV and had
14 poles. A Kakute {7 v1.5 flight controller was used in conjunction with an MPU6000
V1.2 IMU unit. Betaflight V4.2.9 was installed as flight controller firmware. In Table 3.1
the most important Betaflight settings are listed. In Table 3.2 the controller gains as
shown in the Betaflight configurator are presented that were used for experiments with
active flight controller. Unfortunately the software did not allow for completely disabling
the feedforward control gains, which is why they were set at the almost negligible value
of 1. For the quadcopter an Aikon AK32 V3 55A 4inl 6S ESC unit was used running BL-
Heli32 firmware, where some of the relevant settings are shown in Table 3.3. Electronics
were powered by a Tattu Funfly 1300MAH 100C 6S lithium polymer battery. Further-
more, two different rotor sets were used, including the HQProp 5x5x3 rotor and HQProp
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5x4.5x3 rotor. The motor idle setting of 2.5% corresponded roughly to 2700 rpm, and
at maximum throttle setting a rotational speed of roughly 33 000 rpm could be reached
in hover conditions. To control the quadcopter a RadioMaster Zorro transmitter was
used with a TBS crossfire module. Finally, a Skyzone Cobra X was used in combination
with two standard 5.8Ghz dipole antennas. In Figure 3.2 some pictures are shown of the
quadcopter, with and without ballast.

Table 3.1: Betaflight settings.

’ Name \ Setting H Name \ Setting ‘
Feed forward transition Off || Anti gravity Off
Anti gravity Off || T term rotation Oft
Dynamic damping Off || Throttle boost Oft
Motor output limit Off || Dynamic idle Oft
Vbat PID compensation Off || Integrated yaw Oft
Absolute conrol 0 || TPA 1
Bi-directional D-shot On || ESC_.SENSOR On
Bi-dir. D-shot version DSHOT600 || Motor idle 2.5%

Table 3.2: Betaflight configurator controller gains.

’ Axis H P gain ‘ I gain ‘ D gain ‘ Feedf. ‘

Roll 42 85 30 1
Pitch 46 90 32 1
Yaw 45 90 0 1

Table 3.3: BLHeli32 ESC settings.

’ Name \ Setting H Name \ Setting ‘
Ramp up power 40% || Temperature protection 140°C
Low RPM Power Protect On || Low Voltage Protection Off
Sine Modulation Mode Off || Stall Protection Normal
Demag Compensation Low || Motor Timing 16°
Maximum Acceleration Maximum || Auto Telemetry Off
SBUS Channel Off || Minimum Throttle 1040
Maximum Throttle 2000 || Center Throttle 1500
Brake On Stop 80 % || Non Damped Mode Off
PWM Frequency Low 48 kHz || PWM Frequency High 48 kHz

3.2 Isolated rotor in wind tunnel

The purpose of this experiment was to aid in designing the 'rotor aerodynamics’ block in
Figure 2.2. For this experiment a rotor was placed inside a wind tunnel as is shown in
Figure 3.1a. The wind tunnel that was used is the Open Jet Facility which is run by Delft
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(a) Test setup for measuring isolated rotor (b) Test setup for measuring quadcopter
thrust and torque. movements while suspended in a gimbal.

Figure 3.1: Test setup of wind tunnel tests.

University of Technology. The tunnel was operated with a temperature and air density
of 19°C and 1.20kg m~3, respectively.

The thrust, torque and rotational speed of the rotor was measured at a frequency of
5 Hz using ’series 1585 thrust stand’ from Tyto Robotics. The motor was powered using
the same 68S lithium polymer battery as mentioned in section 3.1. An aerodynamic fairing
was made around the thrust stand to reduce aerodynamic forces working on the stand
itself which inherently added to the thrust measurements, and to reduce any interaction
effects between the rotor and the stand. Aerodynamic forces working on the fairing did
not influence the measured thrust and torque. The fairing was designed using Catia V6
and 3D-printed using a stock Creality 3D Ender 3 V2.

Thrust and torque was measured over a period of 20s for the 5x4.5x3 and a 5x5x3
three bladed 5inch rotors. Wind speeds were set at —25ms~' to 25ms™! in steps of
roughly 3ms™!, including Oms™!, and rotor rotational speeds were set at 3000 rpm to
20.000 rpm with steps of 1000 rpm. Testing two different rotors at 17 wind speeds and
18 rotor speeds for 20 s equals 3 h24 min of data recording time. For negative speeds the
rotor was flipped and the motor speed was reversed. An ESC was used with the same
settings as listed in Table 3.3.
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3.3 Actuator transient response

The purpose of this experiment was to aid in designing the 'LPF’ blocks in Figure 2.2.
The test setup was equal to the one depicted in Figure 3.1a, except the experiment was
not conducted inside a wind tunnel. The transient response of the motor and rotor com-
bination was recorded by switching the ESC input rapidly between a high and low value.
Input values to the ESC ranged from 8 % to 55 %, which roughly corresponded to rota-
tional speeds of 3000 rpm and 21 000 rpm, respectively. For this test the 5x4.5x3 rotors
were used.

The low and high ESC input values have a respective difference and an average value.
Multiple test series were performed that were each characterized by a distinct difference
and average value. Difference values of 5%, 10% and 15% were used, as well as 10
different linearly spaced average values in the range of 8 % to 55 %. For each test series
the input was changed 40 times between low and high with a frequency of 5Hz. The
input signal was generated automatically using the scripting tool in the RCBenchmark
software suite from Tyto Robotics.

3.4 PID gain measurements

The purpose of this experiment was to aid in designing the "PID’ blocks in Figure 2.2.
Unfortunately, the PID control gains that can be set in the Betaflight configurator are
not equal to the gains needed for Eq. 2.1. Reliable information on how the actual gains
are calculated within Betaflight could not be found. These gains were therefore measured
experimentally.

For this experiment the quadcopter was suspended in the gimbal like construction
shown in Figure 3.1b for safety considerations. Absence of the rubber bands allowed the
quadcopter to move freely. In the Betaflight configurator all gains were set at zero, except
for the P gain of the roll axis. The quadcopter was then given a sinusoidal type of roll
rate by grabbing and moving the quadcopter manually side to side at frequencies between
1Hz and 2 Hz. This process was then repeated at several different throttle settings, and
for all the different individual gains in Betaflight. An exception to this were the feedfor-
ward gains which are not modelled and were always set at their minimum value. For this
test the 5x4.5x3 rotors were used.

The rotor rotational speeds and the attitude rates were written to an onboard SD
card with a frequency of almost 1000 Hz. Looking at Figure 2.2, and knowing which gain
was nonzero during the experiment, the actual gain can be calculated that is used by
Betaflight.

3.5 Mass and MMOI measurement

The mass of the quadcopter, batteries and rotors were each measured using a scale. The
MMOI of the quadcopter with battery, but without rotors was measured experimentally
using the pendulum method. For this the quadcopter was suspended on two parallel wires
with a length of slightly more than 1 m and a separation distance of roughly 90 mm. Three
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sets of 100 oscillations were then timed and averaged. This was repeated for the roll, pitch
and yaw axis.

The MMOI of an individual rotor was obtained by modeling the rotor in Catia V6 and
giving the 3D model a material density such that the weight of the model corresponded
to the measured weight of the real rotor. MMOIs were then calculated in Catia V6.

3.6 Gimbal tests with elastic bands

As mentioned in section 3.2, the thrust stand in Figure 3.1a had a maximum measure-
ment rate of 5Hz. It therefore only allowed for measuring the variance of the thrust,
torque and rotor rotational speed, but not whether these quantities had certain domi-
nant frequency components. As an alternative, the quadcopter was mounted in a gimbal
as is shown in Figure 3.1b. This gimbal was designed in Catia V6 and produced using a
stock Creality 3D Ender 3 V2. Ball bearings with an outer diameter of 12 mm were used
to reduce friction around all axes. For this test the yaw axis was fixed, only allowing roll
and pitch movement over a range of motion of 18°. The PID control gains in Betaflight
were set to zero, practically turning off the flight controller. The rotational speeds of the
rotors could collectively be set using the transmitters throttle channel. Rubber bands
were used to keep the quadcopter centered in the gimbal while still allowing movement of
the quadcopter. Pitch and roll rate were recorded on the onboard SD card at a frequency
of almost 1000 Hz. For this test the 5x5x3 rotors were used

With the wind tunnel turned off, the quadcopter was pulled manually to an extreme
orientation in the gimbal and released in order to let the elastic bands move the quad-
copter back to its neutral orientation. The pitch and roll rates that were measured during
the resulting oscillation could later be used to model the complete system as a damped
mass spring system. After this system identification test, measurements were performed
with rotor speed ranging from 3000 rpm to 20 000 rpm in steps of 1000 rpm and four wind

tunnel speeds, namely 10ms™', 15ms~!, 20ms~! and 25ms~1.

The procedure above allowed for reconstructing the forces and moments that work
on the combination of all rotors based on the measured pitch and roll rates, without the
rotors changing speed. Since the data was recorded at 1000 Hz, possible dominant thrust
or torque oscillations could be identified with a frequency of up to 500 Hz.

3.7 Structural vibration tests

The quadcopter itself has a structure that will oscillate at its eigenfrequencies if excited
properly. These oscillations are picked up by the IMU of the quadcopter. To make
sure these oscillations did not interfere with any measured gyroscope data, a structural
vibration test was performed. The quadcopter was suspended by a wire by attaching
it close to the center of gravity of the quadcopter. A small hammer was then used to
delicately hit the air frame at a variety of places. IMU data was recorded on the onboard
SD card at a rate of almost 1000 Hz.
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< ¥
(a) Standard flight configuration. (b) Underside mounted ballast weights.

Figure 3.2: Quadcopter with 5x4.5x3 rotors, battery and ballast weights.

3.8 Gimbal tests with controller

This experiment served to produce data to validate the model shown in Figure 2.2. For
this test the quadcopter was placed in the gimbal as is shown in Figure 3.1b, but with no
locked axes and without the rubber bands. The flight controller was turned on to allow
the quadcopter to stabilize itself in the air stream. Four different wind tunnel speeds were
used, namely Oms™!, 10ms™!, 15ms~! and 20ms~!. For each wind speed the average
rotor speeds were set ranging from 3000 rpm to 20000 rpm in steps of 1000 rpm. As is
explained section 5.3, some throttle settings caused excessive deviation in rotation speed
between rotors, making it difficult to accurately set the average rotor speed. For this test
the 5x4.5x3 rotors were used.

3.9 Flight tests with ballast

For verification purposes, actual flight tests were performed that adhere to the assump-
tions made for the model. That means, a series of vertical descents were performed from
an altitude of around 250 m. These test were performed in a meadow near Zunderdorp
located to the north of Amsterdam, which is just outside of the controlled traffic zone of
Schiphol airport. Due to practical reasons, test were performed during winter time, but

only on days with no precipitation and wind speeds below 10ms™*.

To control the descent speed, throttle levels were varied where lower throttle setting
corresponded to higher descent speeds. Of course, this meant only certain combinations of
descent speed and rotor speeds could be achieved. To get around this, several steel plates
were cut to size as ballast that could be mounted to the underside of the quadcopter. This
made it possible to add ballast up to around 1kg to the quadcopter in steps of roughly
40 g. The quadcopter without ballast can be seen in Figure 3.2a. In Figure 3.2b the steel
ballast plates mounted to the underside of the quadcopter are shown. The plates were
attached to the frame by replacing four of the M3 frame bolts with four M3 threaded
rods. For each rod, one nut was used to secure the frame fulfilling the function of the
original frame bolt, and one nut to secure the plates onto the rods.
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During these descents the quadcopter was kept at a level altitude by using the trim
buttons on the controller. No stick inputs were given during the descents. It was possible
to show the roll and pitch angle in the Betaflight OSD while flying. However, these an-
gles are calculated from fusing the data from the accelerometer and the gyroscope. This
means in practice that these estimated angles can drift away quite a bit from their true
value. To get around this, the roll and pitch angles were estimated visually. For this the
quadcopter was set on level ground, and a set of markers were turned on in the Betaflight
OSD that coincided with the horizon. During flight the quadcopter could now be kept
level by comparing the positions of the markers with the position and orientation of the
horizon.

In the end almost 100 descents were performed with ballasts of 614 g and 944 g, and a
variety of thrust settings. A proper set of thrust values was determined beforehand, but
were later determined on the fly since the remaining battery capacity was found to have
a large effect on the resulting descent speed. This is because the descent speed appeared
to be very sensitive to the set rotor speeds, and the rotor speeds are a function of throttle
setting and battery voltage.
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Chapter 4

Data Processing and Experimental
Results

This chapter covers the direct results of the experiments discussed in chapter 3. As will
be evident, quite some conclusions can be drawn about the possible underlying causes of
the propwash effect from these individual experiments. This holds especially for the per-
formed wind tunnel test, both with the isolated rotors and the quadcopter in its entirety.

In section 4.1 the results of the isolated rotor tests will be discussed. It will be demon-
strated how force and torque can be modelled as function of rotor rotational speed and
descent speed using multivariate simplex B-splines. In section 4.2 the results from the
actuator transient response tests from section 3.3 will be discussed. The PID gain mea-
surements from section 3.4 and MMOI measurements from section 3.5 will be presented in
section 4.3 and section 4.4, respectively. In section 4.5 the results of the gimbal test with
elastic bands will be treated. The setup of this experiment was discussed in section 3.6.
Finally, in section 4.6, the results of the structural vibration tests from section 3.7 will
be presented.

4.1 Isolated rotor wind tunnel data

This section covers the results of the wind tunnel tests described in section 3.2. A
parameter that is convenient in the analyses of rotor aerodynamics is the advance ratio
p. In this report this parameter is calculated according to Eq. 4.1, where w is the rotor
rotation speed in rads™! and D is the diameter of the rotor.

2v

- (4.1)

1

The data recorded during isolated rotor wind tunnel tests captures a large amount
of interesting behaviour of the used rotors. In subsection 4.1.1 the measured trust and
torque at various rotor speeds and winds speeds are discussed. In subsection 4.1.2 it
is shown how much the thrust and torque vary when the wind speed and rotor speed
are kept constant. In subsection 4.1.3 the derivatives of thrust and torque with respect
to wind speed and rotor rotational speed are discussed. Finally, in subsection 4.1.4 the
difference between the two considered rotors are highlighted.
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The figures used in this section are great for general interpretations but not so much
for extracting more precise information from the measured data. Because of this, a set
of much more detailed plots is included in Appendix A.

4.1.1 Average thrust and torque

The recorded wind tunnel data consists of a set of thrust and torque measurements at
various wind and rotor rotational speeds. It is necessary to obtain mathematical func-
tions f(w,v) and n(w,v), that minimize the error between the measurements and the
estimation function in some way.

A method that is often used for this is least squares regression using multivariate
polynomials as basis functions. Unfortunately, in practice, regression with global polyno-
mials has a rather low maximum on the amount of basis functions that can be used due
to limited accuracy of how computers represent numbers. This type of regression was
experimented with, but the limit on on the amount of basis functions appeared to be far
to low for the fidelity that is required to accurately represent the measured data.

Due to the shortcomings of global basis functions, the transition was made to multi-
variate simplex B-splines [20, 21]. This type of estimation uses a set of local polynomial
basis functions which estimate the data only in a small domain of the independent vari-
able space. This allows for keeping the order of the polynomials low, removing issue
found with global polynomial basis functions described above.

An important aspect of multivariate simplex B-splines is the triangulation of the in-
dependent variable domain. For this application the interval of the rotor speed w was
divided into j equal intervals and the wind speed v into k equal intervals. A Delaunay
triangulation was then applied to the resulting grid, which resulted in 2jk triangles with
equal size. The simplex B-spline estimation is further characterised by the order of the
polynomials that estimate the data, and the smoothness parameter [. A smoothness
value of [ = 0 means the zero’th derivative at the border of each neighboring simplex is
made equal. A value of [ = 1 means the zero’th and first derivative these borders is made
equal, and so on.

Constructing the simplex B-spline estimation thus revolves around choosing the pa-
rameters k, j, the polynomial order and the smoothness parameter [. There is not
necessarily a trivial way to find these parameters. Generally it can be said that if these
parameters are chosen too low, the simplex function is too course and has not enough
precision. On the other hand, parameter values that are too high cause overfitting of the
data. To deal with this, around 20 % of the data was used as validation data. This vali-
dation data was not used to fit the model and was sampled randomly from the complete
data set. Minimizing the residue of the found model and this validation data set was
then used as an objective while tuning the mentioned parameters.

The approach used here to find all parameter values involved first setting the smooth-
ness parameter [. Since the spline did not need to be differentiated, a value of [ = 0 would
technically be acceptable. Unfortunately, but logically, this gave rise to visible edges in
the spline model at places where two splines met and little data was present. Assuming
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the discontinuity of these lower derivatives was unlikely to be representative for the real
world phenomenon, a higher value of [ = 2 was chosen. A polynomial order equal to 5
was then chosen which was found high enough to introduce enough degrees of freedom
of the spline considering the smoothness parameter of [ = 2, and low enough to stay
clear of the computer calculation errors described above. The parameters j and k were
then increased incrementally while trying to minimize the residue of the model and the
validation data. Due to the gridded structure of the recorded data however, it was found
that as residue got close to being minimized, the spline had the tendency to become quite
unstable and very oscillatory. Because of this, j and k were kept low enough to stay out
of this instability zone, and set at a value of j =4 and k = 5.

In Figure 4.1 the simplex B-spline is visualized that represents the thrust generated
by the 5x4.5x3 rotor at different speeds v and rotor speeds w. This thrust is the average
thrust measured over the 20s interval at which the wind speed and rotor speed are
kept constant. In Figure 4.1b the spline is plotted in three dimensions. In Figure 4.1a
a heat map of the same simplex B-spline is shown, which can be regarded as a top
view of Figure 4.1b. In this heat map the lines of constant advance ratios p are also
indicated. Furthermore, the boundaries between the different operating states of the
rotor are indicated with the dashed lines. The upper dashed line connects points that
satisfy Eq. 2.14. The area above this line thus covers the TWS. The lower dashed line
follows Eq. 2.16, meaning that the area between this line and the line u = 0 represents
the pre-VRS.

v [m/s]

[N] 3snauL
o N B O @

50 7.5 10.0 12.5 15.0 17.5 20.0
w [krpm]

Thrust [N]

(a) Heat map of thrust as function of descent
speed and rotor rotational speed. Upper and (b) 3D view of the simplex B-spline capturing
lower dashed lines indicate f;; and fio, respec- thrust as function of descent speed and rotor
tively. rotational speed.

Figure 4.1: Estimated thrust data for the 5x4.5 isolated rotor. Positive speeds refer to
the rotor in axial descent.

Several interesting aspects can be noticed from Figure 4.1. First of all, it seems that
the boundaries between the theoretical rotor operating states lay on constant advance
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ratio lines. Secondly, there seems to be a drop in thrust at an advance ratio of roughly
= .14. This is characteristic behaviour of a rotor in the VRS, since the power required
to generate the large vortices reduce the power that is left to generate thrust. This drop
in thrust also seems to happen at a very constant advance ratio.

In Figure 4.2 the simplex B-spline is shown for the measured average torque that is
experienced by the rotor. It can be noticed that in the VRS the required moment is
clearly lower than for other rotor operating states. This is again expected because the
vortices reduce the angle of attack of the blades and therefore a reduction of drag can be
seen.

o @
o o

v [m/s]

[LNw] anbioL
S 3

o

50 7.5 100 125 150 17.5 20.0 B 00 ]
w [krpm] 0 20 40 60
(a) Heat map of torque as function of descent Torque [mNm]
speed and rotor rotational speed. Upper and (b) 3D view of the simplex B-spline capturing
lower dashed lines indicate f;; and fio, respec- torque as function of descent speed and rotor

tively. rotational speed.

Figure 4.2: Estimated torque data for the 5x4.5 isolated rotor. Positive speeds refer to
the rotor in axial descent.

4.1.2 Variation in thrust and torque

The measured STDs of thrust oy and torque o, are used as an input to the system model
from Figure 2.2, as was explained in section 2.6. As with the average measured thrust
and torque, oy and o, can also be modelled using simplex B-splines. To do this, first each
measurement period of 20s where the wind speed and rotor speeds are held constant is
used to calculate a single value for oy and o,,. Each STD is thus calculated using roughly
20s - 5 Hz = 100 measurements samples. Doing this for each wind speed and rotor speed
combination results in a data set which can be used to construct a simplex B-spline. Note
that this data set is roughly 100 times smaller than the amount of measurements.

The simplex B-splines minimizes the sum of the residues squared. That means that

when the absolute value of oy and o, is very small, then the magnitude of the estimation
error with respect to the actual value becomes very large. This is problematic since the
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Figure 4.3: Estimated thrust standard deviation for the 5x4.5 isolated rotor. Positive
speeds refer to the rotor in axial descent.

values of oy and o, are multiplied with transfer functions to calculate the output of the
model. That is, if the values of o and o,, are directly estimated using simplex B-splines,
the output of the model will have very large relative errors when the input values are
small. To get around this problem, the values of o and o, are first transformed to a
log-space, so 65 = log,o(0f) and &, = logyy(0y,). Simplex B-splines are then estimated
for 64 and 0,. The estimated values of o¢ and o, can be retrieved by using them as
exponent. That is, o; = 10°/ and ,, = 10", This also prevents the estimated values of
oy and o, to become negative.

In Figure 4.3 the spline is shown that approximates os(w,v). For this spline simi-
lar parameters were used as described in subsection 4.1.1. In accordance with general
literature, it can be observed that the most excessive fluctuations occur in the region
that is assumed to be the VRS. However, it seems that these fluctuations also occur at
very low advance ratios. It can thus be stated that the rotor behaves relatively normal
in the pre-VRS state when it come to average thrust generation, but excessive thrust
fluctuations already start as soon as the airspeed deviates from zero. Furthermore it can
be noticed that for p > .2, which is thought to correspond to the transition of the VRS
to the TWS, the thrust fluctuations are small and of similar magnitude as found for the
rotor operating under negative speeds v.

In Figure 4.4 the STD of torque is shown. Although subtle differences can be seen

when comparing these plots with the thrust STD from Figure 4.3, the locations of exces-
sive fluctuations are very similar.
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Figure 4.4: Estimated torque standard deviation for the 5x4.5 isolated rotor. Positive
speeds refer to the rotor in axial descent.

4.1.3 Derivatives with respect to wind speed and rotation speed

The system model does not require the values of the absolute thrust and torque. In fact,
it needs the partial derivatives of thrust and torque with respect to the wind speed and
rotor speed. A straight forward way of obtaining these would be to take the partial differ-
entials of the f(w,v) and n(w, v) splines as were shown in subsection 4.1.1. Unfortunately
this did not give satisfactory results. The reason for this is that when looking at the data,
there seem to be points where the thrust and torque curves make very sharp bends. This
can be appreciated better by looking at the plots in Appendix A. Although this can
not be noticed when looking at the spline, these sharp bends make the splines rather
oscillatory in nature. When the partial derivative is taken this oscillatory properties get
amplified a lot. Since the absolute values of the partial derivatives are rather small, this
oscillatory property becomes too dominant.

It should be noted that taking the derivative of the spline in general is a proper so-
lution. In this particular case however it was reasoned that there are simply to little
combinations of v and w at which data is recorded. This limits the amount of parameters
that can be used to construct the spline and forces the spline to follow the sharp bends
with a surface featuring relatively limited resolution. This in turn introduces a ripple
through the complete spline, which is comparable to how a Fourier series has trouble
approximating a square wave.

To get around this problem, the derivatives were found numerically at each combina-
tion of v and w using a first order finite difference scheme. The partial derivatives are
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Figure 4.5: Change in thrust w.r.t rotor rotational speed for the 5x4.5 isolated rotor.
Positive speeds refer to the rotor in axial descent.

thus directly calculated using the data. This results in values for the partial derivatives
at each combination of v and w where force and torque were recorded for 20s.

In Figure 4.5 the estimated partial derivative f, is depicted. This derivative is ar-
guably the most influential since it determines how effective the actuators are in terms
of control. A high value of f, means the overall gain in the control loop is high. As
expected, f, generally increases when the rotor speed is increased. However, for advance
ratios of .15 < p < .2 and high rotor speeds, the derivative is almost as low as when the
rotor is idling. This is likely due to the characteristics of the VRS, where an increase
in rotor speed partly starts increasing the power delivered to the vortices, rather than
increasing thrust. This derivative only becomes negative at very low negative speeds and
low rotor speeds. This is interesting since theoretically this would mean the control gain
flips sign and that the quadcopter becomes unstable. Since this happens in the normal
operating state of the rotor, this finding is outside the scope of this report.

In Figure 4.6 the estimated partial derivative f, is shown. This variable is influential
to how much natural stability the quadcopter has. In other words, when this derivative
is high, the quadcopter tends to generate a moment to oppose the current attitude rate.
Of course this stability effect is in practice rather small. Interesting to note is the sudden
transition from a low to high value at an advance ratio of u = .15.
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(b) 3D view of the simplex B-spline capturing
the change in thrust w.r.t descent speed as

function of descent speed and rotor rotational
speed.

Figure 4.6: Change in thrust w.r.t descent speed for the 5x4.5 isolated rotor. Positive

speeds refer to the rotor in axial descent.

In Figure 4.7 the estimated partial derivative n, is shown. Where the value of f, is
low between advance ratios of .15 < p < .2, the value for n, is low for advance ratios
of .2 < p < .35. This goes to show that the TWS can have a comparable effect on the
control effectiveness of the rotors from an aerodynamic standpoint.
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(b) 3D view of the simplex B-spline capturing
the change in torque w.r.t rotor rotational

speed as function of descent speed and rotor
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Figure 4.7: Change in torque w.r.t rotor rotational speed for the 5x4.5 isolated rotor.
Positive speeds refer to the rotor in axial descent.

Finally, in Figure 4.8 the derivative of torque with respect to descent speed, n,, is

shown. It can be noted that derivative is highest in the TWS at high rotor rotational
speeds, and lowest in the VRS at high rotor rotational speeds.
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(b) 3D view of the simplex B-spline capturing
the change in torque w.r.t descent speed as
function of descent speed and rotor rotational
speed.

Figure 4.8: Change in torque w.r.t descent speed for the 5x4.5 isolated rotor. Positive

speeds refer to the rotor in axial descent.

4.1.4 Difference between rotors

In the wind tunnel two rotors were tested with different pitch angles of the blades. These
rotors are the 5x5x3 rotor and the 5x4.5x3 rotor, where the former has a higher pitch
than the latter. The rotors generate different thrust, thrust fluctuations, torque and
torque fluctuations at given combinations of wind speed and rotor speed. The difference
in values of these variables between these rotors, Af, An, Aoy and Ao, respectively, is

defined in Eq. 4.2 to Eq. 4.5.

Af _ f5><5 _ f5><4.5 (42>
An — nP%5 _ p5x45 (4.3)
Aoy = U?X5 — 0?”'5 (4.4)
Ao, = 0275 — g2x45 (4.5)

In Figure 4.9 the difference in thrust between the rotors is visualized. Apparently,
between 0ms~! and 10ms~! and for higher the rotor speeds, the thrust of the 5x5x3
rotor is up to 1 N higher than the 5x4.5x3 rotor.
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Figure 4.9: Increase in thrust of the 5x5x3 rotor w.r.t the 5x4.5x3 rotor. Positive speeds

refer to the rotor in axial descent.

In Figure 4.10 the difference in torque between the rotors is visualized. As expected,
for negative speeds v the torque is higher due to the increased angle of attack. Interest-
ingly enough, the opposite appears to be the case for positive speeds.
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Figure 4.10: Increase in torque of the 5x5x3 rotor w.r.t the 5x4.5x3 rotor. Positive speeds
refer to the rotor in axial descent.

In Figure 4.11 the difference in force fluctuation between the rotors is shown. In
general in can be said that the 5x5x3 rotor generates higher thrust fluctuations. It
should be noted that the absolute thrust generated is also higher. However, there seem
to be areas where the 5x4.5x3 rotor actually generates more thrust fluctuation.
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Figure 4.11: Increase in oy of the 5x5x3 rotor w.r.t the 5x4.5x3 rotor. Positive speeds

refer to the rotor in axial descent.

In Figure 4.12 the difference in torque fluctuation between the rotors is presented. As
can be seen it is not possible to say something about the increase in o, in general.
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Figure 4.12: Increase in o, of the 5x5x3 rotor w.r.t the 5x4.5x3 rotor. Positive speeds
refer to the rotor in axial descent.
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4.2 Actuator transient response

In Figure 4.13 a small part of the recorded data is shown, which was obtained as was
described in section 3.3. The data shown consists of intervals where w increases and
decreases. Some of these parts appeared to have clear outliers and were not included for
the estimation. These parts are indicated in orange in Figure 4.13. Furthermore, it can
be noted that most of the data points that coincide with the initial rise or fall in w are
also not included. This was a practical necessity due to the recorded w signal having a
variable delay with respect to the recorded ESC input signal. This is unfortunate since
these points contain the most information on how fast w changes as a result of an ESC
input.

23.0
data omitted
22.5 data used
2204 — simulated
£ 215
=
3 21.0
20.5 A
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19.5 1 T . T
34 36 38 40 42 44

Time [s]

Figure 4.13: A part of the measured rotor speed samples used to estimate aj.

In the sequence shown in Figure 4.13, w fluctuates around approximately 21.2krpm
and deviates with approximately 0.8 krpm. Referring to the concepts explained in sec-
tion 2.3, for this sequence w* = 21.2krpm and wW,,,, = 0.4krpm. Many series were
performed with different values for w* and @,,4..

Once a certain ESC input is given, the resulting rotor speed w does not only depend
on the actuator properties, but also on the voltage applied to the motor. Since a battery
was used for the test, this voltage tended to drop as the test progressed. Therefore a new
signal, s..., was used that is equal to the actual ESC input multiplied by the normalized
voltage. The latter is defined as the instant battery voltage divided by the initial bat-
tery voltage. Of course, during the rapid switching of the ESC input, the voltage also
fluctuates due to the changing load. This rapid change in voltage is also present during
flight and was therefore not used to calculate the normalized voltage. As a result, the
normalized voltage was calculated with a filtered instantaneous voltage, where the filter
consisted of both a forward and backward first order LPF with a cut of frequency of 1 Hz.
This way the voltage drop due to a depleting battery is taken into account, but not the
voltage ripple due to changing actuator loads.

For the estimation process, the coefficients ag, a; and as in Eq. 4.6 were estimated

using OLS. This equation is directly taken from section 2.3, with the exception that u;,
is replaced with s.s.. Again, this does not change anything when looking at the transient
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response. To set up the estimation matrices for the estimation, the derivative @ is required
to be known for each data point. The value for this derivative was estimated using a first
order difference scheme that was applied directly to the data.

W= —QpW + 1 Sese + o (4.6)

The value of «y is relevant for implementing the LPF block from Figure 2.2. In
Figure 4.14 the estimated values of o are shown for different values of w*. These values
are visualised using error bars, where the total length of the error bar is equal to two times
the estimated STD of the estimated parameter. Long error bars thus indicate that the
measured data for a particular series is less certain about what the value of ag should be.
Interestingly enough, the estimated value for oy varies much more between measurement
series that what the STD of each individual series would suggest. Its unclear what the
cause of this is.
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S
25.0
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Figure 4.14: Linear and quadratic models of the dependency of ag on the rotor speed.

To model the LPF block it is necessary to know how «q varies as function of w*.
According to the derivation in section 2.3, this should be a linear function with two
parameters. Again, these parameters could be estimated using OLS where its data points
are the mean estimated values of agy as shown in Figure 4.14. However, it makes sense
to give more weight to estimates of o that have very low estimated STD. Therefore,
WLS was used with a diagonal weight matrix, with on the diagonal the reciprocals of the
variances. Estimating the parameters this way results in the linear model as shown in
Figure 4.14. As can be seen, also a quadratic model is included that has an additional
parameter. Although inconsistent with the derivation in section 2.3, this model seems to
fit the data much better. Since there is not an immediate necessity to comply with any
theoretical model, it was decided to use this latter model for the implementation of the
LPF block from section 2.3. The estimated equations for the linear and quadratic model
from Figure 4.14 are shown in Eq. 4.7 and Eq. 4.8, respectively, where the unit of w* is
krpm.

(W) &~ 29.71 + 2182w (4.7)
ap(w*) & 26.01 + .9458* — .0301w* (4.8)
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4.3 PID gain measurement

From the P, I, and D gains, the P terms is the most straight forward to calculate, since
it is simply the ratio of the change in rotor speed and attitude rate. Referring to the
experiments described in section 3.4, for each measurement this G p was calculated, except
for measurements where the attitude rate was smaller than 1rads=!. For the roll axis
this calculation is shown in Eq. 4.9, where T is the total measurement time, p is the roll
rate and G% is the P term gain for the roll controller. The mean of the calculated values
for the P gains was then taken as the final estimation Gp, as is shown in Table 4.1, where
the superscript p refers to the roll axis. This table also shows the STD of the measured
values of the gain, which are rather large. However, visually inspecting the data revealed
that this was primarily due to some sort of delay between the attitude signal and the
rotor speed signals. Unfortunately this delay could not entirely be removed by manually
shifting the signals as it appeared that this delay varied somewhat in time. The noise on
the measurements, especially the rotor speed, of course also contributes to this STD.

P l wl(t) — W9 (t) — (,d3(t) + W4(t)
G / { dt (4.9)

PET 4p(t)
T

Table 4.1: Controller gains estimations.

] Name \ Value \ STD ‘

G, 660.0 | 43.82
Gr 7268 | 1768
e 20.64 | 5.122
G, 330.1 | 53.68
Gy 6159 | 352.2

The I gain requires the integrated signal of the attitude rate, as is shown for the roll
axis in Eq. 4.10. Here £ is simply a different symbol to indicate time. Unfortunately, sim-
ply integrating the attitude rate makes errors accumulate causing the integrated attitude
rate to wander off from this integrated signal as calculated by the flight computer. To get
around this, both a backward and forward second order Butterworth HPF was applied
to the integrated signal to keep it from wandering. The filter had a cut off frequency of
0.1 Hz. This cut off frequency was low enough so that the individual oscillations that ex-
cited the controller were barely influenced. Furthermore, only data points were included
for the gain calculation where the integrated attitude rate was larger than 0.1rad. The
results for both pitch and yaw are shown in Table 4.1, where the superscript r refers to

the yaw axis.
1
G~ —
I T /

T

w1 (t) — W9 (t) — W3 (t) + W4(t)
4 Jy (&) d

Finally, the D gain can be calculated when the derivative signal of the attitude rate
is known, as is shown in Eq. 4.11. In this case this derivative was calculated using a first
order difference scheme. For the calculation of the average gain, only data points were
included where the derivative signal was larger than 50 rad s~2. The results are shown in

(4.10)
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Table 4.1. Note that the yaw controller does not use a D term.

G% ~ l/ wl(t) — w2<t) _ W3(t) +W4(t) dt (411)

ap(§)
T 4 g ey

As is obvious, Table 4.1 only presents the roll and yaw gains. This is because it
is assumed that the gains for pitch and roll are the same. Some quick experimenting
showed that these gains are indeed very similar. In other words, G} = G}, G} = G and
G%, = GY,, where the superscript ¢ refers to the pitch axis.

4.4 Mass and MMOI measurement

The measured and calculated masses and MMOIs of both the quadcopter and its rotors are
shown in Table 4.2. In this table the subscript and superscript d refers to the quadcopter
(drone) including the battery, but excluding the rotors and ballast. These properties
follow directly from the pendulum experiment as described in section 3.5. The subscript
and superscript r refers to the properties of a single rotor and motor bell. These properties
were derived from the rotor Catia model. The subscript and superscript f refers to the
standard flight configuration as was shown in Figure 3.2a, which consist of the flight ready
quadcopter without ballast plates. The mass m¢ can simply by found by adding m, and
four times the rotor mass m,. The standard flight MMOIs, I/, can be found by adding
the effect of the offset of mass of the four rotors to I¢ using the parallel axis theorem.
Note that the effect of I" should not be included here since this contribution is already
taken care of by the modelling of gyroscopic effects as was discussed in section 2.4.

Table 4.2: Masses and MMOIs.

’ Name \ Value \ Unit ‘

mgq 583 | g

Ié, 1.753 | gm™2
];ly 1.635 | gm™2
I¢, 2.698 | gm—?
m, 48 | g

I, 1.889 x 1072 | gm™2
I, 1.889 x 1073 | gm—2
I, 3.767x 1073 | gm™2
my 0.602 | g

I, 1.907 | gm ™2
[ny 1.725 | gm ™2
I, 2,942 | gm™?

In section 3.9 the use of ballast weights was described. Of course the addition of the
ballast does not only change the weight of the quadcopter but also its MMOI. To reduce
this increase in MMOI as much as possible, a ballast material was chosen with a high
density and the ballast was placed as close to the CG of the quadcopter as possible. Un-
fortunately, the influence of the ballast on the MMOI could not be nullified. To include
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the effect of the ballast weights, the ballast plates were weighed and measured. A math-
ematical expression was then found for the position of every attached ballast plate as a
function of the ballast plate stack height. The resulting influence of the ballast plates on
the MMOIs in Table 4.2 could then be calculated for any amount of added ballast plates.

The MMOIs that are used for the model in chapter 2, namely I, I, and I, are the
total MMOIs of the quadcopter during flight. Without ballast plates these MMOIs are
equal to the standard flight configuration MMOIs I7,, I and I7,. If ballast plates are
carried by the quadcopter, their influence is added to I/ resulting in the final values for

I, I, and I, used in the model.

4.5 Gimbal tests with elastic bands

As mentioned in section 3.6, for this experiment the intention was to record the quad-
copters attitude rates at rotor speeds ranging from around 3000 rpm to 20 000 rpm. Unfor-
tunately, for higher rotor rotational speeds the quadcopter started to rotate too violently
causing the gimbal to hit its rotation end stops. Measuring at rotor rotational speeds
close to 20 000 rpm would have caused inaccurate data, which led to the decision to mea-
sure only up to the point at which excessive rotation started to occur.

With the wind tunnel and rotors of the quadcopter turned off, the system identification
test was performed to estimate the damped natural frequency wg;, and damping ratio
Cgim of the gimbal system with elastic bands. The differential equation of the rotational
damped mass spring system around the roll axis can be written as is shown in Eq. 4.12,
where k,, d, and [, are the effective stiffness, the effective damping and the effective
mass moment of inertia of the gimbal system. The functions L4(t) and ¢(t) are the
externally applied roll moment and the roll angle, respectively. A similar equation holds
for the pitch axis. ) .

Lalt) = I2,6(5) + k(1) + duo(2) (4.12)

The roll angle ¢(t) is obviously related to the roll rate p(t) as shown in Eq. 4.13.
Because the gyroscope samples the roll rate p(t), discrete methods have to be used to
approximate ¢(t) and ¢(t). The former is approximated by applying a first order forward
difference scheme to the roll rate measurements, and the latter is approximated by using
trapezoidal integration. To keep the integral from wandering due to an accumulation
of measurement errors, the integrated signal is post processed using a forward and a
backward running high pass filter with a cut off frequency of 0.02 Hz.

So=p  do=p0 o= [ p(e)de (4.13)

Once the gimbal is pulled back manually and released to induce an oscillation, the roll
moment is zero, so L4(t) = 0. The measured roll rate p(t) can then be used to estimate
the values of the ratios k,/I9, and d,/I9, using least squares and Eq. 4.12. To find the
values of the individual parameters k,, d, and 9 , the mass moment of inertia of the
quadcopter itself was used for /9 . This value was found experimentally by hanging the
quadcopter by two wires and measuring oscillation times. The actual value of 19 should
be slightly higher due to gimbal parts. This is especially true for the pitch axis, because

the gimbal assembly that rotates around this axis weighs around 60g. This difference
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causes conservative estimates for Ly(t) later on.

Once the parameters k,, d, and ¢, are known, the gimbal oscillation can be simulated
and compared to the actual measured oscillation. Visually this reveals that there is defi-
nitely some residual behaviour that is not captured by the estimated model of the gimbal
system, especially for the pitch axis. An example of a comparison between measured and
simulated pitch and roll rate can be seen in Figure 4.15.
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8 2.5 1
L 0.0
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= —2.51
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4.5 4.6 4.7 4.8 4.9 5.0 5.1
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(a) Measured and simulated roll rate as function of time.
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:g 2.5 A —— measured
£
¢ 0.0
e
§ —2.5 1
£
_5.0 .
4.5 4.6 4.7 4.8 4.9 5.0 5.1
Time [s]

(b) Measured and simulated pitch rate as function of time.

Figure 4.15: Example comparison between measurements and simulation of the gimbal
oscillation.

The gimbal model can now be used to reconstruct roll and pitch moments from the
measured roll and pitch rates. Taking the roll axis as example again, the roll moment
Ly(t) is related to the four rotor thrust forces fi(t), fa(t), f3(t) and f4(t) as is shown in
Eq. 4.14. Assuming that thrust fluctuations of different rotors are not correlated results
in Eq. 2.65, which was already derived in section 2.6. Because interaction effects are
ignored, the rotors operate under identical conditions. The thrust STD is therefore the
same for all rotors, so oy, = oy, = 0y, = 0, = 0y. This finally relates oy to oy, as is
shown in Eq. 4.15. Of course this also be applies to the pitch axis, where Ly is replaced
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with My, , with [, and p(t) with ¢(¢).

Lo=1,(fi+ f— fs— fa) (4.14)
Var(Ly) = Var(l,(f1 + fo — f3 — f1))
i =, + % + o + ) 269
o = 4l§af 4.15)

Knowing the values of the parameters k., d, and 9, from Eq. 4.12 allows for re-
constructing L4(t) at each point in time. The PSD (power spectral density) of the roll
moment Pp(f) and the PSD of the rotor thrust force P;(f) are related in the same way
as the variances of the respective time domain signals, as is shown in Eq. 4.16. Again,
the same holds for the pitch axis, as is shown in Eq. 4.17.

Py(f) = ALy Py(f) (4.16)
Py(f) = A1 Pr(f) (4.17)

According to the above procedure, the PSD of the thrust of a single rotor, P(f),
can be estimated from the measured roll rate p(t), and also from the measured pitch
rate ¢(t). In Figure 4.16 the estimated Py(f) functions are shown for descent speeds of
10ms™!, 15ms 1,20ms~! and 25ms~!, and for four different rotor rotational speeds.
Each PSD shown is the average of the PSD according to the roll rate and PSD according
to pitch rate. Note that both of these roll and pitch PSDs are very similar and pretty
much overlap for all speed and rotor rotational speed combinations.
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Figure 4.16: PSDs of single rotor thrust f(¢) based on the reconstructed roll moment
L4(t) and pitch moment My(t). The damped natural frequency of the gimbal is indicated

with wy;n,. Dashed lines indicate the rotational speed of the rotors in Hz, and match in
color with their respective PSD.
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Firstly, in Figure 4.16 the vertical black line marked with wy,,, on the frequency axis
indicates the estimated damped frequency of the gimbal system. As can be seen, the
PSDs either increase or decrease notably close to this line. It is very plausible that this
is due to unmodeled gimbal dynamics that are not captured by the damped mass spring
approximation that was used to reconstruct the L4(t) and My(t) signal. Of course this
can not be said with certainty. Secondly, it can be seen that for frequencies up to 80 Hz
the PSDs are fairly flat. Lastly, the dashed lines in Figure 4.16 indicate the frequency at
which the rotors are rotating, and match in color with their respective PSD. The small
peak at around 50 Hz is likely not due to the rotating rotors, as it shows up in PSDs
corresponding to much higher rotor rotational speeds (not shown in the figure) as well.

The total variance of rotor thrust, O'J%, is proportional to the area under the PSDs in
Figure 4.16. However, it was found experimentally that there are several airframe eigen-
frequencies above 90 Hz, as will be discussed in section 4.6. This makes it unclear how
much of the signal power above, say, 80 Hz is due to thrust fluctuation and how much is
due to frame resonance. To get around this, the area under the PSD is only taken up
to 80 Hz to find the variance UJ%. Consequently, fluctuations above 80 Hz that are actu-
ally due to thrust fluctuation are discarded. This makes the estimation of J]% conservative.

In Figure 4.17 the estimated STD o that is calculated using the reconstructed Lg(t)
and M,(t) signals is compared to the oy values for a rotor in isolation as were found
in subsection 4.1.2. Standard deviations estimated using L,(t) and My(t) signals are
indicated with from p(t)’ and ’from q(t)’, respectively, and the isolated rotor thrust
STD is indicated with the black line. It is relevant to know how much of the estimated
oy from p(t) and ¢(t) is due to gyroscope sensor noise. It was found experimentally that
the gyroscope primarily produces quantization noise. The gyroscope has a resolution of
0.0174rad s™!, which is small compared rotational speeds measured during the experiment
as can be seen in Figure 4.15. In this case a common assumption is that quantization
errors can be modelled as additive white noise [22]. The STD of this noise is then
approximately /1/12-.0174. Its possible to reconstruct Ly(t) and My(t), and thus oy,
as a result of only this noise signal. These o; values due to noise only are indicated by
the dashed lines in Figure 4.17. Of course in reality these rotor forces do not exist. The
STDs reconstructed from p(t) and ¢(t) indicated by triangles in Figure 4.15 are already
corrected for this noise.

As can be seen in Figure 4.17, o is generally significantly larger for rotors mounted to
the quadcopter compared to the rotors in isolation. This strongly suggest that rotor-rotor
interaction, or maybe even rotor-frame interaction, causes a significant increase in the
fluctuation of thrust.

Furthermore, it can be observed that the estimated value of o is on average slightly
higher when it is estimated using the pitch rate ¢(¢). A possible reason for this is that
the system identification of the gimbal system performed notably worse (roughly 10 %
to 30 % in terms of residue STD) for the pitch axis compared to the roll axis. This
could mean that the reconstructed M(t) signal contains more power that is actually due
to the uncaptured system dynamics of the gimbal, rather than the power due to fluctu-
ation in thrust. This would cause the estimated value of ¢ to be higher for the pitch axis.
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Another potential cause might be the incorrect assumption that the rotor forces are
uncorrelated, which was made in Eq. 2.65. If these correlations would in fact be non-
zero, they can be divided into the sum of thrust correlations between the left and right
rotors, and the sum of thrust correlations between front and rear rotors. It is not hard
to show that if these ’left to right’ and ’font to rear’ correlations are different, then the
thrust variance UJ% reconstructed from the roll rate would be different from the value for
aj% reconstructed from the pitch rate. This might indeed be the case, since the rotors
are separated more along the body frame y-axis compared to the body frame x-axis due
to the presence of the quadcopters ’fuselage’. Not taking into account the higher thrust
correlation between the front and rear rotors would result in different estimations for 0]2@.

Of course values shown in Figure 4.17 are estimations of the actual values. It should
be noted that the STDs reconstructed from the quadcopters movement are estimated
conservatively due to the low assumed values for 17, and I , the exclusion of frequencies
above 80 Hz and the subtraction of gyroscope noise. Estimations of the isolated rotor
thrust STDs on the other hand are are likely to be too high since sensor noise and test

stand vibrations are not subtracted.

4.6 Structural vibration tests

In Figure 4.18 the some PSD are shown of the attitude rates p, ¢ and r, that were recorded
during the structural vibration test. During the experiment, the quadcopter could move
around fairly unrestricted because it was only attached with a single wire close to the
CG. This caused the quadcopter to slowly oscillate after each hammer impact, which of
course has noting to do with the structural eigenmodes. This dominant oscillation of
around 2 Hz to 3 Hz can clearly be observed in both subplots of Figure 4.18 for both roll
and pitch.
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Figure 4.18: PSD of attitude rates as a result of an impact test.

In Figure 4.18a the PSD’s are shown for the case where the quadcopter is hit on the
main frame close to the FPV camera. Because the impact force has a large moment arm
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with respect to the attachment point of the wire, eigenmodes around the pitch axis are
much more excited compared to the roll and yaw axis. However, it can be seen that
for all rotation axes, the first notable resonance peaks occur at frequencies of 90 Hz and
150 Hz. These peaks even seem to be visible in the yaw rate PSD.

In Figure 4.18a the PSD’s are shown for the case where the quadcopter is hit on the
arm close to the place where the motor is attached. The arm is hit in a way that the
quadcopter starts spinning in yaw direction shortly after impact. This is the reason the
yaw PSD is now much larger. The first pure yaw oscillation seems to occur at around
200 Hz. The resonant peaks of the roll and pitch rate seem again to occur at frequencies
of around 90 Hz and 150 Hz.

For the derivation of the model in chapter 2 the assumption was made that there
are no structural eigenmodes around frequencies that the model will be evaluated. This
experiment shows that the model is only really valid for frequencies lower than 80 Hz.
This frequency is based on the first resonance peak at 90 Hz and a margin of 10 Hz.
Of course the limit of 80 Hz was already enforced by the decision to exclude the effect
attitude filters in Betaflight.
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Chapter 5

Evaluation of the Complete Model

Previous chapter covered all experimental results which can be used to quantify all the
parameters of the model blocks presented in Figure 2.2. At this point the model is there-
fore fully defined. As discussed earlier, the model takes a couple of arguments which
are the descent speed, rotor rotational speeds and the amount of ballast. Matching the
values of these arguments with values determined during flight testing and wind tunnel
tests allows for evaluating how the model matches with real world data. This chapter
revolves around this evaluation process and various other found characteristics of both
the model and measured flight dynamics.

In section 5.1 the resulting model is analysed by looking at how its poles and zeros
change as a result of various flight conditions. In section 5.2 the model is compared with
the flight data from section 3.9 and the wind tunnel tests from section 3.8. Finally, in
section 5.3, a very interesting effect is discussed which was found during the execution of
both the flight tests and wind tunnel tests. This effect is the quite drastic divergence of
rotational speeds of one diagonal rotor pair compared to the other diagonal pair.

5.1 Analyses of model characteristics

In this section the model characteristics are analysed by looking at its poles and zeros.
As was explained in previous chapters, the model from chapter 2 is linearized around an
operating point. This operating point is defined by the linearization descent speed V*
and the four linearization rotor rotational speeds w} to wj. Assigning a number to these
variables results in a specific realisation of the linear model with its particular charac-
teristics. To avoid having to analyse too many different operating points, in this section
the model characteristics are mainly analysed as a function of descent speed V* and a
single rotor rotational speed which is the same for all rotors, i.e w/ = w*. The plots in
this section represent the model using the 5x4.5 rotor.

An appropriate way to analyse these characteristics is to look at the placement of
the poles and zeros of input to output transfer functions of the model. Since the model
has four inputs and four outputs, it can technically be described by a set of 16 transfer
functions. The the total thrust input F; and the descent speed output V signals of the
model are not analysed in detail since their respective transfer functions are rather trivial
and fluctuations in speed were found to contribute little to the oscillatory properties of
the propwash effect. As a result, the main focus lies on how a roll moment Ly, pitch
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moment My and yaw moment N, affect the attitude rates.

It can be seen from Figure 2.2 that if the four rotor rotational speeds are the same,
then the system is uncoupled and movements around each attitude axis do not influence
each other. In Figure 5.1a, Figure 5.1b and Figure 5.1c¢ a pole-zero map is shown for the
uncoupled roll, pitch and yaw axis for a common rotor rotational speed of w; = 9000 krpm
and a descent speed of v* = 0ms~!. Each of these maps indicate that for each axis there
are two complex poles which exist mainly due to the interaction of the P and D terms of
the controller with the quadcopter dynamics, and a pole on the real axis mainly caused
by the I term of controller. Note that for this model the roll and pitch model have an
additional pole and zero on the real axis at a very high value due to the pseudo derivative
used, as was shown in Eq. 2.1. As intended, these do not impact the model at relevant
frequencies for the propwash effect.

In Figure 5.1d the poles and zeros are shown for the roll rate as a function of roll
moment in the case that the rotor rotational speeds are not the same, or more to be more
specific, w; = Skrpm, wy = 8krpm, ws = 12krpm and wy = 15krpm. As can be seen,
yaw dynamics now impact the roll behaviour, but little since the poles are pretty much
cancelled by zeros. The imaginary poles of the pitch dynamics however are canceled to
a lesser degree compared to the yaw dynamics. In fact, in general it can be noted that
the larger the difference between the rotor rotational speeds, the more the roll and pitch
rate dynamics are coupled. This is not only due to the gyroscopic effect of the rotors,
but also because the rotors operate at different points in the thrust-rpm curve. A control
input for the roll axis will therefore excite the pitch axis and vice verse.

63



7 6 -5 4 3.2 - 60 7 6 5 4 3 .2 160
8 8 ;
X - 50 y X 50
F40 T tao g
8 [ |8
-30 = ' 30 =
. Q) . : 2
§=.95 > g=.95 5 >
-20 £ 20 E
- 10 rlo
o — X1 — o —_ o, %)
—60 -40 =20 0 -60 -40 =20 0
Real(s) [rad/s] Real(s) [rad/s]
(a) Decoupled roll transfer function. (b) Decoupled pitch transfer function.
7. % 5 A4 3.2 T 60 g 6 5 4 3.2 |60
- L T S o - - |
- - 50 | | X . t50
40 g taow
9 8 9 ; 8
F30 = r30 =
; n 3 2
=05 2 | | 3
' 120 £ 120 E
F10 o t10
T | e . Nt
~ O O o —X ¥ &0
—60 -40 -20 0 —-60 —-40 =20 0
Real(s) [rad/s] Real(s) [rad/s]
(c) Decoupled yaw transfer function. (d) Coupled roll transfer function.

Figure 5.1: Poles and zeros of each attitude axis and of the full model.

Another interesting fact is the additional pole in Figure 5.1d on the real axis with
a value of 31rads~!. This pole is likely caused by the difference in transient response
between the rotors. Forcing equal transient responses while leaving the rest of the model
the same removes the pole at this position. Lastly, the pole at the origin is caused by the
transfer function of the descent speed caused by the total thrust. For all attitude axes,
there is a zero cancelling this pole, indicating that vertical movement of the quadcopter

has a negligible impact on the propwash effect.

To gain insight into the actual causes of the propwash effect, it is interesting to look
at how the position of the system poles and zeros change as a function of descent speed
and rotor rotational speeds. Here only cases are considered where the rotor rotational
speeds are the same. In Figure 5.2 the movement of poles are shown as a function of
common rotor rotational speed, and at different descent speeds V*.
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Figure 5.2: Change of roll model poles as a function of rotor speed.



First of all it can be noted that especially the complex poles move around quite a bit,
in contrast to the real pole. This suggest that the propwash effect could potentially be
improved by changing the P and D gains, but not the I gain. This idea is reinforced by
the fact that setting the I gain at zero does relatively little to the position of the complex
poles.

Secondly, the complex poles primarily move along a similar arc. Diving deeper into
the model reveals that this is actually due to changing value of the derivative of rotor
thrust w.r.t rotor rotational speed, or f,. For example, according to Figure 5.2a, the
lowest value of this derivative is found at low rotor rotational speeds, resulting in slower
dynamics with a lower damping ratio (. At higher speeds, the poles start to deviate
slightly from this common arc, which is caused by other effects such as the derivative of
rotor thrust w.r.t local rotor descent speed v. Intuitively, higher values of this derivative
increases the effective damping ratio, which moves the poles more towards the real axis.

Lastly, it can be seen that for no speed the poles move into the right half plane. Only
for low rotor rotational speeds and low descent speeds, the damping ratio gets rather
low. In no case however does the roll axis become unstable. Very similar behaviour of
the poles shown in Figure 5.2 can be seen for the pitch axis.

In Figure 5.3 the same set of plots is shown, but this time for the yaw axis. Note that
the real axis pole falls outside of the plotting frame. These figures show that the yaw
dynamics differ from the roll and pitch dynamics in a few distinct ways. First of all, the
complex poles represent slower dynamics and generally a higher damping ratio. Secondly,
the poles occasionally move out of the complex plane. This means the yaw dynamics are
not oscillatory in nature at these points. Lastly, at speeds close to 25ms™!, the poles
move into the right hand plane at a common rotor rotational speed of around 14 krpm,
which can be seen in Figure 5.3f.

The cause of the right half plane poles is revealed by Figure 4.7, which shows that
the derivative n, becomes negative at this point of operation. This can more clearly be
seen in Figure A.9e. This means an increase in rotor rotational speed actually slightly
decreases the amount of torque, which makes the relevant control law destabilizing rather
that stabilizing. Furthermore, the quadcopter becomes unstable in yaw because a sudden
yaw rate results in a yaw moment that actually increases the yaw moment even more.
However, this latter effect is a lot smaller that the control inversion effect.

Overall it can be concluded that the model system dynamics definitely change at
different descent speeds compared to the hover scenario. However, the pitch and roll
attitude dynamics never get close to being unstable. The model only suggests the yaw
dynamics can become unstable at high descent speeds and at a narrow range of rotor
rotational speeds. For all attitude axes it can be observed that the damped system
frequencies can vary quite a bit.
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Figure 5.3: Change of yaw model poles as a function of rotor speed.
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5.2 Comparison of model output with flight data

The model characteristics presented in section 5.1 are perhaps interesting in itself, but
rather meaningless when not compared to actual flight data. Therefore this will be cov-
ered in the present section. The comparison will aid in the understanding what the causes
of the propwash effect are.

To be more complete, the model will not only be compared to flight data, which cor-
responding experiment was discussed in section 3.9, but also to recorded data where the
quadcopter is mounted inside a gimbal with active controller, as was described in sec-
tion 3.8. Both experiments have their own advantages and disadvantages. To name some,
the flight test experiment is a test where nothing is touching the quadcopter externally.
This means it is certain that all movement of the quadcopter is caused by aerodynamic
forces and inertia of masses. Unfortunately, to reach all speeds required, ballast weights
need to be added to the quadcopter, which changes mass properties, inertia properties
and theoretically aerodynamics. Besides this it can not be guarantied that the quad-
copter descents along a perfect vertical path due to wind gusts and a lack of proper
position tracking. This is one of the advantages of mounting the quadcopter inside the
wind tunnel, where the speed and quadcopter orientation can be precisely controlled. The
downside of the wind tunnel setup is not only that the gimbal might apply some small
moments to the quadcopter, but also that the gimbal always changes the aerodynamics
so some degree due to its presence in the airflow.

For the flight tests the descent speed has to be determined with some decent accuracy
at multiple times per second. The initial idea was to simply take the derivative of the
barometer to calculate the descent speed. However, it became clear that this is rather
inaccurate because the barometer measures air pressure, and can therefore also pick up
dynamic pressures. That is, if there is a lot of turbulent airflow inside the frame, this
introduces measurement errors in the barometer readings. To get around this, the altitude
was estimated by combining the barometer readings with the accelerometer readings using
a linear Kalman filter. The filter equations are shown in Eq. 5.1 and Eq. 5.2, which are
the used state and measurement equation, respectively. Here h is the estimated altitude,
h,, is the altitude measured by the barometer, ny is the noise of the barometer altitude
measurements, a, is the acceleration along the z-axis of the body frame measured by the
accelerometer, n, is the noise of the the acceleration measured by the accelerometer and
Ag 1s the estimated bias of the accelerometer measurements.

f} 0 -1 0 h 0 0
vi=10 o =1l |Vv]|+|1]a,+ |1]|n, (5.1)
Mo 0 0 01 [\ 0 0
hy = h+ ny, (52)

To make the Kalman filter function properly, the STDs of the barometer noise ny,
and accelerometer noise n, had to be known. The latter was determined by placing the
quadcopter on a table without the rotors rotating and recording the accelerometer mea-
surement a,,(t) for a time span of 30s. The recorded measurements showed a close to
linearly changing bias )\, of around 0.05ms~2 over the period of 30s. Therefore first a
linear function was fitted to the measurement signal using OLS. This function was then
subtracted from the signal, which resulted in a fairly accurate estimation of the noise

68



signal n,. The STD was then found to be equal to 10.7 mms™2.

The noise STD of the barometer measurements was initially set at a guessed value of
1m. The Kalman filter using the STDs of 10.7mms~2 and 1m for n, and n,, respec-
tively, was then used to estimate the altitude A of some recorded descent flights. This
estimated altitude A could then be subtracted from the recorded barometer altitude h,,,
which resulted in an estimation of the barometer measurement noise ny. This noise signal
could be used to set a new value for the STD of the barometer noise in the Kalman filter.
This process was repeated a couple of times resulting in a quickly converging estimate
of the barometer noise STD. The final estimated value used for the Kalman filter was
2.0m. Comparing the barometer measurements with the final Kalman filtered altitude
estimate revealed that the barometer noise was quite far from being Gaussian noise as the
barometer measurements are dependent on quadcopter speed and quadcopter orientation
due to aerodynamic effects. However, the Kalman filter is still believed to produce more
accurate estimates of the velocity V' compared to the case where only the barometer is
used as sensor.

It should be noted that for the Kalman filter derivation the assumption is made that
quadcopters attitude angles are small. Between descents this assumption did not hold
since the quadcopter had to be flown back to the starting point, which required large
pitch angles at the least. The Kalman filter was therefore initialized every time the quad-
copter started to ascent in a vertical manner to the targeted initial descent height.

It appeared harder than expected to give the quadcopter a constant descent speed.
First of all, once the descent was initiated, it took some time for the quadcopter to reach
its terminal velocity. This transient response time easily took more than 5s, after which
the quadcopter had already lost a large part of its initial altitude. Besides this, the ve-
locity did not remain perfectly constant once a ’steady’ descent state had been reached.
Therefore multiple smaller intervals of data with a length ranging from 2s to around
15s were extracted where the estimated descent speed V' and rotor rotational speeds w;
did not deviate more than 2ms~! and 1000 rpm, respectively. Descents where the rotor
rotational speeds came close to 3000 rpm were not used since this is an indication that
the mixer described in section 2.2 does not behave linearly anymore.

Each descent can be characterised by the descent speed V' and a throttle setting. This
throttle setting is usually quantified by a percentage or number between 0 and 1. Since
the relation between the throttle setting and rotor rotational speed is not necessarily
known, it is difficult to give any interpretation to how and why certain throttle settings
influence the flight test results. Therefore the new variable wy, is defined, which is an
alternative way to quantify the throttle setting. Here wy, is equal to the average rotor
rotational speed of the four rotors with zero flight speed (hence the subscript A for "hover’)
and a disabled flight controller. In this ideal case the four rotor rotational speeds would
be equal. Each throttle setting can thus be referred to by stating the value of wj, that
this throttle setting would cause. The relation between throttle setting ¢ and wy, is shown
in Eq. 5.3, and was estimated using data recorded for finding the P term of the flight
controller, which was described in section 3.4.

wy, = 2828 + 37800 - 0 (5.3)
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All descents can now be characterised by the the combination of V' and wy. In Fig-
ure 5.4a all the descents that were used for analyses are plotted, where each dot refers to
a descent with the earlier stated requirements for speed and rotor rotational speed devia-
tions. As can be seen, no results are available for lower values of speed and wj,. One reason
for this is the fact that its not possible to make the quadcopter lighter after removing all
the ballast plates. Another reason is that for many low to intermediate values of speed
and wy, the diverging rotor speed effect occurs, which is described in section 5.3. While
this effect occurs, often times the slower rotating rotors hit the lower limit of 3000 rpm,
resulting in the mixer becoming nonlinear and therefore the exclusion of the data set.
On the other hand, descents with very high values of V' and wy, are also not present due
to the fact that there is a limit on the amount of ballast that can be added to the quad-
copter. In Figure 5.4b a similar plot is shown, but this time for the performed wind tunnel
tests. As can be seen, the distribution of V' and wj, can be done in a more systematic way.
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Figure 5.4: Flight speed and w;, combinations corresponding to used experiment data.

Since the motions experienced during the propwash effect are stochastic in nature,
it makes sense to compare the model behaviour and recorded flight behaviour in the
frequency domain. In Figure 5.5, an example is given of the PSDs for pitch, roll and
yaw, according to the model and to the flight data. For this descent the speed is equal
to 20.4ms~! and the average rotor rotational speed is 5.7 krpm. Although the PSD’s of
each descent can vary significantly, the shown PSD’s are rather representative in the fact
that the model PSD is much lower in magnitude but captures the frequencies at which
maximum power occurs rather well, or at least for the roll rate and pitch rate. Note
that the PSD’s considered are only analysed in the range of 1 Hz to 80 Hz. How well the
data and model PSD’s match in this range is an indicator for how accurate the model
describes the real world effect. The lines labelled with 'prop’ indicate the frequencies at
which the rotors are rotating. As can be seen in the figure, there are two rotors rotating
at a speed under 80 Hz. The impact that rotating rotors have on the resulting PSD’s can
especially be noted for the yaw rate. This makes sense form a physical standpoint if the
rotors are ever so slightly out of balance, which in practice they usually are.
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Figure 5.5: PSD’s according to the model and flight data with V = 20.4ms! and a
mean rotor speed of 5.7 krpm.

To compare all PSD’s of all performed descents, some metrics are defined. The first
one is the ’center frequency’ f.. This frequency is defined by the fact that the power from
1 Hz to the center frequency is equal to the power present between the center frequency
and 80 Hz. This metric is effective in indicating around which frequency the bulk of the
power in the signal can be found. However, since most PSD’s in this case are rather
distributed rather than having clear spikes of increased power, this metric is not really
effective in locating the frequency at which most power is present, or so called 'peak fre-
quencies’. To get around this, the second metric used is the 'peak frequency’ f,. To find
this frequency the PSD is first cubed in order to give more priority to frequencies with a
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high PSD value. The center frequency is then found for this resulting graph, as was done
earlier with the original PSD. The last metric is the area under the PSD’s from 1 Hz to
80 Hz, which is a measure for the total around of power in the signal in this frequency
range.

The metrics f. and f, are indicated as dashed and dash dotted lines, respectively,
in Figure 5.5 for both the data and model. These frequencies can be found for each
performed descent, resulting in a series of values for f. and f,. In Table 5.1 the mean
values and STD of the series of values is presented corresponding to the data only. As
can be seen, the peak frequencies are generally lower compared to the center frequen-
cies. Furthermore, the oscillation frequencies are highest for the pitch axis and lowest
for the yaw axis. This is likely due to the different MMOIs around these axes. Also,
the rather high values of STDs indicate that the oscillation frequencies vary quite a lot.
Unfortunately, no significant correlation of the center and peak frequencies was found
with descent speed, rotor rotational speed or amount of ballast.

Table 5.1: Flight test center and peak frequencies.

’ Frequency \ Axis \ Data mean \ Data STD \ Error mean \ Error STD ‘

roll 14.7Hz 3.8Hz —18.0% 103.4 %
Center pitch 12.7Hz 4.1 Hz —21.7% 94.8 %
yaw 23.6 Hz 5.9Hz 71.3% 16.5%
roll 9.3Hz 4.3Hz -9.3% 29.2%
Peak pitch 7.1Hz 3.4 Hz —7.7% 41.4%
yaw 11.2Hz 10.0Hz 60.1 % 11.0%

In the last two columns of Table 5.1, the model frequencies, denoted for now with
fmodel are compared to the frequencies corresponding to the data, denoted for now with
fdataThe ’error mean’ column values are found by calculating the error for every descent
as shown in Eq. 5.4 and then taking the mean values of these errors. The ’error std’
column captures the STD of these found errors. It can be seen from these columns that
for the roll and pitch axis the mean estimated model frequencies are rather close to the
data frequencies. For the yaw axis however the model seems to consistently estimate
the oscillation frequencies to low. This could partly have to do with the fact that rotor
resonance increases the value of the PSD at higher frequencies which increases the center
and peak frequencies of the data PSD. Of course these rotor imbalances are not taken into
account for the model. It can also be noted that the error STDs are rather high, especially
for the center frequencies. It is important to note that this is likely only partly due to
the inaccuracy of the model. Factors such as for how long data is recorded influence this
value as well. The longer a descent is recorded, the less variance there should be in terms
of estimated data center and peak frequencies. Since some descents used are only two
seconds long, and the PSD’s go as low as 1Hz, some found values for center and peak
frequencies are likely subject to a high amount of variance.

fdata _ fmodel

fdata

In Figure 5.6 the PSD of an example wind tunnel data set is compared with the PSD
that the model generate at the same speed and rotor rotational speeds. These plots

-100% (5.4)

Error =
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represent the other wind tunnel data sets fairly well in the sense that the flight tunnel
data seem to have more power concentrated at higher frequencies. Although speculative,
it is suspected that this has to do with eigenfrequencies of the test stand to which the
quadcopter is mounted. Similarly to the flight test data, Table 5.2 shows the center
and peak frequencies of the wind tunnel data and how this compares the the frequencies
estimated by the model. By purely looking at the mean errors for roll and pitch it can be
stated that the model performs worse matching with the wind tunnel data compared to
the flight test data. On the other hand it can be noted that the error STDs are generally
lower, with the exception for the peak frequency of the yaw rate. This reinforces the idea
that longer measurement times decrease the error STD.
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Figure 5.6: PSD’s according to the model and wind tunnel data with V = 15ms™! and
a mean rotor speed of 5.7 krpm.
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Table 5.2: Wind tunnel center and peak frequencies.

’ Frequency \ Axis \ Data mean \ Data STD \ Error mean \ Error STD ‘
Roll 22.1 Hz 5.8 Hz 33.9% 32.2%
Center Pitch 15.4 Hz 3.0Hz —25.6% 68.6 %
Yaw 18.9Hz 8.2Hz 56.2 % 32.8%
Roll 18.8 Hz 9.6 Hz 13.9% 26.2 %
Peak Pitch 9.2Hz 3.1Hz —14.3% 31.9%
Yaw 11.5Hz 9.8 Hz 16.1% 52.8%

The above shows that the estimated center and peak frequencies are in general defi-
nitely approaching the real life center and peak frequencies. Unfortunately the opposite
is true for the total estimated power and total actual power. In Figure 5.7 flight test total
power is plotted against the ratio of model total power and flight test total power. As
can be seen, the total power estimated by the model is orders of magnitude lower than
the flight data suggest. In Figure 5.8 the comparison between total estimated power and
total actual power for the wind tunnel data is shown. Here the difference is even larger.
It can be safely concluded that the model is not capable of estimating how intensely the

propwash effect will manifest itself during flight.

0.40 T
« roll 0.025 4+
= 0357 pitch —
20304 g 0.020 -
3 - 8
o 0.25 1 ©
© % 0.0154 *«°
© 2 o .
< 0204 f+ ~ L.
o . g
20151 % % £ 0.010 + s
e - e L.
90104 % 9] RACTEOE
3 Seen 800051 e it Lt
€ 0.05 1 -8".."(. €-‘:.‘., % ‘:‘.‘: e ® o . .
-w%-':o' -‘- “’. *
7 S I oL R
0.00 Lfilhde . 0.000 . . . . |
0.00 0.05 0.15 00 25 50 75 10.0 125

data power [rad”~2/s"2]
(a) Roll and pitch.

data power [103: rad?/s?]

(b) Yaw.

Figure 5.7: The ratio of the total estimated model power over flight test total power.

5.3 The diverging rotor speed effect

The model introduced in chapter 2 is assumed to be valid when the quadcopter descents
in vertical straight line and the velocity vector remains close to parallel with the z-axis
of the quadcopter. Although the quadcopter oscillates around its attitude axes during
the descent, from an aerodynamic perspective this flight condition is really symmetric.
From this symmetry property it feels intuitive that all four rotor rotational speeds should
remain very similar. However, during the wind tunnel experiments with the complete
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Figure 5.8: The ratio of the total estimated model power over wind tunnel total power.

quadcopter in the gimbal, discussed in section 3.8, and the flight tests, it could be ob-
served that the rotor rotational speeds can in fact differ enormously.

In Figure 5.9, data from a selected test run from the gimbal experiment is shown.
For this test run the wind tunnel speed was set at 15ms~!. The quadcopter is stabilized
around its yaw axis by the flight controller, but besides this it is not restricted in yaw
in any way. The third subplot shows that the controller performs quite well as the yaw
rate r is kept close to zero. The first subplot shows the low pass filtered rotor rotational
speeds. As can be seen from 0s to around 90s, the rotational speeds of rotor 2 and
4 start to deviate with roughly 10000 rpm from rotors 1 and 3. Looking at the rotor
rotational speed directions in Figure 15.1, this suggest the quadcopter is generating a
yaw moment. After performing several wind tunnel tests and flight tests, the effect seems
to be closely correlated to the external air speed and the throttle setting. This throttle
setting, expressed as wy, can be seen in the second subplot of Figure 5.9.

This particular divergence in rotor rotatinoal speeds could happen because of multiple
reasons. The first possibility is that the quadcopter is fighting a positive disturbance yaw
moment. In this case the rotor rotational speeds would start to deviate as is shown to
generate an opposing negative yaw moment. The only thing that could generate this
moment is the gimbal. However, even after thorough inspection of the gimbal it seems
impossible that this could have been the case. Also, the effect is seen during flight where
nothing is touching the quadcopter. The second option is that the quadcopter is decreas-
ing its yaw rate. The third subplot in Figure 5.9 shows the yaw rate stays pretty much
equal to zero, negating this option as well. Another possible option is the fact that the
rotors are in fact not experiencing a clear airflow. This seems more plausible since the
rotors are blowing against the airflow which makes it possible for the rotors to operate
in their own and each others wake.

After establishing the existence of this ’diverging rotor speed’ effect, it is convenient
to define a variable to quantify how much this effect is occurring at a given moment.
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Figure 5.9: Test run 3 as example revealing the diverging rotor speed effect.

Here this is variable is taken to be Awy, which is calculated using Eq. 5.5.
Awy = —wy + wy — w3 + wy (5.5)

In Figure 5.10 the value of Awy is plotted for various throttle settings, and for each
of the six wind tunnel tests that were performed with fully functioning flight controller.
Each data point represents the average value of Awy and average value of the throttle
setting over a time interval of 0.4s. The data points in Figure 5.10 thus represent all the
data recorded during the six wind tunnel tests. Looking at Figure 5.10a and Figure 5.10b,
at a wind speed of 10 ms~! and throttle settings below 7 krpm, the rotor rotational speeds
seem to deviate for a large part of time. As the speed is increased to 15ms~! and 20 ms~!
in Figure 5.10c to Figure 5.10f, this critical throttle setting clearly increases. This also
hints strongly at the fact that this effect is related to advance ratio and thus the operating
state of the rotors. Interestingly enough, in Figure 5.10d and Figure 5.10f it can be noted
that the rotor rotational speed divergence can happen in both directions.

Initially the reason for this effect was thought to be a faulty setup of one of the ex-
periments. Some validation tests however revealed that this is most certainly not the
case. During the validation process some thought was given to what might be causing
the effect. The most plausible explanation was determined to be the following. It is
assumed the rotors receive enough power to blow the air back into the external airflow.
As soon as the diagonally opposed rotor pair that rotates CW starts rotating faster than
the other pair, there could be an overall CW rotation in the flow below the quadcopter.
This overall flow rotation could push the rotor wake of the faster CW rotating rotors to-
wards the slower CCW rotating rotors, where the latter then encounters this wake. This
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Figure 5.10: Measured rotor speed divergence as function of throttle setting.



means the slowly rotating CCW rotors start to see rotating flow in opposite direction
to their own rotation, and as a result they will produce more drag and thus a positive
yaw moment on the quadcopter. To counter this external yaw moment, the quadcopter
increases the rotational speed of the CW rotating rotors even more. This completes the
positive feedback loop making the rotor rotational speeds of the two rotor pairs diverge.

Of course the above explanation is entirely speculative and can not be confirmed
with the data gathered for this project. It would however explain the large amount of
divergence and the fact that this can happen in both directions. The fact that the effect
is so extreme makes this an interesting topic for future research.
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Chapter 6

Conclusion

While the complex aerodynamics of the VRS for helicopters has seen quite some scientific
attention in the past decades, the in a sense comparable propwash effect found in small
scale quadcopter flight has not. The experiments and theory described in this report
were initially suspected to support an more scientific explanation for the causes for and
mechanics behind the propwash effect. Unfortunately, this is hardly the case. However,
the model that was proposed and the experiments that were performed definitely give
some major insight into what is likely to contribute to any oscillations, what is likely
not to contribute, and why isolated rotor aerodynamics might contribute a lot less to the
propwash effect than initially thought.

Arguably, the backbone of the proposed model is the isolated rotor wind tunnel data.
This data reveals that the mathematically defined borders between the pre-VRS and
VRS, and between the TWS and the WMS are located at constant advance ratio lines.
This suggests that modeling rotor aerodynamics in the propwash effect might be more
convenient as function of advance ratio and total blade velocity, rather than descent speed
and rotor rotational speed. From the data it can be seen that there is indeed a notable
drop in thrust and drag toque in the VRS region. This drop also follows the structure of
the constant advance ratio lines.

The VRS also seems to be area of highest intensity of thrust fluctuation. In the VRS
it seems to be the case that an increase in rotor rotational speed drastically increases the
thrust fluctuations. Contrary to the absolute thrust values, the thrust fluctuations also
occur in the pre-VRS. That is, as soon as the descent speed becomes positive, thrust fluc-
tuations can be observed. Interestingly enough, outside the VRS and inside the assumed
TWS and WMS, the fluctuation is similar as found for the rotor in its normal operating
state, which is very small. Similar conclusions can be drawn for the measured drag torque.

For the proposed model the derivatives of thrust and torque with respect to rotor
rotational speed and descent speed are relevant. The value for f, generally increases as
rotor rotational speed is increased. There is however a region of low values for f, at the
boundary of the VRS and TWS. This effectively decreases the overall flight controller
gain in this region for roll and pitch rate. On the other hand, the value does not become
negative. Explanations of the propwash effect that are based on the sudden loss of lift
due to blade stall are therefore unlikely to be correct. A positive value of f, causes the
quadcopter to theoretically be a stable system, since this opposes any roll or pitch rota-
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tion. This derivative appears to be low in the VRS, but high when approaching TWS.
The impact of this derivative on model behaviour is generally overshadowed by the au-
thority of the flight controller. Finally, n, is similar in hover compared to the VRS, but
drops notably in the TWS. This indicates the relevance of the TWS besides the more
commonly known VRS.

After modeling the different components of the quadcopter, a model can be con-
structed which has 11 states. When the rotational speeds of all rotors are equal, the
model suggests that all attitude rates are uncoupled, which means the dynamics in roll,
pitch and yaw can be modeled independently. However, when the rotor rotational speeds
are not equal, the roll and pitch axis can show quite some coupled behavior. This is not
only due to gyroscopic effects and different motor transient responses, but also to the
fact that each rotor operates at points with different thrust and torque derivatives.

The poles of the model definitely move around as the descent speed is changed or the
rotor rotational speeds are varied. For the roll and pitch axis, the poles mainly indicate
a damped natural frequency that is quite variable. For hover conditions it can be stated
that higher rotor rotational speeds are related to higher natural frequencies. For descent
speeds that are non-zero this relation does not hold anymore. The damping ratios are
also not constant, but these are not as variable as the natural frequency. The model in-
dicates that there are no conditions where either the roll or pitch axis becomes unstable.
The yaw axis behaves relatively similarly with the exception that the natural frequency
is lower and the damping ratio is on average a lot higher. Furthermore, for the yaw axis
there seems indeed to be a point where the model becomes unstable. This happens at
speeds of around 25ms~! and rotor rotational speeds of roughly 14000 rpm. Since this
is quite on the edge of the flight envelope, this instability could not be confirmed during
flight tests or wind tunnel tests.

Tweaking the control gains of the flight controller reveals that the placement of the
characteristic poles is primarily dependent on the P and D gains. The model suggests
that for hover, increasing either parameter increases the damping ratios of roll and pitch.
Of course this comes at the price of increased control effort. Again, for non-zero descent
speeds such a relation does not hold anymore. Changing the I gain on the other hand
did not influence the position of the characteristic poles nearly as much as changing P
and D gains.

To evaluate the performance of the model, simulations of the model were compared to
flight data. Unfortunately only experiments could be done for a part of the flight envelope
due to practical limitations. Comparison between the model and the flight data reveals
that center and peak frequencies for the roll and pitch axis are on average estimated
reasonably accurately by the model. This indicates that the dynamics of the quadcopter
as incorporated by the model are likely to be very determinative for which frequencies
are dominant during the propwash effect. Unfortunately, the error between the estimated
frequencies and measured frequencies shows quite some variance. It is hard to say with
certainty how much of this variance is due to inaccuracies in the model or limitations of
the experimental data, such as the relatively short measurement times of the descents
during flight testing. The frequencies estimated for the yaw axis are rather inaccurate.
This could partly be caused by the high sensitivity of the yaw rate to rotor imbalances.
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This means the PSDs of the yaw rate get polluted by vibrations that are caused by the
rotor vibrations, rather than dynamics that are captured by the model.

Model simulations were also compared to wind tunnel test where the quadcopter was
mounted in a gimbal. Interestingly enough, the errors between the model estimated fre-
quencies and the frequencies according to the data were larger when compared to the
errors found for the flight tests. It is suspected that this has to do with the dynamics of
the gimbal mount itself since the higher frequencies of the power spectral density of the
wind tunnel data consistently contained more power than when compared to flight test
data.

Both the flight tests and wind tunnel tests reveal however that the overall intensity
of the oscillations around all axes is drastically underestimated by the model. The esti-
mated power of the roll, pitch and yaw rate signals are often orders of magnitude smaller
what the data suggests. The model uses the thrust and torque fluctuations measured for
the isolated rotor wind tunnel tests as input. This strongly suggests that the thrust and
torque fluctuations experienced by a rotor in isolation contribute in fact only fractionally
to the attitude oscillations experienced during the propwash effect. This is somewhat
confirmed by the test where the drone is placed inside a gimbal with disabled controller.
Comparing the data of this experiment with isolated rotor data also shows that the oscil-
lations in attitude are much larger than what can theoretically be caused by fluctuations
in thrust and torque for an isolated rotor.

In chapter 1 a set of research questions was formulated. Below the questions are
repeated and accompanied by their respective answers, which are based on the knowledge
gained during this study.

1. What selection of the rotor forces and moments are worth measuring, considering
practical limitations of the test stand?

In general, the interesting forces that work on the rotor are the thrust force and hub
forces, and the interesting moments are the roll moment, pitch moment and torque.
To reduce the scope of the project, it was decided to only consider perfect axial
decent. Due to symmetry reasons, it makes sense in this case to only measure the
thrust force and torque. This decision was reinforced by the fact that the already
available Tyto test stand could be used, which significantly decreased the time and
resources needed to construct the test setup.

2. What variables need to be measured during isolated rotor experiments that are not
forces or moments?

For the isolated rotor experiments, it appeared crucial to measure the rotor rota-
tional speed, as well as the wind speed, since these primarily affect the rotor thrust
and torque. Furthermore, it appeared important to measure the ESC input signal
to verify that the ESC maps it input signal to a rotor rotational speed in a close to
linear way. Battery voltage was also recorded in order to account for battery sag
and depletion. For experiments with the quadcopter in its entirety, it turned out
that measuring gyroscope attitude rates and rotor rotational speed were sufficient
for most experiments. For troubleshooting, it appeared convenient to record the
controllers P, I and D term outputs as well. For actual flight tests, it appeared
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necessary to record barometer altitude and accelerometer data in order to estimate
the descent speed.

. Giwen the available resources, what test stand is appropriate to measure the selected
variables?

Since it was decided to only measure thrust and torque, the Tyto test stand was
used as measuring device for experiments with the rotor in isolation. This decision
was reinforced by the fact that this stand was already available. Besides this there
was already quite some experience with this device within the faculty, allowing for
quick trouble shooting and repairs.

. Given the available resources, what wind tunnel test setup would allow for measuring
the stochastic nature of the rotor forces and moments to an extent that is relevant
for quadcopter control?

The only downside of the Tyto stand appeared to be the low thrust and torque
measurement rate of roughly 5 Hz. Some thought was initially put into the concept
recording these variables at a much higher rate. This equipment, allowing precise
measurements at a high frequency for a rotor this small was not directly avail-
able. Making a custom stand was quickly deemed to difficult with the given time
constraints. This had to do with the fact that the stand dynamics itself become
relevant when looking at the individual frequency components at such a high fre-
quency range. Making a stand that is stiff enough, has little interference with the
rotor aerodynamics and still works with simple bar load cells is a difficult problem
in itself and was therefore not pursued.

. What independent variables need to be varied during the isolated rotor experiment
and over what range?

To reduce the scope of the project it was decided to only consider pure axial descent,
so no varying angle of attack. For the isolated rotor tests, this left only the speed and
rotor rotational speed as dependent variables. Some test flights revealed that during
the performance of some common aerobatic manoeuvres the rotor rotational speeds
only rarely exceeded 20 000 rpm, which is why this speed was chosen as upper limit
for rotor rotational speed. The lower limit of 3000 rpm was largely determined by
the Tyto test stand, which had trouble recording measuring rotor rotational speed
under 3000 rpm. Furthermore this speed matched well with common idle speeds
used in Betaflight. The largest wind speed of 25ms~! was primarily determined by
the maximum speed of the OJF. The amount of steps that were used for the wind
speed and rotor rotational speed was picked based on the available amount of time
in the wind tunnel. The aim was to have roughly the same amount of steps along
the wind speed axis as the rotor rotational speed axis.

. What model structure is best suited to implement in simulation of the rotor dynam-
1cs?

It appeared quickly that the data could not be estimated accurately enough by a
single multivariate polynomial due to computational errors that become to large
when taking a polynomial order that is to high. Therefore Simplex B-splines were
used which do not have this constraint. Furthermore, the latter is very effective
in dealing with scattered data and allows for the possibility of using a courser
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triangulation grid in areas where less fidelity is needed, such as when the rotor is
in its normal operating state. This last advantage is not exploited in this report.

7. Could a the controller use the rotor model as a static mapping from required force
to required rotor rotational speed?

It has become clear that the so called thrust and torque curves definitely undergo
a lot of change when the rotor operates in axial descent. However, it has also be
shown that generally these curve differences should not change the quadcopters
stability to a high degree. Only for very specific speed and rotor rotational speed
combinations, calculations show that the quadcopter might be unstable. However,
it has also been shown that other effects are at play which make the dynamics of
the quadcopter deviate significantly form what would expected based on isolated
rotor characteristics. Although a static mapping could be used to correct for the
deviation of thrust and torque curves, it remains unclear at this point how the
local wind speeds vary at each rotor, and whether this can even be captured by a
single number. It is therefore difficult to say at any time on what thrust or torque
curve each rotor is operating, making the inclusion of these curves in the controller
difficult.

8. What sensor data would be needed by the controller to function properly?

If it is assumed that the rotors operate in isolation, the wind speed and rotor
rotational speed need to be known. This report has only focused on pure axial
descent. In reality the quadcopter as a certain angle of attack, which could greatly
influence the results presented in this document. This angle of attack then also
needs to be known. However, it has been discussed how rotor-rotor interaction
is likely to dominant to ignore in this flight condition. The mechanics of this
interaction are still poorly understood, making it difficult to say what variables
need to be measured by the controller to get an estimation of the ’state’ of this
interaction at any point in time.

9. How can knowledge of the estimated model potentially be used in the design of quad-
copter controllers?

The only concepts that could directly be applied to the flight controller design at
this point is probably the change thrust and torque curves, and the knowledge of
at what speeds and rotor rotational speeds the most fluctuation occurs of thrust
and torque. Assuming the quadcopter is in pure axial descent, and the descent
speed is known, then the thrust and torque curves could be used to correct the
controller gains. Furthermore, at conditions were thrust and torque fluctuations
occur, controller gains can be adjusted. For example, D-gains can be reduced in
this fluctuation region to avoid motor overheating, allowing a higher D-gain at other
flight conditions.

It can then be concluded that isolated rotor aerodynamics, variable motor transient
responses, gyroscopic effects, reaction torque effects and airspeed of rotors due to atti-
tude rates, at most cause the frequencies of the propwash effect to be more dominant
around a specific range of frequencies. On the other hand, either one of these concepts
or a combination of them are most certainly not the main cause for oscillations during
the propwash effect. Modeling these concepts based on actual measurement data shows
that the resulting oscillations are up to orders of magnitude smaller than the oscillations
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found in real life.
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Chapter 7

Recommendations

The question then remains what the excessive vibrations during the propwash effect are
caused by. The most logical next step would be to consider the rotor to rotor interaction.
It is not hard to imagine that the turbulent wake of one rotor is ingested by another
rotor, which could greatly amplify the thrust and torque fluctuation generated by the
latter rotor enormously. Of course, the interaction between four rotors rotating at differ-
ent speeds is quite a challenge to understand, let alone model. In chapter 1 some studies
were mentioned that performed aerodynamic analyses of two small scale rotors operating
close to each other. Unfortunately these studies only considered cases with the rotors
rotating equally fast. It would be very interesting to perform the same experiments,
but with different rotor rotational speeds. This would already give great insight in the
possible operation of four rotors in close proximity. Based on the findings in this report,
it is recommended to first gain a thorough understanding of the interaction effects in a
simple and controlled environment before attempting to comprehend the propwash effect
of a quadcopter as a whole.

An unexpected founding of this study is the diverging rotor speed effect discussed in
section 5.3. This effect also hints at the fact that the propwash effect might in fact be
far more complex than the sum of four individual rotor characteristics. To shed more
light on this topic, a potential approach would be to start looking at the interaction
between two rotors at different rotor rotational speeds, and see if similar effects occur.
Something that would also shed much more light on this topic is placing four rotors in
a wind tunnel and analysing the flow when two diagonally opposed rotor pairs are given
more rotational speed than the other pair. If possible, measuring the yaw moment on the
combination of the four rotors while performing this experiment would give additional
valuable information. Luckily the effect seems to be easy to reproduce since it happens
in a wide range of rotor rotational speeds and is straightforward to measure.
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Abstract

This study aims to quantify the aerodynamic behaviour of fixed pitch rotors with a
diameter of 12.7cm in axial descent, and its contribution to the attitude oscillations
found for quadcopters under similar flight conditions. Wind tunnel tests are performed
with an isolated rotor, as well as a complete quadcopter mounted inside a gimbal that
allows for roll and pitch motions. Isolated rotor wind tunnel tests show that thrust and
torque fluctuations manifest in the pre-vortex ring state, but peak in the vortex ring
state. The derivatives of thrust and torque with respect to airspeed remain positive in
ranges from 0ms~! to 25ms~! and 3000 rpm to 20 000 rpm. Comparison of these results
with measured quadcopter motions reveal that isolated rotor characteristics only partly
explain the attitude oscillations found for quadcopters in axial descent.
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Chapter 8

Introduction

In the past decade the popularity of small scale quadcopters as UAVs has drastically
increased. These quadcopters distinguish themselves from other UAVs by their ability
of vertical take off and landing, their ability to hover efficiently [2] and above all their
potential for incredible maneuverability. Their parts are cheap, making them in their en-
tirety cheap to manufacture and service [3, 4]. Also, their inherent flexibility, robustness
and accessibility allows these rotorcraft to be effective tools in surveying, transportation,
research, disaster risk management, humanitarian work [5] and many more.

This surge in popularity has continuously been mirrored by the amount of research
that has been done on the topic of improving flight characteristics of quadcopters. The
majority of studies rely on models assuming small airspeeds [23, 1, 24, 25], which allows
for modelling thrust curves as static quadratic functions [23, 26]. Many quadcopters use
a simple PID controller that is optimized for the hover condition, which is characterised
by small aerodynamic interaction between the rotors [6]. However, when speeds increase,
a variety of complex aerodynamic effects become more dominant [7, 8]. This causes a
linear controller with fixed gains to be an inadequate solution to retain the stability and
maneuverability that the quadcopter can theoretically have at these speeds [9]. One area
of research is therefore the design of more advanced control of quadcopters. Consequently,
this raises the need for a better understanding of system dynamics at these speeds.

This study revolves around the flight condition where the velocity vector points points
towards the underside of quadcopter. In this flight condition the rotor is set up in a way
to blow against the direction of the external airflow. The behavior of an isolated rotor in
this flight condition has been extensively researched for helicopter flight [10, 11], as it is
usually characterized by excessive vibration and thrust fluctuations. Standard procedure
for most larger rotorcraft has therefore been to keep the rotors out of this state where
possible [12, 13].

Unsurprisingly, these severe oscillations during downward velocities are also commonly
found for quadcopter flight, especially during the performance of more aggressive flight
manoeuvres. Analogous to the strategy for helicopters, multiple studies have focused
on motion planning algorithms to avoid this part of flight envelope [12, 13]. These al-
gorithms use models predicting in which flight states the VRS (vortex ring state) can
occur [14]. For example, instead of descending in a straight vertical line, the quadcopter
can descent while following a spiral trajectory [15]. The interesting option of giving the
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quadcopter a high yaw rate during a vertical descent has also been shown to be effective
in avoiding the VRS [14], because this way all rotors have an edgewise velocity component.

Other studies have focused on the interaction effects of two small scale rotors in axial
descent while operating in each others vicinity. Here attention is given to the behaviour
of the flow [16], and its impact on thrust forces [17, 18]. In these studies the two rotor
rotational speeds are kept equal and constant. Quadcopter flight is likely much more
complicated than this as there are four rotors which rotational speeds are continuously
varied by the controller. Since rotor interaction affects quadcopter attitude, the controller
and aerodynamics are coupled in a complex feedback loop.

The oscillations experienced by small scale quadcopters are often attributed to the
characteristics of a rotor in the VRS. As of writing, no research could be found that
investigates the relation between the characteristics of an isolated rotor that operates in
the VRS and the severity of the oscillations found during actual quadcopter flight. The
study presented in this paper aims to shed more light on this topic. This is done by placing
both an isolated rotor as well as a complete quadcopter inside a wind tunnel. Analysing
the data produced by the former experiment already gives great insight in possible causes
for oscillations found for quadcopters in axial descent. Measuring the roll and pitch
oscillations of the complete quadcopter in the wind tunnel allows for reconstructing the
thrust that works on each of the four rotors. This can then be compared to the isolated
rotor wind tunnel test results to asses how much of the attitude oscillations are actually
due to these isolated rotor characteristics.
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Chapter 9

General definitions and rotor
operational states

To quantify vectors, the body frame is used as a frame of reference, which is shown in
Figure 9.1. This frame rotates as if attached to the quadcopters airframe. The x-axis of
this frame points towards the front of the quadcopter, the y-axis to its right side and the
z-axis towards its bottom. Rotational speed around the x-axis is referred to as roll rate,
rotational speed around the y-axis as pitch rate, and rotational speed around the z-axis
as yaw rate.
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Figure 9.1: Body frame drawn on a Parrot Bebop quadcopter. (from [1], modified)

In Figure 9.1 a vector is also indicated in dark red which refers to the speed of the
air with respect to the quadcopter. It is assumed that this vector remains close to par-
allel with the z-axis. The z-axis component of this vector is equal to —v. This means
that a positive value for v refers to the situation where the rotors are blowing against
the direction of the external airflow, which corresponds to a quadcopter in axial descent.
Furthermore, the values [, and [, are used to indicate the positions of the rotor rotation
axes. The (z,y) position of rotors one, two, three and four in the xy-plane of the body
frame are (I, —l,), (—ls, —1y), (—1s,1,) and (I,,[,), respectively.

According to literature a rotor can operate in a couple of different states that each
have different aerodynamic characteristics. When the speed v is negative, the rotor is
in its normal operating state. As one would increase this speed starting at a speed of
Oms™~ !, one would encounter the pre-VRS, the VRS, the TWS (turbulent wake state)
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and the WMS (windmilling state), and in that order. The normal operating state, VRS,
TWS and WMS are presented schematically in Figure 9.2a, Figure 9.2b, Figure 9.2¢ and
Figure 9.2d, respectively. In these figures, 7 is the induced velocity of the rotor, w is the
decrease of air speed in the far wake, A is the rotor disk area and f is the thrust force
that works on the rotor.
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(a) Normal state (b) VRS (c) TWS

Figure 9.2: Operating states of a rotor.

The names of the mentioned rotor operational states are based on the characteristic
behavior of the air around the rotor in that particular state. However, momentum the-
ory can be used to define more theoretical border between the pre-VRS and VRS, and
between the TWS and WMS, which is convenient for the interpretation of wind tunnel
measurements in subsequent sections.

Taking Figure 9.2d as a reference, the mass flow during windmilling, 1m,,,,, through the
rotor can be expressed as shown in Eq. 9.1, where p is the density of the air. Furthermore,
comparing the flow properties way below the rotor with the flow way above the rotor by
applying the laws of conservation of momentum and energy results in Eq. 9.2 and Eq. 9.3,
respectively.

Mam = pA(v — 1) (9.1)
f=mv—m(v—w)=rw 9.2
flv—1i)= %ﬁnﬂ — %m(v —w)? (9.3)

Combining Eq. 9.2 and Eq. 9.3 gives w = 2:¢. Its not difficult to see that the higher
the thrust f, the more the air is slowed down and thus the higher w. However, its not
possible for w to become larger then v, since then the air speed in the far wake would
reverse and the flow model no longer holds. At the thrust f where v = w, the rotor is
assumed to transition from the WMS to the TWS. At this point f = f;;. Filling in v = w
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into Eq. 9.2 results in Eq. 9.4.

[ =mynw
= pA(v — %w)w
fin = pA(v — %v)v
= %,()Av2 (9.4)

For the normal operating state, Eq. 9.2 and Eq. 9.3 are exactly the same if the sign
conventions shown in Figure 9.2a are used. However, the mass flow is now positive in
the opposite direction. That is 1, = —"um, where 1, is the mass flow for the normal
operating state.

As mentioned, the transition between the normal state to the pre-VRS happens when
the airflow v becomes positive. In this pre-VRS state the flow model of Figure 9.2a
is technically incorrect, but in practice the model equations hold up quite well when
v < ly=0/2 [11], where i, is the induced velocity the rotor would generate at the same
thrust level but with zero external airspeed v = 0. The thrust at v = 0, f,—o, can be
related to i,—¢ using Eq. 9.2, as is shown in Eq. 9.5.

f = MW
= 2pA(i —v)i
Jo=0 = QPA/L%:O

. o fv:0
ly=0 = \l 2,014 (95)

The rotor is assumed to transition from the pre-VRS to the VRS once f reaches a value
as is shown in Eq. 9.6, where the result of Eq. 9.5 is substituted into v = 4,-¢/2. At this

point f = fp.

v = iv:0/2
_1 7
Yo\ 204
fr2 = 8pAv? (9.6)

Momentum theory does not say anything about what happens to the thrust and
induced velocity in the VRS and the TWS. Assuming a constant air speed v, its therefore
only possible to state the following.

e Starting in the WMS and increasing rotor rotational speed, a mathematically de-
fined TWS is reached when the thrust increases to a value of f;; = pAv?/2.

e Starting in the pre-VRS and decreasing rotor rotational speed, a mathematically
defined VRS is reached when the thrust decreases to a value of fi; = 8pAv?.
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Chapter 10

Experimental Setup

For this study two types of wind tunnel experiments were performed. For the first exper-
iment a separate rotor mounted to a BLDC motor was placed inside a wind tunnel under
axial descent conditions. For the second experiment the quadcopter was placed inside a
gimbal like structure and placed in a wind tunnel in a similar way. Here the quadcopter
was stabilized by elastic bands allowing the flight controller to be turned off.

10.1 Quadcopter specifications

A custom build quadcopter was used as the basis for all experiments. This quadcopter
was build using a carbon fibre TBS Source One V4 frame and four Emax Eco II series
2207 motors, which were rated at 2400 kV and had 14 poles. The motors were equipped
with three bladed HQProp 5x5x3 rotors which had a diameter of 12.7cm (5inch). A
Kakute {7 v1.5 flight controller was used in conjunction with an MPU6000 V1.2 IMU
unit. Betaflight V4.2.9 was installed as flight controller firmware. To read rotor rota-
tional speed, bidirectional DShot600 was used. For the quadcopter an Aikon AK32 V3
55A 4inl 6S ESC (electronic speed control) unit was used running BLHeli32 firmware,
where some of the relevant settings are shown in Table 10.1. Electronics were powered
by a Tattu Funfly 1300MAH 100C 68 lithium polymer battery. The motor idle setting of
2.5% corresponded roughly to 2700 rpm, and at maximum throttle setting a rotational
speed of roughly 33 000 rpm could be reached in hover conditions. Finally, to control the
quadcopter a RadioMaster Zorro transmitter was used with a TBS crossfire module.

Table 10.1: BLHeli32 ESC settings.

’ Name \ Setting H Name \ Setting ‘
Ramp up power 40 % || Temperature protection 140°C
Low RPM Power Protect On || Low Voltage Protection Off
Sine Modulation Mode Off || Stall Protection Normal
Demag Compensation Low || Motor Timing 16°
Maximum Acceleration Maximum || Auto Telemetry Off
SBUS Channel Off || Minimum Throttle 1040
Maximum Throttle 2000 || Center Throttle 1500
Brake On Stop 80 % || Non Damped Mode Off
PWM Frequency Low 48kHz || PWM Frequency High 48 kHz,
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(a) Test setup for measuring isolated rotor (b) Test setup for measuring quadcopter
thrust and torque. movements while suspended in a gimbal.

Figure 10.1: Test setup of wind tunnel tests.

10.2 Isolated rotor in wind tunnel

For this experiment a rotor was placed inside a wind tunnel as is shown in Figure 10.1a.
The wind tunnel that was used is the Open Jet Facility which is run by Delft University
of Technology. The tunnel was operated with a temperature and air density of 19°C and
1.20 kg m~3, respectively.

The thrust, torque and rotational speed of the rotor was measured at a frequency of
5 Hz using ’series 1585 thrust stand’ from Tyto Robotics. The motor was powered using
the same 6S lithium polymer battery as mentioned in section 10.1. An aerodynamic fair-
ing was made around the thrust stand to reduce aerodynamic forces working on the stand
itself which inherently added to the thrust measurements, and to reduce any interaction
effects between the rotor and the stand. Aerodynamic forces working on the fairing did
not influence the measured thrust and torque. The fairing was designed using Catia V6
and 3D-printed using a stock Creality 3D Ender 3 V2.

Thrust and torque was measured over a period of 20s. Wind speeds were set at
—25ms~! to 25ms~! in steps of roughly 3ms~!, including 0 ms~!, and rotor rotational
speeds were set at 3000 rpm to 20.000 rpm with steps of 1000 rpm. Testing at 17 wind
speeds and 18 rotor rotational speeds for 20s equals 1h42min of data recording time.
For negative speeds the rotor was flipped and the motor speed was reversed. An ESC
was used with the same settings as listed in Table 10.1.
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10.3 Gimbal tests with elastic bands

For this experiment the quadcopter was mounted in a gimbal as is shown in Figure 10.1b.
This gimbal was designed in Catia V6 and produced using a stock Creality 3D Ender 3
V2. Ball bearings with an outer diameter of 12mm were used to reduce friction around
all axes. For this test the yaw axis was fixed, only allowing roll and pitch movement over
a range of motion of 18°. The PID control gains in Betaflight were set to zero, practically
turning off the flight controller. The rotational speeds of the rotors could collectively
be set using the transmitters throttle channel. Multiple wind tunnel experiments were
performed with differing rotational speeds of the four rotors. During each experiment
the rotational speed was kept constant. Between experiments this rotational speed was
increased. Note that all four rotors rotated at the same speed at any time. Rubber bands
were used to keep the quadcopter centered in the gimbal while still allowing movement of
the quadcopter. Pitch and roll rate were recorded on the onboard SD card at a frequency
of almost 1000 Hz.

With the wind tunnel turned off, the quadcopter was pulled manually to an extreme
orientation in the gimbal and released in order to let the elastic bands move the quad-
copter back to its neutral orientation. The pitch and roll rates that were measured during
the resulting oscillation could later be used to model the complete system as a damped
mass spring system. After this system identification test, measurements were performed
with rotor rotational speeds ranging from 3000 rpm to 20000 rpm in steps of 1000 rpm
and four wind tunnel speeds, namely 10ms~!, 15ms~!, 20ms~! and 25ms~*.

The procedure above allowed for reconstructing the forces and moments that work
on the combination of all rotors based on the measured pitch and roll rates, without the
rotors changing speed. Since the data was recorded at 1000 Hz, possible dominant thrust
or torque oscillations could be identified with a frequency of up to 500 Hz.
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Chapter 11

Data Processing and Experimental
Results

This section covers the direct results of the experiments discussed in chapter 10, as well
as some techniques used to process and interpret the data.

11.1 Isolated rotor average thrust and torque

The recorded wind tunnel data consists of a set of thrust and torque measurements at
various wind and rotor rotational speeds. To aid in visualization and interpretation of
this obtained data, multivariate simplex B-splines [20, 21| were used to approximate the
obtained data. This type of estimation uses a set of local polynomial basis functions
which estimate the data only in a small domain of the independent variable space. This
allows for keeping the order of the polynomials low, removing common issues found with
global polynomial basis functions.

An important aspect of multivariate simplex B-splines is the triangulation of the inde-
pendent variable domain. For this application the interval of the rotor rotational speed w
was divided into four equal intervals and the wind speed v into five equal intervals. A De-
launay triangulation was then applied to the resulting grid, which resulted in 40 triangles
with equal size. The simplex B-spline estimation is further characterised a polynomial
order of five and the smoothness parameter of [ = 2. A smoothness value of [ = 0 means
the zero’th derivative at the border of each neighboring simplex is made equal. A value
of [ = 1 means the zero’th and first derivative these borders is made equal, and so on.

In Figure 11.1 the simplex B-spline that represents the thrust generated by the rotor at
different speeds v and rotor rotational speeds w is visualized. This thrust is the average
thrust measured over the 20s interval at which the wind speed and rotor rotational
speed are kept constant. In Figure 11.1b the spline is plotted in three dimensions. In
Figure 11.1a a heat map of the same simplex B-spline is shown, which can be regarded
as a top view of Figure 11.1b. In this heat map the lines of constant advance ratios u
are also indicated. Here p is defined as shown in Eq. 11.1, where R is the rotor radius in
meter and w the rotor rotational speed in rads~!. Furthermore, the boundaries between
the different operating states of the rotor are indicated with the dashed lines. The upper
dashed line, which corresponds to f;;, indicates the transition between the TWS and
WMS. The area above this line covers the TWS. The lower dashed line corresponds to
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fi2, meaning that the area between this line and the line = 0 represents the pre-VRS.
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speed and rotor rotational speed. Upper and (b) 3D view of the simplex B-spline capturing
lower dashed lines indicate f;; and fio, respec- thrust as function of descent speed and rotor
tively. rotational speed.

Figure 11.1: Estimated thrust data for the isolated rotor. Positive speeds refer to the
rotor in axial descent.

Several interesting aspects can be noticed from Figure 11.1. First of all, the bound-
aries between the theoretical rotor operating states lay on constant advance ratio lines.
Secondly, there is a drop in thrust at an advance ratio of roughly p = .14. This is char-
acteristic behaviour of a rotor in the VRS, since the power required to generate the large
vortices reduce the power that is left to generate thrust. This drop in thrust also seems
to happen at a very constant advance ratio.

In Figure 11.2 the simplex B-spline is shown for the measured average torque that is
experienced by the rotor. It can be noticed that in the VRS the required torque is clearly
lower than for other rotor operating states. This is again expected because the vortices
reduce the angle of attack of the blades and therefore a reduction of drag can be seen.
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(a) Heat map of torque as function of descent
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Figure 11.2: Estimated torque data for the isolated rotor. Positive speeds refer to the
rotor in axial descent.

11.2 Isolated rotor variation in thrust and torque

As with the average measured thrust and torque, the measured standard deviations of
thrust oy and torque o, can also be modelled using simplex B-splines. To do this, first
each measurement period of 20s where the wind speed and rotor rotational speeds are
held constant is used to calculate a single value for oy and o0,,. Each standard deviation
is thus calculated using roughly 20s - 5 Hz = 100 measurements samples. Doing this for
each wind speed and rotor rotational speed combination results in a data set which can
be used to construct a simplex B-spline. Note that this data set is roughly 100 times
smaller than the amount of measurements.

Simplex B-splines use a form of constrained least squares to minimize the model
residues globally. However, for estimation of standard deviations it is convenient if the
residues are made smaller in regions where the measured standard deviations are also
small. This is first of all to avoid the spline to accidentally become negative at locations
with small values of standard deviation. Secondly, the standard deviations are later vi-
sualized in a plot with a logarithmic scale. It is therefore more appropriate to minimize
a cost function related to the ratio of model residue to absolute data point value, rather
than just the residue value. To do this, the measured values of o and o, are first trans-
formed to a log-space, so 6y = log,(0s) and &, = log,y(c,,). Simplex B-splines are then
estimated for 6 and &,,. The estimated values of o and o,, can be retrieved by using 6/
and 6, as exponent. That is, oy = 10° and o,, = 10°, where 6; and 6, are estimated
by the spline.
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Figure 11.3: Estimated thrust standard deviation for the isolated rotor. Positive speeds
refer to the rotor in axial descent.

In Figure 11.3 the spline is shown that approximates os(w,v). For this spline similar
parameters were used as described in section 11.1. In accordance with general literature,
it can be observed that the most excessive fluctuations occur in the region that is assumed
to be the VRS. However, it seems that these fluctuations also occur at very low advance
ratios (u). It can thus be stated that the rotor behaves relatively normally in the pre-
VRS state when it comes to average thrust generation, but excessive thrust fluctuations
already start as soon as the airspeed deviates from zero. For p > .2, which is thought to
roughly correspond to the transition of the VRS to the TWS, the thrust fluctuations are
small and of similar magnitude as found for the rotor operating under negative speeds v.

In Figure 11.4 the standard deviation of torque is shown. Although subtle differ-
ences can be seen when comparing these plots with the thrust standard deviation from
Figure 11.3, the locations of excessive fluctuations are very similar.

11.3 Derivatives with respect to wind speed and ro-
tation speed

The partial derivatives of f(w,v) and n(w,v) are arguably even more interesting to anal-
yse then the absolute values of these functions. If there would be no rotor to rotor and
rotor to airframe interaction, the following statements should hold. Firstly, the derivative
of thrust with respect to rotor rotational speed, f,, is a measure of control effectiveness
of the actuators. A low value for this derivative means the overall gain in the control
loop of the quadcopter is low. Secondly, the derivative of thrust with respect to descent
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Figure 11.4: Estimated torque standard deviation for the isolated rotor. Positive speeds
refer to the rotor in axial descent.

speed, f,, is a measure of the natural stability of the quadcopter. A positive value for
this derivative would theoretically cause the quadcopter to oppose any pitch or roll rate
by generating a counter moment [27], although in practice this effect is very small. Note
that this stability is inherent to the quadcopter and has nothing to do with the controller.
Thirdly, a high value for the derivative of torque with respect to rotor rotational speed,
n,, is related to stability around the yaw axis, as well as a high amount of control effec-
tiveness around this axis. Finally, the derivative of torque with respect to descent speed,
n,, is an indication of coupling between the roll, pitch and yaw axis. Again, this latter
effect is in practice rather small.

In Figure 11.5 the estimated partial derivative f,, is depicted. This derivative is ar-
guably the most influential since it determines how effective the actuators are in terms of
control. As expected, f, generally increases when the rotor rotational speed is increased.
However, for advance ratios of .15 < p < .2 and high rotor rotational speeds, the deriva-
tive is almost as low as when the rotor is idling. This is likely due to the characteristics of
the VRS, where an increase in rotor rotational speed partly starts increasing the power
delivered to the vortices, rather than increasing thrust. This derivative only becomes
negative at speeds close to —25ms™! and low rotor rotational speeds. This is interesting
since theoretically this would mean the control gain flips sign and that the quadcopter
becomes unstable. Since this happens in the normal operating state of the rotor, this
finding is outside the scope of this work.

In Figure 11.6 the estimated partial derivative f, is shown. Interesting to note is the
sudden transition from a low to high value at an advance ratio of p = .15.
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Figure 11.5: Change in thrust w.r.t rotor rotational speed. Positive speeds refer to the
rotor in axial descent.
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Figure 11.6: Change in thrust w.r.t descent speed. Positive speeds refer to the rotor in

axial descent.

In Figure 11.7 the estimated partial derivative n,, is shown. Where the value of f,
is low for advance ratios of .15 < pu < .2, the value for n,, is low for advance ratios of

2 < p < .35. This goes to show that the TWS can have a comparable effect on the
control effectiveness of the rotors from an aerodynamic standpoint.
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Figure 11.7: Change in torque w.r.t rotor rotational speed. Positive speeds refer to the
rotor in axial descent.

Finally, in Figure 11.8 the derivative of torque with respect to descent speed is shown.

It can be noted that the derivative is highest in the TWS at high rotor rotational speeds,
and lowest in the VRS at high rotor rotational speeds.
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11.4 Gimbal tests with elastic bands

For this experiment the intention was to record the quadcopters attitude rates at rotor
rotational speeds ranging from around 3000 rpm to 20 000 rpm. Unfortunately, for higher
rotor rotational speeds the quadcopter started to rotate too violently causing the gimbal
to hit its rotation end stops. Measuring at rotor rotational speeds close to 20000 rpm
would have caused inaccurate data, which led to the decision to measure only up to the
point at which excessive rotation started to occur.

With the wind tunnel and rotors of the quadcopter turned off, the system identification
test was performed to estimate the damped natural frequency wg;, and damping ratio
Cgim of the gimbal system with elastic bands. The differential equation of the rotational
damped mass spring system around the roll axis can be written as is shown in Eq. 11.2,
where k,, d, and 19, are the effective stiffness, the effective damping and the effective mass
moment of inertia of the gimbal system. The functions L(¢) and ¢(t) are the externally
applied roll moment and the roll angle, respectively. A similar equation holds for the
pitch axis. ) _

L(t) = I9,(6) + k(1) + do(t) (11.2)

The roll angle ¢(t) is obviously related to the roll rate p(t) as shown in Eq. 11.3.
Because the gyroscope samples the roll rate p(t), discrete methods have to be used to
approximate ¢(t) and ¢(t). The former is approximated by applying a first order forward
difference scheme to the roll rate measurements, and the latter is approximated by using
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trapezoidal integration. To keep the integral from wandering due to an accumulation
of measurement errors, the integrated signal is post processed using a forward and a
backward running high pass filter with a cut off frequency of 0.02 Hz.

S =pt) O =plt) o) = /Otp@ds (11.3)

Once the gimbal is pulled back manually and released to induce an oscillation, the roll
moment is zero, so L(t) = 0. The measured roll rate p(¢) can then be used to estimate
the values of the ratios k,/I9, and d,/I9, using least squares and Eq. 11.2. To find the
values of the individual parameters k,, d, and 19 , the mass moment of inertia of the
quadcopter itself was used for I¢,. This value was found experimentally by hanging the
quadcopter by two wires and measuring oscillation times. The actual value of 19, should
be slightly higher due to gimbal parts. This is especially true for the pitch axis, because
the gimbal assembly that rotates around this axis weighs around 60g. This difference
causes conservative estimates for L(¢) later on.

Once the parameters k,, d, and I7, are known, the gimbal oscillation can be simulated
and compared to the actual measured oscillation. Visually this reveals that there is defi-
nitely some residual behaviour that is not captured by the estimated model of the gimbal
system, especially for the pitch axis. An example of a comparison between measured and
simulated pitch and roll rate can be seen in Figure 11.9.
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(a) Measured and simulated roll rate as function of time.
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(b) Measured and simulated pitch rate as function of time.

Figure 11.9: Example comparison between measurements and simulation of the gimbal
oscillation.
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The gimbal model can now be used to reconstruct roll and pitch moments from the
measured roll and pitch rates. Taking the roll axis as example again, the roll moment
L(t) is related to the four rotor thrust forces fi(t), fa(t), f3(t) and f4(t) as is shown
in Eq. 11.4. Assuming that thrust fluctuations of different rotors are not correlated
results in Eq. 11.5. Because interaction effects are ignored, the rotors operate under
identical conditions. The thrust standard deviation is therefore the same for all rotors,
so 0y =0y, = 0§, = 0p, = 0y. This finally relates oy to oz, as is shown in Eq. 11.6. Of
course this also be applies to the pitch axis, where L is replaced with M, [, with [, and

p(t) with ¢(t).

L=1,(fi+fo—fs—fa) (11.4)
Var(L) = Var(ly(fi1 + f2 — fs — f4))

o; =12(0% + 05, + 0%, +07,) (11.5)

0’% = 4l§0f (11.6)

Knowing the values of the parameters k,, d, and 19, from Eq. 11.2 allows for re-
constructing L(t) at each point in time. The PSD (power spectral density) of the roll
moment P (f) and the PSD of the rotor thrust force Ps(f) are related in the same way
as the variances of the respective time domain signals, as is shown in Eq. 11.7. Again,
the same holds for the pitch axis, as is shown in Eq. 11.8.

Py(f) = ALy Py(f) (11.7)
Pu(f) = 43 Py(f) (11.8)

According to the above procedure, the PSD of the thrust of a single rotor, Ps(f),
can be estimated from the measured roll rate p(t), and also from the measured pitch
rate ¢(¢). In Figure 11.10 the estimated Py(f) functions are shown for descent speeds
of 10ms ! 15ms~1,20ms~! and 25ms™!, and for four different rotor rotational speeds.
Each PSD shown is the average of the PSD according to the roll rate and PSD according
to pitch rate. Note that both of these roll and pitch PSDs are very similar and pretty
much overlap for all speed and rotor rotational speed combinations.
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Figure 11.10: PSDs of single rotor thrust f(¢) based on the reconstructed roll moment
L(t) and pitch moment M (t). The damped natural frequency of the gimbal is indicated

with wg;n,. Dashed lines indicate the rotational speed of the rotors in Hz, and match in
color with their respective PSD.
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Firstly, in Figure 11.10 the vertical black line marked with wg;,, on the frequency axis
indicates the estimated damped frequency of the gimbal system. As can be seen, the
PSDs either increase or decrease notably close to this line. It is very plausible that this
is due to unmodeled gimbal dynamics that are not captured by the damped mass spring
approximation that was used to reconstruct the L(t) and M (t) signal. Of course this can
not be said with certainty. Secondly, it can be seen that for frequencies up to 80 Hz the
PSDs are fairly flat. Lastly, the dashed lines in Figure 11.10 indicate the frequency at
which the rotors are rotating, and match in color with their respective PSD. The small
peak at around 50 Hz is likely not due to the rotating rotors, as it shows up in PSDs
corresponding to much higher rotor rotational speeds (not shown in the figure) as well.

The total variance of rotor thrust, UJ%, is proportional to the area under the PSDs
in Figure 11.10. However, it was found experimentally that there are several airframe
eigenfrequencies above 90 Hz. This makes it unclear how much of the signal power above,
say, 80 Hz is due to thrust fluctuation and how much is due to frame resonance. To get
around this, the area under the PSD is only taken up to 80 Hz to find the variance 0]20.
Consequently, fluctuations above 80 Hz that are actually due to thrust fluctuation are

discarded. This makes the estimation of 0]% conservative.

In Figure 11.11 the estimated standard deviation oy that is calculated using the
reconstructed L(t) and M (¢) signals is compared to the o values for a rotor in isolation
as were found in section 11.2. Standard deviations estimated using L(¢) and M () signals
are indicated with 'from p(t)” and 'from q(t)’, respectively, and the isolated rotor thrust
standard deviation is indicated with the black line. It is relevant to know how much
of the estimated oy from p(t) and ¢(t) is due to gyroscope sensor noise. It was found
experimentally that the gyroscope primarily produces quantization noise. The gyroscope
has a resolution of 0.0174rads™!, which is small compared rotational speeds measured
during the experiment as can be seen in Figure 11.9. In this case a common assumption
is that quantization errors can be modelled as additive white noise [22]. The standard
deviation of this noise is then approximately 1/1/12-.0174. Its possible to reconstruct
L(t) and M(t), and thus oy, as a result of only this noise signal. These o, values due
to noise only are indicated by the dashed lines in Figure 11.11. Of course in reality
these rotor forces do not exist. The standard deviations reconstructed from p(¢) and ¢(t)
indicated by triangles in Figure 11.9 are already corrected for this noise.

As can be seen in Figure 11.11, o is generally significantly larger for rotors mounted
to the quadcopter compared to the rotors in isolation. This strongly suggest that rotor-
rotor interaction, or maybe even rotor-frame interaction, causes a significant increase in
the fluctuation of thrust.

Furthermore, it can be observed that the estimated value of o is on average slightly
higher when it is estimated using the pitch rate q(¢). A possible reason for this is that the
system identification of the gimbal system performed notably worse (roughly 10 % to 30 %
in terms of residue standard deviation) for the pitch axis compared to the roll axis. This
could mean that the reconstructed M (t) signal contains more power that is actually due
to the uncaptured system dynamics of the gimbal, rather than the power due to fluctu-
ation in thrust. This would cause the estimated value of ¢ to be higher for the pitch axis.
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Another potential cause might be the incorrect assumption that the rotor forces are
uncorrelated, which was made in Eq. 11.5. If these correlations would in fact be non-
zero, they can be divided into the sum of thrust correlations between the left and right
rotors, and the sum of thrust correlations between front and rear rotors. It is not hard
to show that if these ’left to right’ and ’font to rear’ correlations are different, then the
thrust variance UJ% reconstructed from the roll rate would be different from the value for
a]% reconstructed from the pitch rate. This might indeed be the case, since the rotors
are separated more along the body frame y-axis compared to the body frame x-axis due
to the presence of the quadcopters ’fuselage’. Not taking into account the higher thrust

correlation between the front and rear rotors would result in different estimations for 0]20.

Of course values shown in Figure 11.11 are estimations of the actual values. It should
be noted that the standard deviations reconstructed from the quadcopters movement are
estimated conservatively due to the low assumed values for I, and I , the exclusion
of frequencies above 80 Hz and the subtraction of gyroscope noise. Estimations of the
isolated rotor thrust standard deviations on the other hand are are likely to be too high

since sensor noise and test stand vibrations are not subtracted.
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Chapter 12

Conclusion

While the complex aerodynamics of helicopters in axial descent have seen quite some
scientific attention in the past decades, the comparable attitude oscillations found for
small scale quadcopter flight have not. Often times these oscillations are assumed to
be a direct result of the rotors operating in either the VRS or TWS. The experiments
described in this paper suggest that isolated rotor aerodynamics might contribute a lot
less to attitude oscillations than is commonly assumed.

The data from the isolated rotor wind tunnel tests reveal that the mathematically
defined borders between the pre-VRS and VRS, and between the TWS and the WMS are
located at constant advance ratio lines. This suggests that modeling rotor aerodynamics
in axial descent might be more convenient as function of advance ratio and total blade
velocity, rather than descent speed and rotor rotational speed. From the data it can be
seen that there is indeed a notable drop in thrust and drag toque in the VRS region.
This drop also follows the structure of the constant advance ratio lines.

The VRS also seems to be area of highest intensity of thrust fluctuation. In the VRS
it seems to be the case that an increase in rotor rotational speed drastically increases the
thrust fluctuations. Contrary to the absolute thrust values, the thrust fluctuations also
occur in the pre-VRS. That is, as soon as the descent speed becomes positive, thrust fluc-
tuations can be observed. Interestingly enough, outside the VRS and inside the assumed
TWS and WMS, the fluctuation is similar as found for the rotor in normal operating
state, which is very small. Similar conclusions can be drawn for the measured drag torque.

The derivatives of thrust and torque with respect to rotor rotational speed and de-
scent speed reveal primary characteristics of the quadcopters if the rotors would operate
as if they were in isolation. The value for f,, generally increases as rotor rotational speed
is increased. There is however a region of low values for f, at the boundary of the VRS
and TWS. This effectively decreases the overall flight controller gain in this region for roll
and pitch rate. A positive value of f, causes the quadcopter to theoretically be a stable
system, since this opposes any roll or pitch rotation. This derivative appears to be low
in the VRS, but high when approaching TWS. The impact of this derivative on system
dynamics is generally overshadowed by the authority of the flight controller. Finally, n,,
is similar in hover compared to the VRS, but drops notably in the TWS. This indicates
the relevance of the TWS besides the more commonly mentioned VRS. Neither the f,
or n, partial derivatives are negative in the range of Oms=' to 25ms~! and 3krpm to
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20krpm. Instability of quadcopters in axial descent due to actuator effectiveness inver-
sion or sudden loss of lift due to blade stall as universal explanation is therefore unlikely.

Comparing results for wind tunnel experiments using the complete quadcopter with
results from the isolated rotor experiments reveals a similar dependence of thrust fluc-
tuations on airspeed and rotor rotational speed. However, thrust fluctuations for the
rotor in isolation seem to be much smaller than found for the quadcopter in its entirety.
This suggests that the isolated rotor states such as the VRS, TWS and WMS only partly
explain the attitude oscillations in axial descent. The measured oscillations are larger
for the pitch axis than the roll axis. Although this could be due to estimation errors, it
is possible this is caused by the rotors being spaced further apart along the body frame
y-axis. Since rotor operating states do not fully explain the attitude oscillations, prin-
ciples like rotor to rotor interaction deserve more attention to explain quadcopter flight
dynamics in axial decent.
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Chapter 13

Introduction

In recent years, UAV’s (unmanned aerial vehicles) have seen a huge rise in popularity.
In the military they have been used for decades as they are suited for the dull, dirty and
dangerous tasks. They are cheaper to operate and reduce risks to personnel [28]. Due
to the recent advances in technology since 2000, especially smartphone technology, there
has been a great increase in the use of UAV’s for civilian use as well. One particularly
popular UAV platform is the quadcopter, which belongs to the family of multirotor UAV'’s.

It is found that the quadcopter as UAV and MAV (micro air vehicle) has a very wide
range of application possibilities. They have been shown to be effective in tasks such as
surveying, transportation, research, disaster risk management, humanitarian work [5] and
many more. This is arguable due to the very specific characteristics of the quadcopter
configuration. Firstly, quadcopters are mechanically very simple, making them accessible
for the non-expert to build and maintain. Parts are cheap, making them in their entirety
cheap to manufacture and service [3, 4]. Secondly, they have the ability of vertical take-
off and landing, are very maneuverable, and are relatively efficient in hover conditions [2].

Although quadcopters are mechanically very simple, it can be argued that the com-
plexity is largely captured in the control algorithm necessary to fly in a stable and con-
trolled manner. Initially many control algorithms were focused on the hover condition.
This allows for making a large amount of assumptions causing various linear control
strategies to be very effective. However, when flight speeds, attitude angles and rotational
rates increase as is the case during aggressive and high speed flight, these assumptions do
not hold anymore. The dynamic equations that describe the motion of the quadcopter
become highly nonlinear, giving rise to the need for more advanced control strategies.
Furthermore, aerodynamic effects become significant. Both the aerodynamic forces on
the fuselage, forces on the propellers and rotor to rotor interaction effects [7] need to be
accurately modelled in order to achieve high control performance [9]. Besides this, the
underactuated nature of quadcopters make them fail to satisfy Brockett’s condition [29],
which guaranties the proof of existence for a stabilising time-invariant smooth feedback
controller [30]. This all makes general control of quadcopters a difficult problem, and is
therefore and active field of research.

This report is the documentation of a literature study that is performed in prepa-

ration of a masters thesis project. The goal of this literature study is to gain insight
into the current state of research when it comes to advanced control of quadcopters.
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Here the focus lays in how quadcopter flight behaviour can be modelled and how this
information is then used in algebraic control strategies such as linear parameter varying
control, incremental nonlinear dynamic inversion and Lyapunov based techniques. Less
developed and more exotic control techniques such as neural networks and fuzzy logic
are not treated to maintain a reasonable scope of this study. In this report, a variety of
research is included with the goal of sampling an apparent large field of research. For a
more systematic overview of all published scientific articles in this field, several surveys
have been created with this exact objective [29, 31].

This report is structured as follows. In chapter 14, a quick historic overview is given of
the quadcopter. After this the basic functionality of the quadcopter is discussed, together
with some of its most popular real world applications. Several aerodynamic effects are
treated that give an idea of how forces and moments generated the propellers and airframe
can be modelled. In chapter 16, various advanced control strategies are presented that
are common in quadcopter control. Finally, in chapter 17, gaps in current quadcopter
control research are identified. Based on this a research topic is proposed in the form of
a research question and several subquestions.
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Chapter 14

The quadcopter as MAV

This chapter serves as an introduction to the the quadcopter and its characteristic con-
figuration, and attempts to give a high level overview of how they were developed, how
they work and how they are currently used in real world scenarios. In section 14.1 a
brief overview is given of the emergence and history of the quadcopter, both as full scale
aircraft and MAV. In section 14.2 several common applications of the quadcopter MAV
are listed, highlighting some of its inherent advantages. Finally in section 14.3 an expla-
nation is given of some of the most important components of a quadcopter and how these
can be used to achieve stable and controlled flight.

14.1 The birth and rise of the quadrotor

The modern quadcopter as its known today is generally considered to be very young
technology. Only in the last 10 to 15 years a massive increase has been seen in both the
amount of use cases and incorporated level of technology. However, the very distinctive
design configuration of the quadcopter itself can be traced back all the way to the be-
ginning of the 20’th century. In this section a brief overview is given of emergence of the
quadcopter UAV.

As is known by most aerospace enthusiasts, the first ever powered flight was performed
by the Wright brothers in the year 1903. Surprisingly enough, it was only a couple of
years later that the first aircraft was made that could be referred to as quadcopter. This
machine, build in 1907 by the brothers Jacques and Louis Bréguet, consisted of a place
for the "pilot’ and four arms extending from this position holding a large propeller each.
The aircraft was able to reach an altitude of 1.5 m purely powered by its own engine.
However, the rotor craft could not be controlled by the pilot in terms of attitude, and
was therefore stabilized by human ground helpers. Although this lack of control is why
it can not take credit for being the fist helicopter, it is the fist system ever to raise a pilot
of the ground by means of a rotating wing lift system.

Thirteen years later, in 1920, a french engineer named Etienne Oehmichen started
the design and build of the first controllable quadcopter. In 1924 this aircraft broke the
distance record of helicopters at the time with 360 m. He continued to improve the design
by making a total of six different rotorcraft in his life. Control was achieved by warping
the rotor blades and was later enhanced by additional smaller rotors able to produce lat-
eral forces. Stability was improved using a hydrogen filled balloon on top of the aircraft,
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hinting at the general lack of stability of the quadrotor configuration. After this birth
of the quadcopter many improvements were added over the course of the 20th century,
causing significant increase in understanding of quadrotor performance, controllability
and stability. However, the quadcopter design kept living in the shadow of the classic
single rotor helicopter design.

In the late 1980’s the rapid advance high density power storage, integrated miniature
actuators and MEMS (micro electro-mechanical systems) opened up a world of possibili-
ties for autonomous small scale flying robots [32]. In 1989, the Keyence Gyrosaucer E170
was the first available quadrotor toy. With the technology at the time the flying qualities
were mediocre and the flight time was low. Nonetheless in terms of appearance, layout
and size, this toy could be considered the first small scale quadcopter as is widely used
today.

While at first the potential was seen for military purposes, in 2006 the FAA issued the
first commercial drone permits. This permit allowed more freedom regarding operation
of quadcopter drones making them an interesting option for applications like pipeline
inspection and spraying crops. Recognising the potential, Frank Wang created the well
known DJI company in this year. In 2010, the French company Parrot SA, founded in
1994, introduced the Parrot AR.Drone. This would prove to be the first successful com-
mercial drone that was sold as a ready to fly package and could be controlled from an
iOS application on a smart phone.

With drones becoming more and more popular, large companies such as FedEx, UPS
and Amazon started advocating the use of drones for delivery purposes in 2013. At
present day this idea is still being worked on by many companies, but general purpose
delivery by drones is still something hindered by the many practical limitations. How-
ever, in the last 10 years the drone market increased exponentially due to the decrease in
cost of quadcopters, the increase of performance in terms of range and maneuverability,
and the significant increase in ease of use. In the last couple of years, larger electric
quadcopters are also being developed that are able to carry a pilot and/or passenger.
Examples of these are the Ehang in 2016 and recently the Jetson One. These are blowing
new life in the quadcopter as a manned vehicle, continuing the journey that started more
than a 100 years ago.

14.2 Quadrotor applications

The use of quadrotor drones and drones in general is increasing at a rapid pace. There are
already over 300,000 drones registered in the US alone [33]. The use of drones will most
certainly grow even more in the next couple of years. Up to 2025 the global commercial
drone market is expected to grow by roughly 28.5 billion dollar, indicating a compound
annual growth rate of 37%. One of the major drivers of this growth is the rise in
applications of drones [34]. This high amount of applications is due to the specific qualities
of drones and specifically multirotor drones. Below some of the advantages and limitations
of quadcopters drones are discussed, supported by a selection of practical applications,
as is shown in Figure 14.1.
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Figure 14.1: Breakdown of common applications of the quadcopter UAV.

One of the first valuable characteristics of the quadcopter is that it is relatively fast
compared to other types of drones. This is mainly due to it being airborne, allowing
it to travel with little drag and in straight lines. Generally only fixed wing drones are
better suited for high speed applications. Because quadcopters are fast they are suited
for applications where time is of the essence, such as first aid, search and rescue and de-
livery purposes. Furthermore quadcopters are naturally very maneuverable. This makes
them suited for task like anti airborne drone operations, research on guidance and control
techniques and operations in tight spaces.

Multirotors also have the advantage with respect to other airborne drones that they
have the ability of vertical take off and landing, and the capability of hovering at a fixed
position in space. This makes quadcopters suited for tasks where controlled, varying
and slow flying speeds are needed, which are common in terrain mapping, monitoring,
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surveillance and inspection. The capability of hovering and flying with low speed is also
valuable when trying to reach places that are difficult to reach.

Lastly, quadcopters are mechanically very simple. This means that they are easy to
build and cheap to manufacture. This makes quadcopters interesting to a wide range
of users, both in military and civilian fields [35]. The mechanical simplicity also makes
them robust compared to single rotor helicopter drones with a complicated rotor head.
The latter is more susceptible to mechanical failure than the four fixed propellers of a
quadcopter. In case of a failure, propellers and motors can be replaced easily and at little
cost, making quadcopters easy to service and customize. It can be argued that most of
the complexity of quadcopters is contained in the software rather that the hardware.

Unfortunately, quadcopters also have some inherent disadvantages. One of these is
the fact that they use a lot of energy per unit of mass to stay in the air, compared to
a fixed wing configuration. This makes them limited in terms of maximum flight time
and distance. However, endurance and range performance increases as drone and bat-
tery technology advances. For example, the Mavic 3, which is one of the high end aerial
photography quadcopters commercially available from DJI, has a claimed hover time of
40 min and a max flight distance of 30km [36].

Another disadvantage is that they are fragile and suffer heavily from actuator damage.
As will become more clear later on in this report, the quadcopter needs all of its four
actuators to fully control its position and orientation in three dimensional space. If one
actuator stops functioning due to for example a propeller strike, the quadcopter will
lose control unless a special control algorithm is used. However, control during actuator
failure is still a new and active field of research. The sensitivity to actuator failure is due
to the inherently exposed propellers, the dependence on flight controllers for control and
stability, and the lack of redundant actuators.

14.3 Basic functionality

To serve as a reference for later chapters, this section briefly lists some of the most funda-
mental components of the quadcopter and their functions. To be able to fly, a quadcopter
carries at least a set of flight data sensors, a flight controller and four actuators. In Fig-
ure 14.2 this is presented schematically.
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Figure 14.2: Schematic presentation of the systems aboard a standard quadcopter UAV.
(from [37])

Since a quadcopter is stabilized electronically, it needs at least a basic set of sensors
to determine its position and orientation is space [38]. The most critical sensors for stable
flight are the gyroscope and the accelerometer, together forming the IMU. These measure
the acceleration over and rotational rate around three axes. This information can be used
to estimate the drones attitude. Often times the IMU is extended with a magnetometer,
providing the quadcopter with information about its heading.

Many quadrotors, except for most of small size, are equipped with a barometer and
GNSS (global navigation satellite system). This first sensor allows for estimating the alti-
tude of the drone by measuring the static air pressure, resulting in altitude determination
with an accuracy of a few centimeters. The GNSS allows for position determination, but
in three dimensional space. For low cost GNSS modules, the measurement rate is low, and
the position accuracy is often in the range of around 5m [39]. By fusing the sensor data
from the IMU, barometer and GNSS using for example a variation of the Kalman filter,
the speed and position estimation can be drastically improved. For indoor applications
and where precision position and speed estimation is required at a high measurement
frequency, optical motion tracking systems can be used such as OptiTrack, [40, 33, 41].

Data from the sensors is sent to a flight controller responsible for at least processing
the sensor data and sending inputs to the actuators. There are many options of flight
controllers available in terms of both hardware and software. Below some of the most
popular ones are discussed, together with their pros and cons.

In Figure 14.3 an overview is given of thee most well known flight controller software
[42, 39]. These are all open source, with the exception of KISS and FlightOne Falco X.
In the schematic the arrows indicate roughly which projects are derived from which. In
reality this derivation tree is more complicated since features are sometimes interchanged
between specific projects. The colors in the diagram indicate the main focus of the
project. Boxes with dashed lines indicate that the projects are barely or not maintained
anymore.
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Figure 14.3: Schematic of most popular UAV flight control software.

The most popular projects are ArduPilot and PX4 [43], and are both well developed
autopilot systems. Both are similar in performance, but they slightly outperform each
other at specific aspects. Both are focused on reliable flight control and support a wide
variety of unmanned vehicles, including quadcopters [44, 45]. PX4 supports Pixhawk
hardware whereas Ardupilot is not tied to specific hardware. A major practical differ-
ence is the licence these two projects use. In contrast to Ardupilot, PX4 uses the BSD
license which permits proprietary use of the software. This makes PX4 an attractive op-
tion for commercial companies [42]. When looking specifically at FPV and FPV racing,
the most popular flight control software is Betaflight, which is focused on getting the
most speed and performance out of the flight controller and quadcopter. It does not have
its own hardware but supports many STM32 based flight controllers.

Per definition, a quadcopter has four actuators, each consisting of a motor and pro-
peller that can be individually controlled. Due to the configuration of the actuators, the
quadcopter can independently generate a moment around each axis in three dimensional
space, and a force roughly normal to the average rotor plane. This last force can be
referred to as the total thrust. The moments can be used to completely control the atti-
tude of the quadcopter. Linear acceleration in three dimensions can than be controlled
by specific combinations of the attitude and total thrust of the quadcopter. The control
of linear acceleration allows for the control of position.

In Figure 14.4, the motors are numbered in CCW (counterclockwise) manner. The
way actuators are numbered varies in literature. Here it is assumed the front of the quad-
copter consists of the motors one and four, and the rear of the quadcopter consists of the
motors two and three. Consider Figure 14.4a where the motors one and three rotate in
CW (clockwise) direction and the other two motors CCW. A right hand roll moment can
be generated by making propellers one and two spin less fast compared to the other two
propellers. The increased reaction torque of faster spinning propellers cancels out, main-
taining the equilibrium in yaw direction. Similarly, a pitch up moment can be generated
by making propellers one and four spin faster. To generate a yaw moment to the left,

121



propellers two and three can be spun faster compared to the other two. This creates a
total reaction torque of all propellers to the right. Because a diagonal propeller pair is has
increased rotational speed, there is no pitch or roll moment. Finally, a total increase in
thrust can be achieved by increasing the rotational speed of all propellers simultaneously.

To keep the control characteristics above, the following requirements can be set on
the rotation direction of the four propellers. Fist of all, in hover, the moments and
reaction torques should cancel each other out. That means that two propellers need to
rotate CCW, and two propellers CW. Furthermore, to be able to generate a yaw moment
using the reaction torques of the propellers without generating a pitch or roll moment, the
diagonally opposed propellers should have the same rotation direction. Taking both these
requirements into account, there is only one alternative to the rotation directions shown
in Figure 14.4a, referred to as the bear hug configuration. This alternative is where
all propellers rotate in the opposite direction which is referred to as the breaststroke
configuration, as shown in Figure 14.4b. In terms of hover, both configurations behave
very similar. At higher speeds however, some differences become apparent as is discussed
in subsection 15.3.3.

l 2P
7 @

(a) Bearhug (b) Breaststroke ) Diamond/plus

—

Figure 14.4: Most common quadcopter configurations. (from cite103, modified)

The configuration in Figure 14.4a and Figure 14.4b is referred to as a cross configu-
ration, which is characterised by having two propellers in the front and two in the rear.
Another less common configuration is the diamond or plus configuration, characterised
by one propeller in the front and rear, and two in the middle, as shown in Figure 14.4c.
In terms of control this configuration is identical to the cross configuration. However,
at higher speeds, aerodynamic differences start to occur, such as less pitch moment gen-
erated as a consequence of forward speed [8]. Especially due to the asymmetry of the
plus configuration, there are some asymmetrical aerodynamic effects such as a coupling
of pitch and yaw control [46]. Furthermore there are derived configurations that are only
symmetric around a single plane, compared to the cross and plus configurations that are
symmetric around two planes. These alternative configurations are represented very little
in current research, but are also less common.
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Chapter 15

General quadcopter dynamics

As mentioned earlier, for the hover condition many assumptions can be made when de-
signing a control law that allow for great simplification. In this flight condition linear
control strategies are very effective, and have been applied to quadcopter control for many
years. However, when the quadcopter takes on more excessive attitude angles, or when
higher linear and rotational velocities are reached, many of these assumptions do no hold
anymore. Under these flight conditions, designing effective control strategies becomes
significantly more challenging because of this reason.

This chapter discusses how the dynamics of quadcopters can be modelled. This can
partially be drawn from mathematical theory and partially from knowledge gained from
experiments and CFD. In section 15.1, several reference frames are treated that are widely
used in literature to express the equations of motion of quadcopters. In section 15.2
these equations of motion are derived. In section 15.3, literature is reviewed on how
the forces that work on the propellers of a quadcopter can be modelled. Some of these
forces are aerodynamic in nature and others are a result of gyroscopic effects. Finally, in
section 15.4, the forces that work on the fuselage are discussed.

15.1 Reference frames

The first step of deriving the equations of motion of any vehicle is choosing a convenient
frame of reference. If this frame is chosen properly this can greatly simplify the expres-
sions of the equations of motion. In literature related to quadcopters, there are several
reference frames that are common, and a choice between these are made depending on
the application.

The inertial frame is commonly used as a frame where Newtons second law can di-
rectly be applied. This means this frame does not rotate and does not linearly accelerate.
However, concepts like rotation and acceleration are relative in nature. That means, it
is not necessarily trivial with respect to what the frame can not rotate and accelerate.
For aviation, generally the inertial reference frame is chosen as a frame with its origin
in the center of the earth, and with its axes pointing in a fixed direction in space. This
way the effects of the rotation of the earth can be modelled accurately for aircraft that
translate over a significant portion of earths surface. Small scale UAV’s however do not
move fast and far enough to really make these effects significant. Therefore, for smaller
aircraft it is common to chose the inertial frame fixed to the rotating earth, so that the
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frame rotates with the earth. In literature on quadcopter control, this frame is generally
assumed to be the inertial frame where Newtons second law holds.

The second frame that is used extensively in literature is the body frame, as shown in
Figure 15.1 This frame is commonly used to describe the equations of motion of vehicles
in general, and is a frame which translates and rotates with the body of the quadcopter.
Usually the x-axis is chosen to point towards the front of the quadcopter and the y-axis
to the right. This choice of axis direction is common in aerospace engineering, since it
causes intuitive directions of positive rotations. A positive rotation around the y-axis
corresponds to nose up rotation, and a positive rotation around the z-axis causes a yaw
rotation to the right, which is consistent with increasing heading angle. Furthermore, it is
often preferred to let origin of the body frame coincide with the CG (center of gravity) of
the quadcopter because this removes the effect of mass offset on the equations of motion.
However, in practical application it is often difficult or impractical to determine the exact
position of the CG. Therefore, the origin of the body frame is often chosen at some other
convenient point on the quadcopter, such as the point where are the arm lengths to the
motors are equal.
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Figure 15.1: Body frame drawn on a Parrot Bebop quadcopter. (from [1], modified)

The body frame is a very common reference frame for the description of aircraft dy-
namics. The property that makes this frame so useful for aircraft, and a lot of other
vehicles, is that the behaviour of many forces that the aircraft is subjected to are not
related to the attitude of the aircraft itself. For example, the propulsion system is fixed
to the airplane and generates a force in a direction that is always the same with respect
to the aircraft. Expressing these thrust forces in a body frame is therefore a lot easier
compared to some other reference frames. Another example are the aerodynamic forces.
The magnitude and direction of these forces are generally not dependent on the attitude
of the aircraft, but rather on the direction of the incoming airflow with respect to the
airplane.

For a lot of models of quadcopter dynamics only the hover condition is considered.
Aerodynamic forces are therefore not relevant. As will be explained in more detail later in
this chapter, the only significant forces that work on the quadcopter are then the thrust
forces and gravity. Because the thrust force is now the only force that rotates with the
body of the quadcopter, the advantage of using a body frame becomes quite minimal
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for the translational equations of motion. Therefore, in some research the translational
equations of motion are expressed in the inertial frame rather than the body frame.

15.2 'Translational and rotational equations of mo-
tion

The quadcopter is an under actuated dynamical system where only four motor control
inputs can be used to control motion around three translation axes and three rotation
axes. Because the rotational and translational dynamics are intertwined, the quadcopter
still forms a controllable system. Below a mathematical description will be given of the
dynamics equations which will shed more light on the way the dynamics are coupled.

Let the vector r describe the position of a reference point on the quadcopter with
respect to the inertial frame. The final equations of motion will describe the motion of
this specific point. This reference point can be conveniently chosen, such as the point
where the moment arms of all the motors have the same magnitude. Let the vector x.,
describe the position of the CG of the quadcopter with respect to the reference point.
This vector is assumed to be constant in the body frame, meaning there is no movement
of the CG with respect to the quadcopter itself.

In scientific articles related to quadcopter control the translational equations of motion
are often expressed in the inertial frame. The velocity of the CG can be expressed as
function of the velocity of the reference point, v, the rotation rate of the body frame, €2,
and the position of the CG, x4, as is shown in Eq. 15.1.

d(r + xog) dr dr
ek A< 7 L il Y
a |, dr|, T ar|, T T
dr 15.1
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Here v, is the velocity of the CG with respect to the inertial frame. From this expression
for velocity, the acceleration can be derived as shown in Eq. 15.2.
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Substituting in the second law of Newton then gives Eq. 15.3, where F' denotes the
summation of all external forces except for gravity, which is denoted by g. The variable
m is the mass of the complete quadcopter.

Firg=m(o+Qxxy+Qx(Qxxy) (15.3)
1 )
@:E[F+g+mchn+9x(xchﬂ)] (15.4)
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If the CG is chosen as reference point, €., = 0 and Eq. 15.3 reduces to Eq. 15.5. This
is often done together with the assumption that the CG is located in the center of the
quadcopter.

b = %(F +g) (15.5)

The rotational acceleration can be derived using the Euler equation of rotation, as
shown in Eq. 15.6. Here M, is the sum of all moments around the reference point and
I, is the vehicles mass moment of inertia as shown in Eq. 15.7. It is assumed that the
quadcopter is symmetric in terms of mass in the xz-plane of the body frame, equating
some terms in the inertia matrix to zero.

Q=1I'(M,, —x,x F—QxI,Q) (15.6)
L=|0 I, o0 (15.7)
_[xz 0 Izz

If the reference point on the quadcopter does not coincide with the CG, the force F,
which works on the reference point, also contributes to M,, through the moment arm
T.g. Hence the ., X F term appears in Eq. 15.6. If the reference point does coincide
with the CG, ., = 0 and Eq. 15.6 reduces to Eq. 15.8, where M, is the sum of moments
around the CG.

Q=1I(M,—-QxILQ) (15.8)

The translational and rotational equations of motion can be combined into one vector
equation as shown in Eq. 15.9 and Eq. 15.10. The vector on the right in Eq. 15.9 contains
the forces and moments seen by the quadcopter. Note that the direction of F' and M,,
are dependent on 7, since all vectors are expressed in the inertial frame.

R v 0
] 1 } 1
vl m<g+mcg><ﬂ+ﬂx(azchﬂ)> n ~F (15.9)
Y R(n)S2 I
Q —I;71(Q x I,Q) I, (M — xeg X F)
1 singtanf cos¢tand
R(n)= |0  cos¢ —sin¢ (15.10)
0 % COAg

Again, Eq. 15.9 simplifies quite a bit when the reference point is taken to coincide
with the CG. It can be seen that the translational dynamics are dependent on the states
related to rotation, but not the other way around. This is not considering the moments
and forces, which could theoretically be modeled as being dependent on any combination
of states. Furthermore, in practice the rotational dynamics are much faster the transla-
tional dynamics. This means that based on the principle of time scale separation [47] the
rotational and translational dynamics are often treated and incorporated in a cascaded
manner.
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A more complex task is modeling the forces F' and moments M,,. These can be
decomposed into aerodynamic forces and moments on the fuselage, gyroscopic moments
due to the rotating propellers, propulsive forces and moments generated by the propellers
and finally, any additional external forces such as swing loads and interaction with solid
objects. How these can by modeled will be discussed in subsequent chapters, with the
exception of external forces since this is highly dependent on the application.

15.3 Forces and moments generated by the propellers

Propellers have been used to propel aircraft since the beginning of aviation. Therefore a
lot of research and mathematical modeling has been performed over the years to estimate
various characteristics of propeller designs. For fixed wing aircraft, preforming prelimi-
nary estimations of the propellers thrust, required power and other values is relatively
straight forward. This is because normally the air flows into the rotor disk plane at an
almost perpendicular angle. Furthermore the inflow velocity is positive. This allows for
some significant simplifications in the mathematical models.

Due to the long lasting popularity of helicopters, somewhat more extensive models
exist that allow the propeller to have a inflow component that is in plane with the rotor
disk. This is sometimes referred to as propeller edgewise flight, which is a typical mode of
operation for helicopters. The most well known and effective models are MT (momentum
theory) and BEM (blade element theory). Combining equations of both models result
in BEMT (blade element momentum theory). Since this is considered standard rotor
aerodynamic theory, there exist a large amount of literature on this topic [10, 11].

Some important relations of BEMT are discussed in subsection 15.3.1. A more com-
plicated mode of operation occurs when the rotor sees significant negative inflow. This
occurs for example when a helicopter or quadcopter descents rapidly. The rotor will en-
ter the VRS (vortex ring state), the TWS (turbulent wake state) and finally the WBS
(windmill brake state). This topic is discussed in subsection 15.3.2. Finally, in subsec-
tion 15.3.3 some of the propeller interaction effects are discussed that are specific for the
quadcopter configuration.

15.3.1 Isolated propeller operating in steady conditions

As mentioned before, when air is flowing perpendicular through rotor disk plane, relatively
accurate analytical models exist to describe the characteristics of the propeller, such as
the generated forces. Often times non dimensional parameters are used in calculations.
One of these parameters is the thrust coefficient, which is the thrust generated by the
propeller in non dimensional form. The expression for the thrust coefficient is shown in
Eq. 15.11, where p is the air density, A is the area of the rotor disk, w the rotational
speed of the rotor and R the rotor radius. It can be shown using the Buckingham Pi
theorem that C7 is a function of the propeller geometry, the Reynolds number, the Mach
number of the blade and the advance ratio(s). The advance ratio is a value proportional
to the distance travelled through the air by the propeller after a full revolution. It is
therefore a measure of the total airspeed or separate airspeed components with respect
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to the rotation speed of the propeller.

T

COr = pA(wR)?

(15.11)

Using BEMT, a set of equations can be derived that allows for calculating the total
thrust T and the induced velocity v;, as shown in Eq. 15.12 and Eq. 15.13. These equations
can be derived from equations given in Johnson [11]. This is also done by Powers at al
[48] although here the sign of one of the terms is switched for unclear reasons. The
induced velocity is the increase in speed perpendicular to the rotor disk that is given to
the air once it crosses the rotor disk. In these equations, V is the total airspeed, a the
blade section two-dimensional lift curve slope, b the amount of blades of the rotor, ¢ the
blade chord, @ is the blade pitch angle which is assumed to be constant over the span of
the blade, and « the angle of attack of the rotor disk. The equations have to be solved
simultaneously, which is not always possible analytically.

T = 2pAv; \/V2 + 2Vu; sin o + v? (15.12)
pabcw?R3 [0 V2*0cos’a  Vsina +v;

T = - — 15.13

2 3 + 2w? R? 2WR ( )

A large amount of literature on quadrotor dynamics assumes that the airspeed seen
by the propellers is zero [23, 1, 24, 25]. That is, V = 0. Substituting into Eq. 15.12
and Eq. 15.13 results in a linear system of equations with respect to 7" and v;. From
this it follows that the trust T is equal to a constant K times the rotor rotation speed
squared, as shown in Eq. 15.14. In a hover condition, this model has been shown to hold
up well during experiments [23, 26]. With larger speeds however, assuming the speed to
be nonzero can make a significant difference noticeable from speeds higher than 2ms™!
[48]. The airspeed V' does not necessarily have to be caused only by translation of the
quadcopter, but can also be due rotation of the quadcopter itself [27].

T=K-u? (15.14)

The path that is followed by the rotor tips describes a circle in steady state. The
plane through this circle is commonly referred to as the TPP (tip path plane). In hover
or vertical flight, this TPP is parallel to the SNP (shaft normal plane), which is always
perpendicular to the rotor axle. However, as soon as the rotor experiences an edge wise
velocity component, the TPP will tilt with respect to the SNP. This effect is commonly
referred to as blade flapping. As a result of this the thrust vector will tilt as well. This
results in a drag force. This drag force is supplemented by the rotor drag force itself.
The equation for this latter drag force is similar to Eq. 15.13 [11]. The combination of
the thrust vector tilt and rotor drag force results in the total generated drag. The rotor
side force in y-direction can be calculated in the exact same way.

The rotor drag force and side force are generally really small with respect to the
generated thrust. Side forces have been found to be negligible for quadcopters during
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experiments [6]. Besides this, for quadcopter configurations the side forces are largely
cancelled out due to the counter rotating propeller pairs. Drag and side forces are also
less relevant for quadcopters than they are for helicopters. This is because the CG of
quadcopters is often very close to the rotor plane. This is not the case for helicopters,
where these forces can generate significant pitch and roll moments.

Blade flapping was studied and implemented in a controller for a drone with lower CG
than the rotor plane, and relatively large and flexible rotors enhancing the flapping effect
[49]. A TPP angle is found of 5° at a speed of 10ms™. In the same research project a
thrust model is included taking into account the thrust variation due to a change in angle
of attack. A hard braking manoeuvre is performed showing significant improvements in
altitude control of the quadcopter. Unfortunately, it is not further discussed how much
of this improvement is due to the blade flapping model and how much due to the angle
of attack model, where it has been shown that this last effect has significant influence
[50]. Due to the fact that quadcopter rotor blades are directly mounted to the rotor hub
without hinges or flexible structural connections, blade flapping is not often included in
control models.

Besides a set of forces, there is also a moment generated by an isolated propeller. This
moment can be decomposed into a pitch moment, a roll moment an yaw moment. The
yaw moment can be explained as the torque required to overcome the drag and MMOI
of the rotor, and is explained in more detail in subsection 15.3.4.

Pitch and roll moments are generated by the rotor due to the following effects. Firstly,
in edgewise flight with higher airspeed, the thrust distribution shifts towards the part of
the rotor where the blades advance into the wind, since the airspeed seen by the blades is
highest here. Secondly, the propeller operates in its own down wash, making the back of
the rotor generate less lift compared to the front [8]. Lastly, if the rotor head or flexibility
of the rotor blades allow for a significant coning angle, the rear blades will see a lower
angle of attack compared to the front, again shifting lift to the front of the rotor. It
should be noted that modeling lift distribution on small scale propellers is still an active
field of research [51]. When infinitely stiff blades are assumed with no flapping hinges,
the lift distribution on a quadcopter rotor is estimated as shown in Figure 15.2.
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Figure 15.2: (from [8])

The combination of the gyroscopic effect and the ability of the blades to move with
respect to the rotor head causes a shift of the lift distribution that was shown in Fig-
ure 15.2. For most helicopters, the blades are attached to the rotor hub using a set of
hinges. In this case the shift in lift is caused by a tilt of the TPP. The downward tilt
of the TPP happens 90° later than the point of highest lift. For example, if the maxi-
mum lift is located at the front of the rotor, the TPP will tilt downwards towards the
left. This tilt redistributes the lift over the rotor, since TPP tilt influences the angle
of attack of the blades at various stages in a rotational cycle. This redistribution of
lift causes the average point of lift shift to the center of the rotor again, allowing the
fuselage to experience very little moment. Together with greatly reduced stress on the
blades, this is one of the main reasons fully articulated rotor heads are used in helicopters.

For quadcopters the situation is different due to the very rigid connection between
the blades and the rotor hub. Instead of tilting the TPP, the original lift distribution is
directly passed on the quadcopter body. In a way the rotor has very little freedom to
balance its own lift distribution. Now, the advancing blades generate more lift causing
a roll moment to the opposite side. Furthermore, due to the down wash effect, the
extra lift in the front of the rotor causes a pitch up moment. These two moments are
again reflected in Figure 15.2, and can indeed be observed in experiments [39]. Due to
the general rigidity of the propellers of quadcopters there is a negligible coning angle,
removing the associated pitch up moment.

15.3.2 Isolated propeller operating in the vortex ring state and
beyond

When a rotorcraft descents vertically in a normal orientation, the advance ratio of the
propeller becomes negative. That is, the airflow outside the rotor craft is in the opposite
direction of the downwash generated by the propeller itself. As the advance ratio becomes
more negative, the airflow in the center of the rotor will start to move up through the
rotor, since the blades move slowest here. A vortex will emerge at the boundary of the air
moving up and down in the plane of the rotor. Decreasing the advance ratio even more
increases the size of this vortex, which now influences a larger part of the rotor. Also a
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large tip vortex emerges. This state is referred to as the VRS, as shown in Figure 15.3.
Since the airflow in the rotor is now highly turbulent and a lot of energy is lost in the
additional vortex, there will be a loss of thrust and significant increase in vibration and
thrust fluctuation.
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Figure 15.3: Schematic representation of ascent, hover, VRS, TWS and WBS.

Decreasing the advance ratio even more, a new state can be identified. In this state
the majority of the airflow is upwards through the rotor, making the rotor behave more
as a bluff body. This state is referred to as the TWS, and is the state covering the
situation where the induced power is equal to the power extracted from the air stream.
This situation is often tempted to be reached during helicopter autorotation which can
be applied in emergency scenarios where there is a loss of power. A rotor in the TWS
behaves somewhat similar to a flat disk generating a turbulent wake above it. Although
the net flow through the rotor is almost zero, locally there is still quite some recirculation
in the rotor disk, accompanied by turbulent airflow. However, because the vortices to not
remain at the location of the rotor disk but are rather dissipated above the rotor, this
state is characterised by a lot less thrust fluctuation and more control authority compared
to the VRS. Furthermore, for the VRS and TWS, BEMT does not hold, making these
states more difficult to model.

Finally there is the WBS. In this state there is clear upflow through the rotor, but
the airflow is slowed down, generating a lifting force on the rotor. The power extracted
from the air stream is more than the induced power, making the rotor function like a
windmill. The boundary between the TWS and WBS is usually quite sharp, in contrast
to the boundaries between the other rotor operating states.

The above mentioned rotor states originate for a majority from studies on helicopters,
which typically control the pitch of the blades to control thrust. Quadcopters on the other
hand make use of fixed pitch propellers and control thrust by varying rotor rpm. That
means that some of these states function differently or are unreachable. For example,
the autorotation can not be performed with quadcopters, and the more extreme WBS
can not be reached [12]. Somewhere in the regions where the TWS and WBS occur for
helicopters, other effects will likely become apparent such as blade stalling.
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Figure 15.4: Thrust for negative advance ratios measured experiments. (from [52])

Unfortunately, small propellers with fixed pitch operating under large negative ad-
vance ratios is not extensively researched. Some experiments have been performed [52]
on rotors of 25cm in diameter with speeds up to 13ms~!, of which some results are
shown in Figure 15.4. It is found that for all tested propellers Cr decreases initially
as the descent speed is increased. At higher speeds Cr increases again. The higher the
pitch, the lower the advance ratio at which the minimum of C'r occurs, and the higher the
value of the minimum C7. Also the minimum is flatter, and thrust fluctuations are higher.
Note that most racing drones have propellers that are twice as small in terms of diameter.

In helicopter flight it is common to avoid the VRS due to its unsteady and chaotic
nature. For quadcopters this strategy is usually adopted, where for example drone racing
manoeuvres are adjusted to avoid the VRS. Research has been performed in the past few
years focusing on guidance and control algorithms that optimizes trajectories that stay
out of the VRS [12, 13]. This is done by using models predicting in which flight states
the VRS can occur [14].

15.3.3 Rotor Interaction

In previous sections a rotor is discussed that is isolated. In quadcopters there are four
propellers operating in close vicinity to each other. Therefore it is not surprising that in
general, each rotor influences the forces and moments generated by the other propellers.
Modeling this interference is still an active field of research.

It has been observed that during hover, the interference between the propellers is

small [6]. Significant interference starts to develop once one of the propellers operate
partly in the wake of another propeller. This is the case when the quadcopter is flying
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forward with a relatively low fuselage pitch angle. In this situation the rear propellers
operate in the wake of the front propellers.

To understand this interaction effect better, the wake of a small scale propeller has
been analysed in edgewise flight using CFD [8], as shown in Figure 15.5. It can be seen
that the wake is not symmetrical, and is more pronounced at the side of the propeller
with the advancing blade. This makes sense, since for a constant pitch propeller with no
flapping and lead/lag hinges, the generated lift is highest for the advancing blade. On
the side with the advancing blade, the roll up vortex is larger, and is deflected downwards
with a higher angle compared to the retreating blade side. As a result of this, the wake
in its entirety slightly deflects towards the side of the advancing blade.

(a) Side view (b) Rear view

Figure 15.5: CFD simulation of the wake of a propeller in edgewise flight (from [8],
modified).

In edgewise flight, the front propellers see a relatively clean airflow. That means
that the front propellers behave relatively similar to propellers in isolation as discussed
in subsection 15.3.1. This is visualised in Figure 15.6, indicating the difference in lift
distribution of propellers in quadcopter configuration compared to an isolated rotor. The
rear propellers on the other hand are partly exposed to the wake of the front propellers.
Especially the front of the rear rotors see quite some downwash, since this area is posi-
tioned closest to the front rotor wake. More rearward, the front rotor wake has moved
down enough to significantly decrease its influence on the thrust of the rear rotor. The
degradation of thrust is therefore prominent in the front of the rear rotor.
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Figure 15.6: CFD calculated difference in lift distribution compared to the four rotors in
isolation in forward flight, breaststroke configuration. (from [8], modified).

It was mentioned that the wake of a propeller moves slightly sideways due to difference
in advancing and retreating blades. Therefore, the outside edge of the the rear propellers
are positioned just outside of the wake by a small amount. In fact, this small portion of
the rear rotor sees an upwash, which is typically found just outside the propeller wash.
This upwash effect can be seen as the small red area on the side of the rear propellers in
Figure 15.6. Now, it is not a stretch to imagine that a slight yaw angle would move one
prop into more downwash, and the other rear prop into less downwash. This would result
in a roll moment. Unfortunately no research was found confirming this line of thought.

The downwash seen by the rear propellers causes a reduction of thrust for the rear
propeller. Research focusing on horizontal straight flight found that for airspeeds of
around 10ms™' to 15ms™! the interaction effect becomes significant [6]. Note that this
is partly due to the fact that a particular flight speed corresponds to a certain angle of
attack to overcome the drag of the quadcopter. It could be that a quadcopter with very
aerodynamic bodywork can fly at a lower angle of attack, changing the flight speed at
which maximum interference happens. Thrust of the rear motors is impacted for speeds
up to 11ms~! [6]. Rotor torque on the other hand does not change significantly, which
means more power is required by the rear propellers. This makes sense since a propeller
operating in a downwash requires more power to generate the same amount of thrust.

15.3.4 Gyroscopic rotor effects

The equations of motion from Eq. 15.9 hold for a rigid body. However, because the pro-
pellers rotate with quite a significant speed with respect to the airframe, strictly speaking,
the total quadcopter can not be regarded as a rigid body. It can be shown that the rotat-
ing propellers do not change the equations of motion when it comes to translation of the
quadcopter. The rotation of the propellers does however introduce an additional moment
in the rotational part of the equations of motion. This is due to the gyroscopic effect and
a reaction torque caused by each individual propeller.
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The moments exerted by a propeller on the airframe due to rotation of the propeller
itself can be derived by using the Euler equation of rotation, as shown in Eq. 15.15. Here
M is the moment exerted by the airframe on the propeller expressed in the body frame,
and —M is thus the moment exerted on the airframe by the propeller. The vector €2,
is the rotation speed of the propeller with respect to the inertial frame, expressed in the
body frame. The matrix I, is the mass moment of inertia of a propeller in the body frame
as shown in Eq. 15.16. A three bladed propeller has the property that I,, = I, = I, =0
and I, = I,,. Note that it is assumed that the propeller has no mass distribution in the
z-direction.

M=1Q+Q, x1Q, (15.15)
Ia:a: _[xy _[xz ICC:E O 0

L= |-1, I, —I.|l=1]0 1, 0 (15.16)
_Ixz _Iyz Izz 0 O Izz

]m:/yz—l—z2dm ]yy:/x2+z2dm [Zzz/x2+y2dm

I, :/:Cydm — /:Uzdm I,. = /yzdm

The rotation of the propeller in the inertial frame is equal to the sum of the rotation
of the quadcopter €2,, and the rotation of the propeller with respect to the quadcopter
.., as shown in Eq. 15.17. Substituting this sum into Eq. 15.15 results in Eq. 15.18.

Q= Q, +Q,, (15.17)

M = IT'<Q’U + Qrv) + (Qv + Qrv) X [7'<Q’U + Qrv)
= ]er + ]rQrv + [Qv X Ier] + [Qv X ]rQrv} + [Qrv X ITQU] + [Qrv X Irﬂrv]

0 L.p p L.p p 0 0 Loap
= | 0 |+ |Lyq| + |aq| X [Lyq| + g x| O | + (0] x |Iyq
I,w L7 T IL,,r T I,w w IL.r
0 0
+ 0] x 0
w I,.w
[ [xa:p ] _]zzqr - Iyyqr qlzzw _Iyqu
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|L(F4+@)| | Lyprg — Leapq 0 0
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(15.18)

The result of Eq. 15.18 is the specific result for three bladed propellers. The first
vector in this equation accounts for the reaction torque of the propeller. Usually, only
the last entry of this vector takes on significant values because generally w > 7. The

135



second vector accounts for the gyroscopic effect. Considering a single propeller, a steady
pitch rate of the airframe gives rise to a steady roll moment and vice verse. In case all
propellers rotate at the same rotation rate, this gyroscopic effect is cancelled out due to
their opposite rotation directions.

For two bladed propellers, I,,(t) # I,,(t). Both variables vary according to a sine
function where the lowest value is equal to zero. The amplitude of both is the same and
equal to some positive value. Furthermore, I,, is also a sine function oscillating around
zero. All three values have a frequency of twice the rotation speed, but have different
phases. The I, value is shifted with 45° with respect to I,,, and I, with 90° with
respect to I,,. This oscillation behaviour of two bladed propellers at aggressive maneu-
vering could be one of the reasons racing drones often use three bladed propellers.

Smeur et al. [1] describes a similar derivation of the gyroscopic effects. However,
the initial Euler equation that is used is different than the standard Euler equation.
Unfortunately it is unclear how this variation is obtained. Its stated that the values of
Iy, 1, and I, are not constant (and thus non zero), but disappear from the equation due
to the propellers not having a rotational component in the body x-axis and y-axis. This
statement is inaccurate since the Bebob drone has three bladed propellers which means
the 1,4, I,, terms are in fact constant, and /,, = 0. Furthermore, in the gyroscopic effect
terms the factors (1., —I,,,) and (I,, — I.,) are simply replaced with just I,,. The validity
of this is questionable since I, I, and I, of a three bladed propeller are generally of
the same order of magnitude.

15.4 Forces and moments generated by the fuselage

Compared to forces generated by the propellers, forces and moments generated by the
airframe is somewhat more predictable. The actual forces and moments obviously depend
on the shape of the airframe. As usual, the force can be split up into a drag force, lift
force and lateral force. The moment working on the airframe can be divided by a pitch
moment, roll moment and a yaw moment. The aerodynamic model of the airframe in
isolation is in general difficult to derive, and can only really be obtained by measuring
forces in either a wind tunnel or using CFD and varying the velocity vector.

The difficult part in estimating forces on the airframe is that the airflow around the
airframe is heavily influenced by the spinning propellers. To include this interference ef-
fect, the effect of the propellers on the airflow needs to be included. It is not an option to
test the complete airframe propeller combination since this would also include the forces
generated by the propeller. One solution is using CFD, where it is possible to separate
the forces generated by the airframe and propellers. Another theoretical option would be
setting up the airframe and propellers in a wind tunnel in the normal configuration, while
not physically connecting the airframe and propellers. This would allow for including the
airflow as a result of the propellers, but only measuring the forces on the airframe. This
would however be a tedious test setup to create.

In terms of modeling the complete quadcopter one could argue it is strictly not nec-
essary to find the additional forces on the airframe as a result of the presence of the
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propellers. It is also possible to just find the combination of the force due to the airframe
and propellers, rather than trying to find their separate contributions. This essentially
results in a grey box model that has shown to significantly improve the aerodynamic
model of quadcopters in forward flight [53, 54]. The big downside of this method is of
course that the amount of possible dependent variables has increased significantly. Now
in addition to just the velocity vector, the aerodynamics are dependent on the rotational
speeds of the four propellers. For experiments that make use of wind tunnel testing, this
is often ’solved’ by only considering horizontal straight symmetrical flight, allowing to
only set the flight speed as the dependent variable.

That being said, CFD analyses shows that for a representative quadcopter in hori-
zontal straight symmetrical flight [6], the additional drag force on the fuselage due to the
propeller induced airflow is negligible. The same holds for the pitch moment. Lift on the
other hand is influenced by the propellers. For most airframes it is can be assumed that
a negative angle of attack causes a negative lift force. However, where the rear propellers
operated in the downwash of the front propellers, the fuselage is located in the updraft of
the vortices generated by the front propellers. Therefore there is an additional positive
lift force on the fuselage that increases with increasing front propeller rotation speed,
to the point where the lift can be positive at negative angles of attack. This study was
performed on a bearhug configuration, as shown in Figure 15.7. It would be interesting
to see how this last effect changes on a quadcopter with breaststroke configuration.

Figure 15.7: CFD analysis showing the rollup vortices prominent at the location of the
advancing blades. (from [6])
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Chapter 16

Advanced quadcopter control

As has become clear from chapter 15, the complete dynamic model of a quadrotor is
highly nonlinear and modeling forces generated by the fuselage and propellers is still an
active field of research. Around 2002 the first control algorithms were applied to quad-
copters [55, 56]. Up to 2009, linear control techniques such as PID, LQR and H, where
found to effectively stabilise the quadcopter in conditions close to hover [29]. Between
2009 and 2013 the most amount of research has been performed on the topic of quad-
copter control, including many nonlinear control strategies [31].

Due to the requirements of high speed maneuverable flight and fault tolerant be-
haviour, advanced control of quadcopters is still a field of research that is very much
alive today. Due to the rapidly growing amount of applications of quadrotors, there is an
increased need for quadcopters to safely perform high-speed trajectories in cluttered en-
vironments [57]. This often means that the assumptions that are made for linear control
methods do not hold anymore, giving rise to the need for nonlinear controllers. When it
comes to safety and reliability, FTC (fault tolerant control) allows for partly negating one
of the big downsides of the quadcopter drone, which are its very exposed and vulnerable
propellers. The FAA has recently announced new regulations describing the obligation
for drones that fly over cities to be able to land with a rotor failure [58], highlighting the
relevance of robust and adaptive control strategies.

The majority of the quadcopter control techniques make use of the so called time
scale separation principle [59]. Here it is assumed that the attitude control is much faster
than the position control allowing to cascade two controllers that control these two set
of states independently. This is often referred to as the outer and inner loop, referring to
the position control loop and the attitude control loop. At an even higher level there can
be path planner [31], which is more in the realm of guidance rather than control. The
position control can then be either implemented as an altitude hold mode, as a tracking
algorithm using for example differential flatness [25] , or using a target position.

This chapter discusses some of the relevant control strategies when it comes to quadro-
tor control. First, in section 16.1, the important distinction will be made between adaptive
and robust control philosophies. Then, in section 16.2, some of the most applied nonlinear
control techniques are discussed. In section 16.3 the use of quaternions is treated both
conceptually and how it can be applied directly to make an attitude controller. Finally,
section 16.4 discusses the topic of FTC.
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16.1 Robust and adaptive control

Many systems in the real world are nonlinear and stochastic in nature which makes linear
control systems often only suitable for a specific range of system states. In subsequent
sections, a selection of nonlinear controllers will be discussed. Nonlinear control is gen-
erally more complicated than linear control, but brings the great advantage of allowing
optimal performance over a greater range of the nonlinear system. Unfortunately, when
these controller are implemented and applied to a real world system, it is often found
that the controlled system still does not perform optimal as described by its mathematics.
There are many reasons why this could be the case, but there are at least two that are
theoretically impossible to completely avoid in practice. These are model uncertainties
and changing system dynamics.

Model uncertainties refer to the fact that it is rarely possible to describe a real life
system with a hundred percent accuracy. This can be due to inability to capture the
enormous complexity of real life systems, but also due to sensor noise and biases, com-
putational errors and more. Also, in engineering applications a system is generally not
modelled with the goal of achieving the highest possible accuracy due to other limitations,
such as computational power necessary to simulate the model, time and effort required to
obtain the model, and the general usability of the model. For control applications, where
certain characteristics of the model are required, the model is kept even less complicated.
That means that there is often significant mismatch in the mathematical control model
and the real life system.

Besides this, the dynamics of a real life system often change as the system is being
controlled. When looking at quadcopter control, there are numerous parameters that can
change during flight, or in between flights. These changes can be related to drone itself,
or due to its surroundings. Internal changes could be for example changes in the CG
due to shifting batteries, a change in mass due to a payload being dropped, a damaged
propeller and so on. External changes could be for example wind speed, air density or
the ground effect. As these effects change the system dynamics, the applied controller
will not perform the same compared to the original system.

The two system altering effects mentioned above can be dealt with using two very dif-
ferent control philosophies, namely robust control and adaptive control. Robust control
focuses, as the name suggest, on designing a controller that is better able to deal with a
changing system, without changing the control laws during operation. That means that
when the system dynamics are different than modelled, or the dynamics change during
operation, the robust controller will still be able to control the system according to certain
requirements. This is contrary to adaptive control, which is based on the idea of chang-
ing the control laws during operation. The controller then adapts to the current situation.

A disadvantage of robust control is that the robustness is often based on the idea
of conservatism. A robust controller can be made by tuning the controller in such a
way that the system can change characteristics, but still remains stable. The issue is
that generally maneuverability goes hand in hand with a low amount of stability, and
vice verse. Therefore, to keep far away from an unstable system, the robust controller
generally suffers in maneuverability. This illustrates that there is always the trade off
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between robustness and performance. On the other hand, a big advantage is the relative
simplicity of robust control, since model mismatch is not specifically dealt with in the
controller. Furthermore, the speed at which the dynamics change does not impact the
robustness, which makes robust control an effective solution for sudden, unpredictable
and unmodelled changes to the system.

Adaptive control does not have to make the trade off between performance and robust-
ness against model mismatch, which allows for high performance while being subjected to
changes in system dynamics. Adaptive control involves monitoring output of the system
and adapting the control law accordingly. Because the control system needs time to iden-
tify changing system dynamics, adaptive control is generally not suited for systems that
change very rapidly. There are two control structures that fall under the name adaptive
control, namely MRAC (model reference adaptive control), and the so called self tuning
method [60].

The MRAC method is schematically depicted in Figure 16.1. As the name suggest, a
reference model is used that describes the ideal dynamics. In the ideal case the complete
system behaves the same as this model. The reference model is compared to the output
of the controlled system. The error between these two signals says something about how
well the controlled system matches the reference model. An adaptation law is used to
tune the controller based on this error in such a way that the error is reduced as time
goes on. The controller is often of a fixed structure and linear in the parameters, where
the parameters can be tuned by the adaptation law. Using Lyapunov techniques it can
be guarantied that the complete control system is stable and the controller converges in
a way that the controlled system converges to the reference model.
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Figure 16.1: Model reference adaptive control scheme. (from [60], modified)

The self tuning method does not use a reference model, but has a separate stage where
a model of the plant is estimated to a certain extend, as is shown in Figure 16.2. This can
effectively be seen as online system identification. The structure of this model is often of
fixed structure and linear in the parameters. These parameters are can for example be
estimated in real time with least squares techniques. Any type of controller can then be
designed that is not only dependent on the system states, but also on the estimated model
parameters. The type of controller that can be used ranges from a simple proportional
controller to a more advanced nonlinear controller including feedback linearization, as is
discussed in later sections.
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Figure 16.2: Self tuning control scheme. (from [60], modified)

It should be noted that robust control and adaptive control do not offset each other in
any way. Although they can be seen as two different approaches to make a control system
deal with model uncertainties better, they can in fact both be applied to the same system.
For example, a self tuning control structure can be made where a controller is used that is
tuned conservatively to be more robust. In a scenario where estimated system parameters
can deviate significantly from their actual values, this might be valid solution.

16.2 Nonlinear quadcopter control

This chapter discusses some of the most common nonlinear control techniques that are
applied to quadcopter flight. In the last decade the most research has been done in
the areas of SMC (sliding mode control), backstepping and PID control [31]. The first
two are discussed in subsection 16.2.5 and subsection 16.2.4, respectively. Both these
methods find their roots in Lyapunov functions, which is the reason these functions are
discussed in subsection 16.2.3. To draw some connections to the widely applied linear
control strategies, in subsection 16.2.1 gain scheduling is discussed together with LPV
(linear parameter varying) control, since these two are closely related.

16.2.1 Gain Scheduling and Linear Parameter Varying control

One of the big disadvantages of nonlinear control systems is that the control methods are
complicated with respect to linear control techniques. For nonlinear systems with non-
linear controllers there is generally only a small amount of tools available for synthesising
the controller in a systematic way and analysing the behaviour of resulting controlled
system. The opposite is true for linear systems and linear control techniques.

Because of the versatility of linear systems and linear control techniques, linearizing
the system around a specific operation point is a popular solution to the control of non-
linear systems. Depending on the amount of nonlinearity, the resulting linear controller
is often only effective for a small operating range of the system, namely around the states
where the system was linearized. To get around this problem, a rather intuitive solution
is to linearise the system around multiple operating points, and design a linear controller
with the same structure for each of the operating points. Each operating point will yield
different controller gains. Scheduling the gains of the controller based on the operating
points of the system then results in a controller with linear structure that is applicable
to a wide range of the nonlinear model. This method is referred to as gain scheduling,
which was already being developed in the 1960s [61].
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Gain scheduling can be applied to systems that can be expressed as shown in Eq. 16.1,
where 0 is an endogenous parameter, referring to its dependence on the system state [62].
Syntheses of the gain scheduling controller consist of taking a finite amount states as to
cover the system where the controller should be effective, and finding controller gains for
each of the corresponding 0 vectors. Depending on the amount of states 8 is dependent
on, the amount of operating points can increase rapidly, highlighting one of the downsides
of gain scheduling.

= A0(x))x + B(O(x))u

y=C(6(x))x + D(O(x))u

The result is a set of state vectors and corresponding controller gains. It is not trivial
how these gains should be interpolated between points of linearization. This goes hand
in hand with the fact that even when stability is guarantied for the operating points used

for designing the controller gains, performance is not guarantied between these operating
points.

(16.1)

Gain scheduling in its pure from is not extensively applied to quadrotors [31]. Sah et
al. [63] used gain scheduling to account for the nonlinearities in the kinetic equations and
account for values such as mass, MMOI, yaw angle and some other constants. Research
on gain scheduling applied to drones for effective control at higher flight speeds in not
abundant.

A special case of the system described in Eq. 16.1 is the so called linear parameter
varying or LPV system. This type of system similar, with the exception that the parame-
ter @ is exogenous, i.e not dependent on the state, as shown in Eq. 16.2 [62]. LPV systems
where first introduced as a specific kind of system in 1988 [64]. There are multiple ways
to design controllers for this type of system, for example the scaled small gain approach,
parameter depend Lyapunov functions and linear matrix inequalities (LMI).

x=A0(t)x+ B(O(t))u

y=C(0()x+ D(6(t))u

The parameter vector @ needs to observable, in a sense that its values can be derived

from the current and past sensor values. For example, the speed, attitude angles and

total thrust can be used as parameters [65], which states follow directly from the state

estimation already present in the quadcopter. Note that although these parameters are

technically states, they are not states that are used by the inner loop control. Since LPV
control is applied to the inner loop only, the parameters are exogenous.

(16.2)

To give some additional examples, Pham et al. [66] uses the MMOI’s, the pitch angle
and yaw angle as parameters, and LMI is used to design the controller. Ameho et al. [67]
assumes a linear system defined by state derivative coefficients, for example M, being
the rate at which pitch moment changes with forward speed in the inertial frame. Three
of these parameters are estimated using an online system identification method based on
RLS, making this classic example of adaptive control as discussed in section 16.1. The
controller is designed using the H,., algorithm. Finally, Stephan et al. [68] focuses on
a complete motor failure causing the quadcopter to spin, which is further discussed in
section 16.4. Here the yaw rate is used as parameter and the controller uses state feedback
where the gains are set using a method based on LMI.
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16.2.2 Feedback linearization

NDI (nonlinear dynamic inversion), which is sometimes referred to as feedback lineariza-
tion, is a method to linearize either the input-output, or the input-state relation of a
nonlinear system [60, 69]. This is done by applying a feedback law to the system result-
ing in a linear system. When the system is linearized, a large amount of techniques can
be applied to obtain a stable system with preferred behaviour. Note that linearization in
this section refers to linearization by means of feedback and is thus very different from
Jacobian linearization as treated in subsection 16.2.1.

& = f(z)+g(x)u
y = h(x)
Although NDI can be applied to a significant subclass of systems of the form = =
f(x,u), consider the nonlinear system that is affine in control as shown in Eq. 16.3. Here
a SISO system is presented, but a similar procedure is applicable to MIMO systems.
To find a control law that linearizes the system, it is necessary to make a coordinate
transformation of the states that results in a system description that is in controller
form. This way the linearizing feedback control law becomes straightforward to derive.
In other words, a transformation z = T'(x) has to be found that puts the new system
in controller form. One way to do this is to take the derivatives of the output y as the
new states z. For a fully observable system, that is, there are no internal dynamics, this
results in a canonical form. To illustrate, the first derivative of y is shown in Eq. 16.4.

(16.3)

i= == T (p(a) + glep) = G @)+ S g

= L¢h(x) + Lyh(x) u

In Eq. 16.4, Lyh(x) is the Lie derivative of the function h(x) with respect to the
function f(x). Usage of the Lie derivative makes notation of the derivation of feedback
more compact and clear. If the system is of order n, it can be shown that up until
the (n — 1)’th derivative of y, the term L,h(x) = 0, given that the relative degree
r = n. That means that u only appears in the equation for the n’th derivative of y. For
example, if n = 3 then the derivatives of y can be written as shown in Eq. 16.5, where

y = Lgh(z)
i = Lih(x) (16.5)
y"™ = Lih(z) + LyL} ' h(z)u

The derivatives of y can be taken as new states, resulting in the transformation
shown in Eq. 16.6, where z is the new state vector. This transformation results in
a new state space system as shown in Eq. 16.7. This immediately reveals an almost
linear system, except for the last row of the system containing the control input u. To
linearize the system completely, a virtual control input v is introduced which is set equal
to v = L}h(x) + LgL’}’lh(zc)u = b(x) + a(x)u, resulting in the system as shown in the
most right hand term of Eq. 16.7. The virtual input v is thus equal to one of the states
and the resulting system is linear. The control input of the actual system can thus be
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written as u = a~(x)v — b(x). The resulting feedback diagram is shown in Figure 16.3.

21 Y h(x)
2= |7 = y - Lf}f(w) — T(x) (16.6)
z'n y(") L;ﬁ_lih(a:)
Z1 29 29 Z2
— = 2:2 = 2:3 = Z;3 - Z:3 (16.7)
z:n L3h(z) + L;,L?_lh(a:)u b(x) + a(x)u v

Unfortunately, it is not true in general that for an n’th order system that the output
variable will only appear in the n’th derivative of y. It is also possible that the input
already appears in a lower derivative of y. This means the relative degree r is lower than
the order of the system n. When this is the case, there are so called internal dynamics
that are not captured in the resulting input-output relation. These internal dynamics
are problematic if they are unstable. However, when looking at how NDI is applied to
control of a quadcopter with no motor failures, this is generally not the case.

R

Y

a1(x) > x =f(x) + g(x)u y=h(x) —>

b(x) |

Figure 16.3: SISO NDI control schematic.

Although NDI is mathematically a very elegant solution, in practice there are some
significant downsides of using this method. One of these downsides are so called singular-
ity points, which is when the states have taken on such values that the a(x) has a value
of zero, or in the MIMO case when the a(x) is a matrix without full rank, meaning that
calculating the inverse is not possible. Another downside is the need for knowing the
complete nonlinear system description of the system. If there is a mismatch between the
system description as used in the NDI controller and the actual underlying system, the
system will not be completely linearized. However, when it comes to quadcopter control
it has been shown that, depending on the implementation, NDI still provides a certain
level of robustness. For example, a variation in the parameter values of MMOI, mass,
and drag coefficients of up to 30 % still does not result in critical stability loss [70].

In the late 1990s, an incremental based NDI method was proposed [71], abbreviated as
INDI. The thought behind this method is that instead of calculating the current forces and
accelerations on the system, the accelerations are directly measured by sensors. Consider
the nonlinear system description of a nonlinear system in Eq. 16.8. This equation can be
linearized around the current time point using the Taylor series expansion and neglecting
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higher order terms, as shown in Eq. 16.9 and Eq. 16.10. When the sample rate is large
relative to the speed of the system dynamics, according to the time scale separation
principle [59], it can be assumed that the changes in the states Az are much smaller than
the changes in control input Awu. This allows for removing the F(xg,ug) term from the
equation, resulting in Eq. 16.11. Rewriting and making the target state derivative x
equal to the virtual control input results in Eq. 16.12.

z=f(x,u) (16.8)

_ 0 f (®, u) 0 f (@, u)
= f(xo, uo) + T Az + su |, . Au (16.9)
= @y + F (2o, wg) - Az + G(x0, up) - Au (16.10)
~ o+ G(xo, wp) - Au (16.11)
Au = G (g, up) (v — ) (16.12)

When it comes to quadcopter control, INDI is often applied to the angular rate part
of the system equations [40, 25, 72, 73, 1, 23]. One of the reasons for this is that from
Eq. 16.12 it becomes clear that the amount of controlled states, which is captured by
the virtual input v, should in general be equal to the amount of actual control inputs
denoted by Aw [74]. This results in a G(x, uy) matrix that is square and in general in-
vertible. INDI thus works well when virtual control inputs are the angular rates and the
total amount of thrust, and the actual control inputs are the inputs to the four propellers.

Tal et al. [25] recently showed the promising performance of INDI applied to the rate
control of the quadcopter and a differential flatness based technique combined with a PD
controller to perform a tracking task. Noteworthy is that there was a need for optical
encoders on the four motors to get accurate information about the rotational speed of
the motors. Without this the rotational speed has to be estimated based solely on the
control input, which can be problematic. Luckily, a selection of flight controllers such as
BetaFlight and PX4 have since recently included a protocol named bidirectional D-shot,
which allows for getting real time feedback on the current motor speeds based from the

ESC.

Smeur et al. has applied INDI to a Parrot Bebop and shown its performance during
flight in a wind tunnel. Initially the INDI is applied to the angular rate control [1]. The
characteristic issue of INDI is highlighted, which is the necessity to measure the angular
acceleration. This measurement is not directly available from any sensor, and thus has to
be obtained by differentiating the angular rates measured by the gyroscope. This however
results in a noisy signal. To get around this a second order low pass filter is used on the
signal. Unfortunately this results in a delay in the measured angular acceleration which
interferes with the linearization. To get around this another low pass filter is added to
the control output, negating the previously introduced time delay.

The attitude loop is initially controlled using a simple PD controller. In later research
[23] the attitude is included using quaternions and a quaternion based controller [75] is
used for attitude control. INDI is now also applied to the linear accelerations. Flight
tests are performed outside with promising results, where a high end GPS sensor is used
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to get more accurate position updates. Special attention is given to the fact that the
thrust to rpm relation is linear. Since this is a rather crude approximation of the actual
relation, including a more accurate relation is advised for further research.

16.2.3 Lyapunov functions

Lyapunov’s second method, or direct method, was introduced by Alexandr Mikhailovich
Lyapunov in 1892 in his work 'The General Problem of Motion Stability’ [76]. The
method is a way to say something about the stability of an autonomous nonlinear system.
A fist order differential equation is called ’autonomous’ if the independent variable does
not appear explicitly. If the independent variable is time, this is referred to as a time
invariant system. Lyapunov stability is thus applicable to systems as shown in Eq. 16.13.
The power of the Lyapunov stability analysis is that it gives information about the system
stability without having to find the solution of the governing differential equations.

& = F(x) (16.13)

To say something about the stability of a dynamic system [60], a Lyapunov function
V() has to be created that is dependent on the states of the system only. This function
thus returns a specific value for each state. This function has to be continuous and have
continuous partial derivatives, and it should be positive definite (V' (0) = 0, V(x) > 0).
If such a function is available and dV/dt = V is negative definite (V(0) = 0, V() < 0)
on some domain D including the state origin & = 0, then the origin is an asymptotically
stable critical point. That means, any state that starts on D will end up in the origin as
t — o0.

Finding a suitable Lyapunov function for a given system is not trivial, and sometimes
this has to be done by trial and error. Luckily, when talking about mechanical systems,
the Lyapunov function is very comparable to the principle of energy. To be more precise,
usually the equation describing the total energy of the system fulfills the requirements of
a Lyapunov function.

To understand why Lyapunov’s second method works, lets consider a system with two
states, @ = (x1,x2). The time invariant system can then be written as shown in Eq. 16.14.
The derivative of the Lyapunov function can be written as shown in Eq. 16.15.

: Ty fi(z1, 22)
x(t)=1|.|= 16.14
(®) LJ {f2($1,$2)} ( )
dV(ry,w2)  dVdxy  dV dxg

- _ dVdyy  dVdzy bl 16.1
v dt do dt | doyar VB2l (16.1)

When looking at the final product of Eq. 16.15, VV (z,y) is simply the gradient of the
Lyapunov function, and @ is obviously the direction in which the states are changing in
the state space. Thus, the derivative of the Lyapunov function is equal to the dot product
of these two described vectors. In other words, if the trajectory moves in a direction of
lower Lyapunov function values (for mechanical systems comparable to a lower energy
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state), the system is stable around the relevant equilibrium point.

This Lyapunov function are used extensively to analyse and proof system stability for
nonlinear systems such as quadcopters (e.g. [77]). Besides its many other applications, it
can directly be used to synthesize a controller. For examples of this see [31]. In its most
basic form a CLF (control Lyapunov function) is created including one or more parameters
that can be set by the control designer. Imposing the requirement of a negative definite
derivative of the Lyapunov function results in requirements on the tuning parameters.
The parameters can be further tuned to achieve a specific response by back substituting
the control law to find an expression for the error term as function of time.

16.2.4 Backstepping

Backstepping is a control technique that is in the top three of most researched methods
for quadrotor control [31]. The backstepping control strategy was first proposed in the
early 1990s [78] and it is suitable for a system that can be written in strict feedback form
or lower triangular form, which is shown in Eq. 16.16. This form clearly has a recursive
structure, which is exploited by the backstepping controller.

Backstepping works by synthesizing a controller for the smallest subsystem, and then
recursively generating controllers for the higher order system equations. Looking at the
system shown in Eq. 16.16, first a controller is made for the system equation in the
first row. This may be done using any control technique. This controller calculates the
desired value of 21, lets say d;, given a certain state error. Then a controller is made for
the equation in the second row of the system, which goal is to drive the z; state to its
desired value d;. This is done by using the error e; = 2; —d; and calculating the required
value for zs, lets say ds to drive the error e; to zero. The goal of the next controller
is then to drive the value of 25 to ds. One can see how this process can be continued
depending on the total order of the system. The controller that is generated last will be
a controller for the complete system.

& fo(®) + g2(T) 21

Z fi(z, z1) + g1z, 21) 2

2| = fo(@, 21, 22) + g2, 21, 22) 23 (16.16)
_Zk_ _fk(wazla"'7zk)+gk(wazla"'7zk)u_

The controllers are designed using CLF's, as discussed in subsection 16.2.3. Therefore
backstepping is often considered a Lyapunov based control approach. First, a Lyapunov
function is made for the low level subsystem in the first row of Eq. 16.16 using the state
errors e,, for example V(e,) = ele,. Analysing this Lyapunov function should result
in a control law that calculates a virtual control input d; as function of e,. Then, the
next controller can be designed using the augmented Lyapunov function, which the same
Lyapunov function as earlier, but now including the error e, e.g. V(e,,e1) = ele, + €3
This then should reveal a effective controller for the next controller. This process is then

repeated.
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Backstepping can be made adaptive in the case not all parameters 0 of the model are
known beforehand. Adaptive backstepping is usually implemented in a comparable way
to the self tuning method discussed in section 16.1. However, the parameter estimation
error eg = 0 — 0 where 6 is the parameter estimation, can be included in the Lyapunov
function. This allows for introducing a tuning function and update law that makes the
estimate of @ converge to its actual value, while guarantying the stability of the complete
system. Robust backstepping is also possible, since the Lyapunov function allows for
inspecting the relation between actual model parameter values and the selected tunable
variables in the chosen controller. Controller tuning variables can therefor be set knowing
the bounds on the model parameter values.

Backstepping was proposed for control on a quadcopter in 2008 [79]. Quadcopters
lend themselves somewhat to backstepping due to their model structure, as becomes ap-
parent from Eq. 15.9. In words, the position of the drone is controlled by setting a certain
speed. Speed is controlled by setting a certain acceleration. Acceleration is controlled
by the total amount of thrust and the orientation of the quadcopter. Then finally, the
orientation is controlled by controlling the angular acceleration.

For example, Xie et al. [80] applied a adaptive backstepping controller to a quadcopter
to improve tracking of a predefined path. Here the first virtual control consist of the the
position of the quadcopter, the second virtual control the speed, the third the angular
velocity, and finally as fourth the along path tracking error, which relates to the position
along the path in time. The study deals with several issues found in backstepping applied
to quadcopter, for example that they are under actuated when the translational states
are included.

Bhatia et al. [81] proposed a robust adaptive backstepping controller which guaranties
good tracking and fast convergence rates. An impressive amount of parameters are esti-
mated, including MMOI, masses thrust coefficient, drag coefficient, propeller inertia, CG
position and mass of payloads.

Huang et al. [82], uses a novel model identification method, after which backstepping
is compared to integral-LQR and nested saturation. Here backstepping performs worst
in hovering with wind disturbances.

16.2.5 Sliding mode control

As is backstepping, SMC is a control strategy that can be considered Lyapunov based.
Originally described as a variable structure control strategy in 1977 [83], the basic idea
is to construct a hypersurface with appropriate dimension in the state space that the
system is pushed towards. Once the states reach the this surface, the system is kept
on this surface, effectively making the system slide along this surface. The surface is
therefore often referred to as a sliding surface. Once the system has reached and slides
along the sliding surface, the system behaviour is referred to as ’sliding regime’ or ’sliding
mode’ [60], hence the name sliding mode control. SMC is applied in two stages, namely
designing the sliding surface and finding a control law keeping the states of the system
on this surface.
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SMC can be applied to a tracking problem, where the output of the system y(¢) should
converge to a desired system output y4(¢). The difference or error between these values,
e = y(t) — ya(t), should be brought to zero. Consider the SISO nonlinear system that is
affine in input in Eq. 16.3. Here x € R™ and the system has relative degree r, as touched
upon in subsection 16.2.2. A sliding surface o can now be constructed that is a function of
the error e and its k derivatives, where k = r — 1 [84, 83]. That is, 0 = o(e, (e),...,e®).
A common choice for a surface for a given value of k is given in Eq. 16.17. Here X is a
parameter that can be tuned. The sliding surface is then defined by o = 0.

d k
== 16.1
o (dt+)\)e (16.17)

Now a control law has to be found that drives the value for o to zero. A first order
SMC is discontinuous, and described by Eq. 16.18, where U is a sufficiently high number.
As can be seen, first order SMC can be viewed as a smart application of a bang bang
controller. An advantage of this is that the controller is incredibly robust against both
disturbances and model uncertainty. In fact, it is not required to know the underlying
model f(x) and is rather treated as a black box.

-U o0<0

u= —Usgn(o) = {U . (16.18)

Unfortunately, these advantages come at the expense of a high control effort. As can
be seen in for example linear control, the control inputs do not get smaller as the system
states approach the desired state values. Do to practical limitations such as time delays
and finite precision of variables, first order SMC generally suffers from the so called 'chat-
tering phenomenon’ [60]. This happens when the system has reached the sliding surface,
but continuously overshoots the sliding surface due to the high control gain. This causes
the system and control to fluctuate at a high frequency. This rapid switching behaviour
is appropriate in many electrical system since this effectively the same as PWM. Unfor-
tunately for many mechanical applications this oscillatory behaviour can be problematic.
To get around this, a second order (2-SMC) control law can be used that is not discontinu-
ous and thus reduces the chattering effect. This comes at the price of reduced robustness.

Backstepping was first applied to quadcopter control around 2010 [85]. Being one of
the most researched control strategies applied to quadcopters [31], an extensive amount
of variations and techniques related to SMC have been applied in the past. To highlight
some of the more recent research, Chiew et al. [86], applied a second order SMC (2-SMC)
using a logistic function to the attitude and yaw control of a quadcopter in a tracking
task. This controller is then compared to a classic PD controller by evaluating overshoot,
settling time and RMS tracking error. It is found that the tracking error for the sliding
mode controller is reduced with around 80 %. Furthermore the chattering effect has been
greatly reduced compared to a first order SMC, but has not been entirely negated.

Saad et al. [24] covered a complete pipeline allowing the user to input a target atti-
tude and position, after which an algorithm calculates an optimized trajectory which can
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be tracked using a controller. Again, the performance of a PID controller is compared to
a first order SMC controller. It is found that the tracking error is roughly five times as
low for SMC. Furthermore SMC shows only slightly better robustness when one of the
drag force coefficients is changed. It is mentioned that both controllers suffer from the
need to find an optimal set of control parameters.

Thahn et al. [87] specifically addresses the chattering phenomenon found in SMC.
As is done often, the dynamics of the quadcopter are divided into an attitude part and
a position part, which are controlled by separate controllers. The attitude control or
inner loop is implemented using SMC, whereas position control is implemented using
a variation of PID control. To improve the chattering effect, improved adaptive SMC
or TASMC is proposed. This control strategy adapts the switching gain, denoted as U
in Eq. 16.18, based on parameter uncertainties and external disturbances. Referring to
section 16.1, this effectively moves the SMC controller more into the adaptive realm to
relieve some of the required robustness. This then takes away the need for fixed and
high valued U parameter. According to simulation results, a significant improvement is
found in chattering reduction and tracking performance. This comes at the price of an
increased amount of parameters that need to be tuned.

16.3 Quaternions

Describing the orientation of vehicles in the physical world is often done using the well
known Tait-Bryan angles, which are the pitch, roll and yaw angles. These three val-
ues describe three consecutive rotations with respect to a chosen reference frame that
fully describes how the object is rotated is space. However, this is not the only way
to parameterize attitude. The Tait—Bryan attitude description is a specific implemen-
tation of the use of Euler angles. Euler angles are more general, and are three angles
describing three consecutive rotations. The representation of attitude using Euler angles
has the advantage that they are very intuitive. That is, given the three angles, the av-
erage human can easily imagine the attitude of the object without the help of a computer.

Unfortunately, the use of Euler angles also has some significant drawbacks. One of
these is the so called gimbal lock singularity. When Tait—-Bryan angles are used, this hap-
pens at pitch angles of § = +7/2. At these points, the yaw angle and roll angle describe
the same change in orientation, making the attitude description ambiguous. Furthermore,
the use of Euler angles often requires calculations with many sine and cosine functions,
resulting in a relatively large computational overhead.

Luckily, there are alternative ways describe an attitude with a set of parameters. One
of these are the so called Euler parameters, or unit quaternions. This attitude repre-
sentation is an application of quaternions. Euler parameters do no use three consecutive
rotations, but describe a transformation in four dimensional space. By writing the quater-
nion in a specific form, it can be seen that a quaternion effectively describes a rotation
axis and and angle that the object is rotated around that axis. This is referred to as the
axis-angle representation of a rotation. According to Eulers rotation theorem, any rota-
tion can be described using this axis-angle representation. Below follows a description of
how Euler angles describe attitude.
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As complex numbers are a two dimensional extension to the real numbers, quaternions
are a four dimensional extension to complex numbers. A quaternion can be presented as
a linear combination of a real number and the imaginary numbers 4, j and k, as shown
in Eq. 16.19. The imaginary numbers 4, j and k are defined in such a way that Eq. 16.20
holds.

g=a+bi+cj+dk (16.19)

i =% =k =ijk=—1 (16.20)

Eq. 16.19 directly describes how two quaternions can be added and multiplied. It
follows that quaternion multiplication is associative but not commutative. In practice,
quaternions are often written in vector form, as is shown in Eq. 16.21. Usually, the first
vector entry qq is referred to as the real part, and the second to fourth entries form the
vector part of the quaternion, denoted by g,. It should be noted that the way the real
part and the vector part are separated is not something that is generally agreed upon
and can differ between sources. In this report the notation shown in Eq. 16.21 is used.

Qv

Although convenient to write quaternions as vectors, multiplication of two quaternions
should still follow the properties of 7, 7 and k. A vector multiplication operator that
follows from Eq. 16.20 is the Hamilton product, here denoted as 'o’. It can for example
be shown that multiplying a quaternion with its conjugate is commutative, as shown in
Eq. 16.22. Here g@* denotes the complex conjugate, as shown in Eq. 16.23.

a=[0 o & ] = {qo] (16.21)

goq =q'oq (16.22)
* 4o

— 16.23

q [_ qj (16.23)

For the purpose of describing rotations in three dimensions, unit quaternions have
been proved to be really useful. A unit quaternion is a normalized quaternion, which is
a quaternion with a norm equal to one, as shown in Eq. 16.24. Let p denote such a unit
quaternion from now on, and let @ be a regular three dimensional vector. It can than be
shown that Eq. 16.25 holds, where @’ is & but rotated in thee dimensional space. This
rotation is defined by p. In other words, the unit quaternion p can be used transform a
three dimensional vector without any scaling.

. q
pi_
lql|

{0,] =po Lﬂ op’ (16.25)

(16.24)

m’U

To see what kind of rotation p causes, the unit quaternion can be written in a different
format, as shown in Eq. 16.26. In this equation, n is a three dimensional unit vector
describing a rotation axis, which is commonly referred as the Euler axis. The a value is
the angle the object is rotated around the rotation axis.

B betvd
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One purpose of keeping track of attitude, is to convert vectors between two reference
frames that do not have the same orientation. Using quaternions gives a very clean and
computationally inexpensive way to do this by using Eq. 16.25. However, the entries of a
unit quaternions describing rotations have very little physical meaning, and can therefore
rarely by used themselves. This shows one of the advantages of Tait—Bryan angles, since
these angles can be used as dependent variables for expression of forces or other physical
quantities.

It can be shown that the derivative of a quaternion can be expressed as shown in
Eq. 16.27. Here € is the angular velocity vector. This equation can directly replace the
attitude equation in the third row of Eq. 15.9, where €2 is then the angular velocity of
the quadcopter. Doing this will convert the equations of motion from a Tait—Bryan angle
based system description to a quaternion based system description. As mentioned before,
the direction of the forces that work on the quadcopter, such as thrust and aerodynamic
forces, are dependent on the attitude of the quadcopter. Where first these forces had to
be rotated using a rotation matrix based on the Tait—Bryan angles, now these have to be
rotated using quaternions, which is done using Eq. 16.25.

q= —% m °oq (16.27)

Quaternions can thus very elegantly be used as system states describing the attitude
of the quadcopter, removing all the disadvantages of using Euler angles. Another valuable
addition is that its possible to make an attitude controller [75] that directly works with
the values of the quaternion attitude state. That means that for the attitude controller
it is not necessary to convert the attitude quaternion to attitude angles, which reduces
the required computational power.

Qerr = Qref © q:n (1628)

The controller works by taking the Hamilton product of the reference quaternion,
representing the desired attitude, and the conjugate of the measured quaternion, repre-
senting the measured attitude, as shown in Eq. 16.28. This results in the error quaternion
representing the rotation required to go from the measured attitude to the reference at-
titude. Looking at Eq. 16.26, the direction of the vector part of q.,. forms the required
rotation axis for corrective action of the controller. The length of the vector part of q.,.
is equal to sin(«/2), and thus scales with the sine of the error angle. The vector part can
thus be used in various ways to synthesise a controller calculating the required control
torque. Originally the controller was implemented using two proportional gains P, and
Pq, as shown in Eq. 16.29. Here the required moment that has to be generated by the
motors is denoted by M,..r, and the measured angular rate as €2,,.

err

q1
M, = —F, [¢5" | — Pa2,, (16.29)

err

d3

Of course an other option is to split angular rate and attitude control into an inner
and outer control loop. After its original implementation [75], attitude control using
quaternions has been adopted in other research [25, 23, 88|.
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16.4 Fault tolerant control

There are many systems on a standard quadcopter that are not present in a redundant
fashion. Failure of a sensor, the flight computer and structural components are can quickly
result in a crash. However, a large part of quadcopter related research is focused on fault
tolerant control, where the words fault tolerant refer to the malfunction of one or multi-
ple actuators. This is likely due to the fact that the actuators are largely of mechanical
nature and are very much exposed to the quadcopters surroundings. Rotors can easily be
damaged after collision with solid objects such as walls or after sucking in debris. This
is especially true when flying in a cramped environment such as inside a building or forest.

This chapter briefly treats the subject of FTC for quadcopters. In subsection 16.4.1
the different ways a quadcopter actuator can fail are discussed. In subsection 16.4.2
different strategies are treated to effectively deal with these failures.

16.4.1 Types of actuator failures

Actuator failures can be categorised in multiple ways. First of all, a distinction can be
made based on the degree of damage to the propeller. Actuators can become less effec-
tive or completely ineffective, commonly referred to as a partial rotor failure or complete
rotor failure, respectively. Although much research treats partial rotor failure in sense of
propeller damage, often the results hold for reduced effectiveness of the actuator, which is
a more general failure mode. The effect of partial rotor failure is often analysed by manu-
ally reducing the effectiveness of the actuator by a certain percentage [89, 90, 91, 92, 73].
It should be noted that when in reality a part of the propeller is missing, there will be
excessive vibration. Because this can interfere with sensor measurements and control
algorithms, the choice can be made to completely disable the actuator once damage has
been detected. The failure can now be modelled by a complete actuator failure. Other
realistic cases of a complete actuator failure could be failure of the electronics related to
a specific actuator, or accidental detachment of the propeller during flight. Flight testing
with complete rotor failure is either performed by manually removing the propeller before
flight [93, 58, 40] or disabling the actuator in the software [72].

Besides the ways the propellers can fail individually, there are several combinations
of propellers possible that can fail simultaneously. The most straightforward is the single
rotor failure, which is extensively researched [58, 72, 89, 94, 91, 73]. Due to directions the
propellers spin as discussed in section 14.3, apparently the most effective way to keep the
quadcopter flying is to enter the so called 'relaxed hover’ state. In this state the opposing
propeller is also relieved of its task to generate lift to keep the quadcopter balanced in roll
and pitch. Due to the yaw torque imbalance, the quadcopter will start to spin quickly
around its body z-axis. Control of the drone is now maintained by tilting the total thrust
vector appropriately and giving up yaw angle control.

A more difficult scenario is the case of dual propeller failure, which can either refer to
the failure of two diagonally opposed rotors, and two neighboring propellers. flying only
on two neighbouring propellers is difficult, and it is likely that only quite exotic control
strategies would be applicable, such as making the drone flip rapidly around its pitch or
roll axis. Up to this date however there has not been a successful demonstration of this.
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On the other hand, when two diagonally opposing rotors fail it has been shown that a
similar strategy can be used as for the single rotor failure case. Here the drone is also
rotated quickly around its yaw axis but now only two propellers are available for control.
Since roll, pitch and the total thrust need to be controlled for stable flight, a control
allocation problem has to be solved [40].

Failure of three propellers is obviously an extreme case. It has been shown however
that it is possible to fly a quadcopter using a single rotor [95]. Here again the same
technique is used by spinning the drone around the yaw axis. It should be noted that
now the maximum thrust of the single propeller becomes critical. Not only should the
propeller be able to offset the weight of the complete quadcopter, it should also have
power left for attitude control.

16.4.2 Control strategies

Most FTC strategies can be classified as being either an active or passive control strat-
egy (96, 91]. This classification is closely related to the distinction between adaptive and
robust control as discussed in section 16.1.

Passive FTC is comparable to robust control. Here, the potential failure modes and
their effect on the system are assumed known a priori. A controller is designed such that
the overall system performance stays within specific performance specifications, even in
the case of a failure. The controller does not actively recognise the failure during flight,
and the structure of the controller remains the same. Passive FTC especially lends itself
to partial rotor failure, since the way the quadcopter is controlled does not fundamentally
change. Wang et al. [73] for example showed a passive FTC algorithm where INDI is
compared to SMC. Here INDI resulted in easier implementation, reduced model depen-
dency and improved performance and robustness.

Active FTC on the other hand is comparable to the adaptive control strategy. Once
a failure occurs, the failure is actively registered and the structure of the flight controller
is changed accordingly. Active FTC can be structured in multiple ways, but often con-
sist of multiple components, such as a FDD (fault detection and diagnosis) algorithm,
a URC (upset recovery control) algorithm, and a flight controller that can be reconfigured.

As soon as a failure occurs, the task of the FDD algorithm is to notice that a failure
or malfunction has occurred. The failure is then quantified, for example by determining
which rotor malfunctions and to what degree. For example, van Schijndel [93] used a
Kalman filter that continuously estimates the effectiveness factor of every actuator using
the measured propeller rpm and IMU data. From this a hypothesis test can be performed
revealing the probability that a motor has failed. This process has been shown to take
anywhere from 30ms to 130 ms with high reliability. Other research [89] has shown the
results of a model based observer to notice thrust losses of up to 30 %. Using this method
it takes several seconds to notice an actuator failure. Furthermore FDD methods have
been explored based on SMC [94] and LPV [90].

Since FDD takes some time, and there is a chance that the actuator failure occurred
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due to an aggressive collision, its possible that the quadcopter has an excessive attitude
and excessive rotational rates after failure diagnosis. The task of URC is to bring the
quadcopter back to a more manageable attitude and rotational rate, so that the failure
flight controller can effectively take over. Obviously, the higher the initial attitude and
rotational rates are, the longer it takes for the drone to recover. An algorithm that fo-
cuses first on attitude recovery, and after this on yaw and vertical speed recovery, showed
drop heights of up to 30 m in simulation [72].

Finally, a controller is activated that is specifically designed to deal with the relevant
failure. For both single and dual rotor failure, controllers have been experimented with
that make use of INDI [40, 25, 73], SMC [73, 94] and LPV [90]. Interesting to note is that
there are three control inputs in the case of single rotor failure, namely pitch moment, roll
moment and total thrust. Since yaw control has been given up, there are also three inner
loop states to control, namely pitch, roll and vertical acceleration. In this case INDI can
directly be applied due to the equal number of inputs and outputs. However, when two
diagonally opposed rotors have failed, the system is under actuated and redesign of the
original control outputs is necessary. This gives rise to internal dynamics, as discussed
in subsection 16.2.2, of which the stability has to be guarantied [40]. This makes the
problem of dual rotor failure significantly more challenging than single rotor failure.
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Chapter 17

Contributing to quadcopter control
research

As has become apparent from chapter 14 to chapter 16, the topic of guidance of control
has received a substantial amount of attention in the scientific community. The amount
of literature referred to in this report is at best a representative sample of the existing
literature on this topic. The extensiveness of research on quadcopter control is likely ex-
tensive because of multiple reasons. First of all, as was discussed earlier, the quadcopter
as UAV is getting more popular in a rapid pace due to the increasing amount of appli-
cations correlating with advances in technology, and due to the increased accessibility
to a large part of the population. Furthermore the control of quadcopters is a relatively
straight forward problem when only considering a standard hover condition. However,
when incorporating higher flight speeds, accurate trajectory tracking and failing actua-
tors, guidance and control becomes an extensive and complex problem. This complexity
ask for experimenting with a wide range of solutions. Lastly, there are many facets of
quadcopter control. As has been discussed in this report, problems have to be solved
in the field of system identification, state estimation, trajectory generation, nonlinear
control strategies, robust and adaptive flight control, FDD, URC and so on. All of the
above makes advanced control of quadcopters an lively scientific field.

Based on the discussions had in the previous chapters, it is now possible to say some-
thing about the current frontier of research when it comes to quadcopter control, and
where there is still significant possibility for improvement. This is touched upon in sec-
tion 17.1. Based on this information, a research topic is proposed with the intention of
contributing to filling some of these literature gaps. This is discussed in section 17.2.

17.1 Identifying gaps in current literature

Since advanced quadcopter control is a relatively young and complex topic, it is not hard
to identify areas that lend themselves for significant improvement. What is harder is
to list these gaps in a systematic way. Below a selection of areas of improvement are
discussed as found by multiple sources.

Current methods that are used for state estimation work pretty well for the standard

hover conditions. However, in more special cases these methods can appear to lack per-
formance, causing deterioration of controller performance [40, 97]. These special cases
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include conditions where significant drag is present, both in translation flight as well as
high rotational speed flight found in fault tolerant control.

Another significant boundary found in state estimation is accurate and high frequency
measurement of three dimensional position in outdoor environments. Because of this ex-
act reason much research related quadcopter dynamics and control is performed indoors
(93, 40, 72, 25, 90, 98, 99, 97, 73], allowing to use optical positioning systems like Opti-
Track. Finding effective methods to get better state estimation in an outdoor environment
does not only allow verification of proposed methods in the more realistic outdoor envi-
ronment, but also allows for much easier research into high speed flight.

Another great amount of estimation and control strategies have only been proved in
simulation [94, 91, 92, 65, 70]. Many of these strategies show very promising performance.
A logical next step is to implement these methods in an actual flight controller and per-
fom tests on an actual quadcopter. However, as has become clear, for some strategies
focused on high speed flight this is difficult due to the lack of state estimation techniques
in an outdoor environment.

Control of quadcopters consist of many components. Combined with the fact that
advanced control is way more dependent on the qualities of the designer, there is still a
large amount of possibilities for the application of different configurations and combina-
tions of strategies. Luckily some nonlinear techniques have been shown to work well in
the area of nonlinear quadcopter control, such as INDI, LPV, backstepping and SMC.
There are many more control strategies that are only experimented with more recently.
An example of this are neural networks [92], which are seeing more use in many scientific
fields. Another example is MPC, which generally requires a lot of computational power.
Due to the ever increasing calculation power of microchips, these strategies are starting
to be applied to quadcopter control more and more [33, 57].

What is remarkable is that much research focusing on high speed control makes quite
radical assumptions on the model describing the relation between thrust and propeller
rpm. It has become apparent that propeller dynamics are very dominant in quadcopter
dynamics, and have much more effect than for example forces seen by the fuselage [6].
Some research does include models of propellers that depend on angle of attack and ad-
vance ratio [27, 48]. Furthermore, some research includes the effect of blade flapping. It
is questionable how relevant this effect is for quadcopters which generally have fixed and
relatively stiff rotor blades compared to helicopters, which use this effect on purpose to
reduce roll moment in forward flight.

Research related to flight at significant negative propeller advance ratios is also very
sparsely researched. Most research on negative advance ratio propeller behaviour is per-
formed on larger propellers [100], and is generally focused on full scale helicopter flight.
Research that is still related to quadcopters focus on the ability to automatically avoid
this state of flight [12, 14], which can be seen as a way to circumvent the issue rather
than solving the problem. The only research found that does actually measure quad-
copter propeller forces at negative advance ratios was performed by Sun [54], where a
propeller was mounted on a test stand in a wind tunnel measuring the thrust force and
torque. Furthermore, although applied to slightly larger scale propellers, Shetty [52] was
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not only able to measure the average thrust of propellers under negative advance ratios,
but was also able to document some of the stochastic behaviour in this state of operation.

17.2 Research proposal

A proposal is made here for a research subject that has the intention to shed more light
on the quadcopters behaviour where the propellers operate under negative advance ratios.
Not only is this interesting from a theoretical standpoint, having a better understanding
of this flight condition would potentially remove the necessity of avoiding this state al-
together. From a general perspective this would significantly increase the possible flight
conditions of the quadcopter which extends its performance in a very concrete way.

Interesting to know is that high negative advance ratio flight is a condition that is very
familiar the the FPV racing community. When performing certain manoeuvres, such a
the 'split-S’, the quadcopter rotors can see large negative inflow at low rotor speeds. This
can give rise to large oscillations, and is in non scientific terms often referred to as the
'prop wash effect’. Because of this the FPV racing community either tends to avoid this
state during flight or increases the rotor speed at zero throttle to get rid of this effect. A
more recently developed technique to increase the idle rpm is called "dynamic idle’, which
basically prevents the rotor rotational speed to become to low. Again, this sounds more
as a way to avoid the problem rather than a solution.

In the FPV racing community, this prop wash effect is occasionally explained by an
interaction between the stalling of the blades and the controller controlling the propeller
rpm. To summarise this explanation, under high negative inflows, the propeller suppos-
edly stalls. To counteract the loss of thrust, the controller increases propeller rpm, which
moves the blade out of the stall condition. Due to the significant increase in thrust the
controller reduces propeller speed again. This vicious circle then continues. What this
explanation essentially tries to convey is that the increase in thrust has become very sen-
sitive to an increase in propeller rpm. If this theory is true, it would mean that different
controller gains could improve the oscillations and restore performance.

The above theory is not confirmed in any scientific way, but forms an interesting
hypotheses of how to deal with negative advance ratio control. However, the control
problem is likely more complicated due to the stochastic behaviour of the thrust gener-
ated by the propellers, as has been shown to occur under negative inflow [52]. How much
of the oscillations are due to the controller, how much due to the stochastic effects and
how much due to other unknown effects remains unclear.

Based on the above, the problem is formulated which is used to derive the research
objective:

Controllers used for quadcopters use propeller force models that are inaccurate
for velocities that result in large negative propeller advance ratios. This gives
rise to instability or the need for conservatively tuned controllers.

From this identified problem the following research objective is formulated:
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The objective is to improve control of the thrust and torque generated by a
quadcopter propeller at large negative advance ratios by acquiring a detailed
dynamic model and designing a controller for an isolated propeller in a wind
tunnel that represents the negative inflow flight condition.

The research objective is considered to be completed once the following research questions
have been answered.

1. What wind tunnel test setup would allow for measuring the necessary variables to
extract a propeller model for negative advance ratios?

(a) Which selection of the propeller forces and moments are worth measuring,
considering practical limitations of the test stand.

(b) What variables need to be measured during testing that are not forces or
moments?

(c) Given the available resources, what test stand is appropriate to measure the
selected variables?

(d) Given the available resources, what wind tunnel test setup would allow for
measuring the stochastic nature of the forces and moments to an extent that
is relevant for quadcopter control?

(e) What independent variables need to be varied during testing and over what

range?

2. What model structure is best suited to fit the measured variables from the wind
tunnel test?

(a) What model structure is best suited to implement in simulation of the propeller
dynamics?
(b) What model structure is best suited as a basis for a controller design?

3. What controller structure is most appropriate to deal with the dynamics of the
propeller?

(a) Can the controller use the propeller model as a static mapping from required
force to required propeller rpm?

(b) What sensor data is needed by the controller to function properly?

4. How well is the designed controller able to control thrust and torque compared a
standard method to control thrust as applied in quadcopters?

5. How can knowledge of the estimated model and designed controller potentially be
used in the design of quadcopter controllers?

Entirely removing the quadcopter itself from the research topic allows for great isola-
tion of the problem of negative propeller inflow effects. Not only does this make it more
likely that certain effects can be identified more effectively, knowledge of the propeller
in isolation can also be used more effectively by future research on quadcopter control
strategies.
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Appendix A
Isolated Rotor Wind Tunnel Data

This appendix contains the more detailed data gathered from the isolated rotor wind
tunnel tests as was described in section 3.2. The multivariate simplex B-splines from
section 4.1 are based on the data in this appendix. In Table A.1 an overview is given of
what x-axis and y-axis variable is used for the plots in each figure and what rotor was
used to produce the data in the respective plots.

Table A.1: Isolated rotor wind tunnel data.

’ Rotor \ X-axis \ Y-axis \ Figures ‘
50x45 | Rotor speed | Thrust | Figure A.1 to Figure A.3
50x45 | Airspeed Thrust | Figure A.4 to Figure A.6
50x45 | Rotor speed | Torque | Figure A.7 to Figure A.9
50x50 | Rotor speed | Thrust | Figure A.10 to Figure A.12
50x50 | Airspeed Thrust | Figure A.13 to Figure A.15
50x50 | Rotor speed | Torque | Figure A.16 to Figure A.18
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Figure A.10: Thrust-rpm curves for the 5x5x3 rotor (—25ms™* to —10ms™!).

170



Thrust [N]

Thrust [N]

Thrust [N]

61+ —— model f
1 + dataf

| T
model or

5 10
w [krpm]

(a) V=—Tms"!

15

20

1 —— model f

1 + dataf

5 10
w [krpm]
(c) V=0ms!

15

20

1 —— model f
1 + dataf

5 10
w [krpm]

(e) V="Tms!

15

20

Thrust [N]

Thrust [N]

Thrust [N]

|1 .. model f
] &+ dataf

| T :
- model oy

e

x// . Eﬁfﬁlf ¥ ﬁ;ﬁf .:: L.

5 | 10
w [krpm]
(b) V=—4ms!

15

20

[} - model f
] + dataf

5 10
w [krpm]

(d) V=4ms!

15

20

1 —— model f
] + dataf

/’M -

5 10
w [krpm]

(f) V=10ms™!

15

20

Figure A.11: Thrust-rpm curves for the 5x5x3 rotor (—=7ms™" to 10ms™).

171




Thrust [N]

Thrust [N]

| model f
1 + dataf

| T
model or

Thrust [N]

5 10
w [krpm]

(a) V=13ms™!

15

20

model of EA O O O O
H—+ model f| |
| + dataf

Thrust [N]

20

|1 .. model f
] &+ dataf

| T :
- model oy

v

5 10 15

w [krpm]
(b) V=16ms~!

20

11— model f
] + dataf

1 —— model f
1 + dataf

/ S Renans

Thrust [N]

Figure A.12: Thrust-rpm curves for the 5x5x3 rotor (13ms™! to 25ms™!).

10

w [krpm]

15

(e) V=25ms~!

172

20

20




Thrust [N]

Thrust [N]

Thrust [N]

[ [
- model of |

—— model f

I dataf

-20 -10 0 10 20
v [m/s]

(a) w = 3000 rpm

[ [
- model or |

—— model f

I dataf

-20 -10 0 10 20
v [m/s]

(¢) w = 5000 rpm

[ [
- model or |

—— model f

i dataf |

T

-

-20 -10 0 10 20
v [m/s]

(e) w = 7000 rpm

Thrust [N]

Thrust [N]

Thrust [N]

I
o model or |

—— model f

[ dataf |

-20 -10 0 10 20
v [m/s]

(b) w = 4000 rpm

I
o model or |

S model f

[ dataf |

-20 -10 0 10 20
v [m/s]

(d) w = 6000 rpm

I
o model or |

S model f

[ dataf |

-20 -10 0 10 20
v [m/s]

(f) w = 8000 rpm

Figure A.13: Thrust-speed curves for the 5x5x3 rotor (3krpm to 8 krpm).



Thrust [N]

Thrust [N]

Thrust [N]

N

[ [
- model of |

—— model f

i dataf |

7

o

-10 0 10

v [m/s]

(a) w = 9000 rpm

-20

[ [
- model or |

—— model f

i dataf |

-10 0 10

v [m/s]

(¢) w = 11000 rpm

-20

1 —— model f

| |
model ar

S

-10 0 10

v [m/s]

(e) w = 13000 rpm

-20

Thrust [N]

Thrust [N]

Thrust [N]

L model or |
| —— model f

[ dataf |

-20

-10

0

10 20

v [m/s]

(b) w = 10000 rpm

model A B

I dataf

model o5

-20 -10

0

10 20

v [m/s]

(d) w = 12000 rpm

1 —— model f

!

data f

model of

-20

-10

v [m/s]

0

10 20

(f) w = 14000 rpm

Figure A.14: Thrust-speed curves for the 5x5x3 rotor (9krpm to 14 krpm).

174



Thrust [N]

Thrust [N]

Thrust [N]

1 —— model f !

| —
- model o5

/I’ -

-20

-10 0 10 20
v [m/s]

(a) w = 15000 rpm

1 —— model f !

| |
- model o5

b

-20

-10 0 10 20
v [m/s]

(¢) w = 17000 rpm

“:‘hﬂ ]

model or

I dataf

—— model f |

-10 0 10 20
v [m/s]

(e) w = 19000 rpm

-20

175

Thrust [N]

Thrust [N]

Thrust [N]

model A B

I
model o5

-10 0 10 20
v [m/s]

(b) w = 16 000 rpm

-20

_—— model f

I dataf

-10 0 10 20
v [m/s]

(d) w = 18000 rpm

-20

,’;ﬁ,
A F H RO Fererdranadoraned pee

e
F H oY

o] e model of

—— model f |
I dataf

-10 0 10 20
v [m/s]

(f) w = 20000 rpm

-20

Figure A.15: Thrust-speed curves for the 5x5x3 rotor (15krpm to 20 krpm).




Torque [mMNm]

Torque [mMNmM]

Torque [mMNm]

D o
o o
L1 1

B
o

It model aj,
1 —— modeln
1 -+ datan

N
o

A

5 10 15 20

w [krpm]
(a) V=—-25ms!

80 1
1 —— modeln

1 data n
60 + £a

I I
model g,

20

20

5 10 15 20

w [krpm]
(c) V=—-19ms~!

80 +
1"—— model n

601 : 4

| |
model o,

40 -

20 -

[S85=ce

5 10 15 20

w [krpm]
(e) V=—-13ms™!

Torque [mNm]

Torque [mMNm]

Torque [mNm]

=)} (o2
o o
1 I

o~
o

1 —— modeln
1+ datan

| |
model g,

N
o

]

5 10 15 20

w [krpm]
(b) V=-22ms™!

80 1
1 —— modeln

60 -

| I
model g,

+}+ datan

40 1

204

5 10 15 20

w [krpm]
(d) V=—-16ms~!

80 -
1 —— model n

1 data n
60 1 ia : C

| |
model g, _

i

5 10 15 20

w [krpm]
(f) V=—10ms!

Figure A.16: Moment-rpm curves for the 5x5x3 rotor (—25ms™! to —10ms™!).




Torque [mMNm]

Torque [mMNmM]

Torque [mMNm]

| |
804 model g, |
1 wicdal 1 f/“ -
1 data n
60 1 s 7
40 v
] /_" :
20 S
04
5 10 15 20
w [krpm]
(a) V=—-7ms™!
I I
g0l model o, . oa
]~ modeln
1+ datan : /
O T //*
40 ................................... /’A ..................
2o 1T
0=
5 10 15 20
w [krpm]
(c) V=0ms!
| |
804 model o, .
1 data n
6ol T -
40 -
20 7 r -
.
5 10 15 20
w [krpm]

(e) V="7ms"!

Torque [mNm]

Torque [mMNm]

Torque [mNm]

T I
804 model o, ' '
] data n
o0l T — /{
a0f S
204 |
op—T_
5 10 15 20
w [krpm]
(b) V=—-4ms!
T I
sod model oy,
1 —— modeln
] data n
60 1 g3 /
40 [ B SRR CUR, SRS SR S R ',:,L’;/
20 - ........
0 et
> 10 15 20
w [krpm]

(d) V=4ms™!

80 1
1 —— model n
1+ ++ datan

| |
model g, _

60 1
40
201
.
5 10 15 20
w [krpm]

(f) V=10ms™!
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