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Abstract

E
merging technology trends are gravitating towards extremely high levels of

integration at the package and chip levels, and use of deeply scaled technology

in nanometer, approaching 10nm CMOS. Challenges will arise due to the

ability to design complex systems such as robots that encompass sensors, transducers,

communications systems and processors, all of which require memory devices, and

are required to be fault-free, and exhibit fault-tolerance, reliability and survivability

characteristics. A key area of challenge is in memory testing, since deep scaling

and smaller dimensions of semiconductor cell area will exacerbate the presence of

complex defects and can induce effects, such as parasitic effects, which necessitate

fails in memory devices. In this thesis, parasitic effects induced by spot defects in

memory devices have been evaluated. The thesis presents the analysis, evaluation,

validation and test remedies for parasitic fails in deep sub-micron memories. On the

one hand, it presents analysis for parasitic bit line coupling effects, and the impact of

bit line coupling effect on the static random access memory (SRAM) faulty behavior.

Thereafter, it determines both the necessary and sufficient detection conditions for

memory fault models, and demonstrates the limitations of existing industrial memory

tests to adequately detect faults in the presence of bit line coupling. In addition, the

thesis presents a systematic approach for test development and optimization, and

new memory tests - March SSSc an optimal test that detects all single-cell static

faults, and March m-MSS and March BLC that detect all two-cell static faults, in

the presence and absence of bit line coupling. On the other hand, this thesis also

presents the analysis, evaluation, validation and test remedies for parasitic memory

effect in SRAMs. The work presents the impact of the parasitic memory effect on the

detection of static faults, and clearly shows that fault detection is influenced by the

presence of parasitic node components and not the resistive defect alone; something

that must be considered in generating effective memory tests. In addition, the thesis

presents the detection conditions and a new memory tests, March SME that targets

and detects single-cell static faults, in the presence of the parasitic memory effect.
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Samenvatting (Abstract in Dutch)

H
uidige technologische trends leiden tot uiterst hoge niveaus van integratie

in geı̈ntegreerde schakelingen, waarbij gebruik wordt gemaakt van nanome-

ter technologieën met afmetingen die tot 10nm CMOS kunnen gaan. De

uitdagingen zijn het ontwerpen van complexe systemen zoals robots welke sen-

soren, omvormers, communicatie systemen en processors bevatten. Deze componen-

ten vereisen allen een betrouwbaar geheugen met fout tolerantie en overlevingsken-

merken. Een belangrijk aspect is het testen van geheugens. Door de compactere

transistoren, en de daarbij behorende kleinere afmetingen, kunnen door parasitische

effecten complexe defecten in het geheugen worden veroorzaakt. In dit proefschrift,

zijn de parasitische effecten in geheugens die door spot defects worden veroorza-

akt geëvalueerd. Dit proefschrift presenteert de analyse, evaluatie, validatie en test

oplossingen voor parasitaire mankementen in deep sub-micron geheugens. Allereerst

wordt de analyse voor parasitische bit-lijn koppeling en de impact van het koppel-

ingseffect van de bit-lijn op het foutieve gedrag van static random access memory

(SRAM) beschreven. Vervolgens worden zowel de noodzakelijke als de sufficiënte

detectievoorwaarden voor fout modellen van het geheugen gepresenteerd en wor-

den de beperkingen van bestaande industriële geheugentests besproken. Bovendien

beveelt dit proefschrift een systematische benadering voor testontwikkeling en opti-

malisering aan. Nieuwe geheugentests -March SSSc een optimale test die alle een-

cellige statische fouten ontdekt, en March m-MSS en March BLC die alle twee-

cellige statische fouten detecteert, welke zowel in aanwezigheid als afwezigheid

van bit-lijn koppeling kunnen werken. Anderzijds, presenteert dit proefschrift ook

een analyse, evaluatie, validatie en test oplossingen voor parasitische effecten in

SRAMs. De impact van parasitische effecten op de detectie van statische fouten

wordt aangetoond. Hierbij wordt duidelijk dat foutopsporing wordt beı̈nvloed door

aanwezigheid van parasitische componenten en niet slechts door aanwezigheid van

weerstand defecten. Hiermee moet rekening worden gehouden bij het produceren van

efficiënte geheugentests. Bovendien presenteert het proefschrift detectievoorwaarden

voor nieuwe geheugentests zoals March SME, welke zich richt op statische fouten in

enkele cellen en deze detecteert, in de aanwezigheid van parasitische effecten.

iii
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Chapter 1

Introduction

W
ith significant advances in deep sub-micron complementary metal oxide

semiconductor (CMOS) technology, more feature-rich integrated silicon

devices are being used in consumer electronics, advanced communication

and networking systems, computers, servers and virtually all electronic systems. One

of such devices is the memory chip.

Memories perform an essential function, which is to store data and provide for its

retrieval.

On the one hand, the quest for increase in functionality and smaller dimensions have

been the driving force behind the continued scaling of cell area in semiconductor

devices as encapsulated by Moore’s law [69]. However, smaller dimensions of mem-

ory devices can elicit various types of defects such as spot defects - opens, shorts

and bridges during the manufacturing process [16, 17, 20, 82, 87]. In addition, it

can induce capacitive coupling among signal lines, power and ground lines, thereby

resulting in high sensitivity level to defects in the memory.

On the other hand, this quest for smaller dimensions comes with the increased de-

mand for reliability of the manufactured devices. However, for decades it has been

obvious that the reliability, availability, and safety of electronics systems cannot be

obtained solely by the careful design, quality assurance, or other fault avoidance tech-

niques without proper testing mechanisms [19]. In fact, high defect density as well

as new failure mechanisms in the nano-era are expected to be significantly larger in

the future [21, 22, 92], and this will create major challenges in designing and testing

memories in nanotechnology [38]. Conventional fault models and test approaches

are inadequate to realize the required product quality [45, 46, 70, 77]. In the ab-

sence of new theories capable of modeling their failures mechanism and developing

appropriate test solutions, the production of future electronics systems will become

infeasible.

Combining the demand for higher densities, which can exacerbate the presence of
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complex defects, and the assurance of reliability of the manufactured devices un-

derscores the importance of investigating appropriate and superior methodologies

in failure analysis and testing that target the consequences and complexities of the

evolving technologies [49, 100].

This thesis presents the work done in one of such studies. The thesis presents the

analysis, evaluation and validation of parasitic fails in deep sub-micron memory de-

vices, and the development of suitable memory tests that detect such fails.

In this chapter, an introduction to semiconductor memories is presented. Section 1.1

describes the semiconductor memory technology. Section 1.2 discusses the motiva-

tion for memory testing, memory test levels and the concept of test time. The contri-

butions and scope of this thesis are presented in Section 1.3 and finally, Section 1.4

provides the thesis outline and a brief conclusion of the chapter.

1.1 Semiconductor memory technology

The term memory in this thesis refers to data storage that comes in the form of pack-

aged semiconductor memory chips.

A diagrammatic representation of the classification of semiconductor memories is de-

picted in Figure 1.1. There are two broad categories of memories, which are the read-

only memory (ROM) and the random access memory (RAM). Both types of memory

are often packaged as integrated circuits (ICs). ICs are small electronic circuits that

consist mostly of semiconductors.

ROM is a special memory used to store programs for booting and performing diag-

nostics on computers. It contains data that normally can only be read, but not written

to. ROMs are considered non-volatile since they do not loose their information when

power is switched off. ROMs can be classified as follows.

1. Programmable read-only memory (PROM). This is the type of ROM that can

only be programmed once. Once the PROM has been used, you cannot erase

and reuse it.

2. Erasable programmable read-only memory (EPROM). An EPROM is a special

type of PROM that can be erased as a result of exposure to ultraviolet rays.

3. Electrically erasable programmable read-only memory (EEPROM). An EEP-

ROM is the type of PROM that can be erased electrically.

4. Flash memory. This is a variant of the EEPROM. It has a high density, low

cost, fast (to read but not to write) and is electrically reprogrammable. The

flash memory can be distinguished from the EEPROM in the sense that flash

devices can be erased in chunks, one sector at a time and not on a byte-by-byte

basis.
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Figure 1.1: Types of semiconductor memories

RAM is the most common memory type found in computers. In contrast to ROMs, it

is volatile because it looses its data when power is switched off and therefore requires

continuous power supply. More so, data can both be written to and read from RAMs.

The word ”random” in the name ”random access memory” refers to the fact that

any location in such memory can be addressed directly at any time. This is different

from sequential access media, such as magnetic tape, which must be read in sequence

irrespective of the desired content. Depending on the technology used in holding the

stored data, RAM can be classified into two categories, namely, the static random

access memory and the dynamic access random memory. A brief discussion on each

of these categories is given below.

1. Static random access memory (SRAM). The SRAM stores its data inside latches

and can store it for as long as needed. The term static is used because the

memory does not need to be refreshed as long as power is supplied to the

circuit. Refreshing refers to the process of periodically reading information

from an area of the computer memory, and immediately rewriting the read

information to the same cells with no alterations. The evolution of hardware

systems over the years has led to the manufacture of different types of SRAMs

made up of 4 to 6 transistors and is very fast. Examples of memories made with

SRAM are registers and cache memories. A main disadvantage of an SRAM

is that it consumes more silicon area per bit and relatively more power than

DRAMs, which explains why they are equally more expensive.

2. Dynamic random access memory (DRAM). The DRAM stores information in

capacitors, which loose their charge over time and therefore needs to be re-

freshed regularly in order to retain their contents. This refreshing action is the
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Figure 1.2: Memory hierarchy

reason why the memory is called dynamic. The refresh time in DRAMs also

explains why SRAMs are faster than DRAMs, since SRAMs do not need to be

refreshed. An example application of a DRAM device is the main memory of

a computer. In comparison to SRAMs, DRAMs can use one transistor and a

capacitor per memory cell. Due to this internal capacitive element, some delay

is incurred, with access time usually above 30ns.

1.1.1 Memory devices hierarchy

Memory devices in most systems can be implemented as a hierarchy. Figure 1.2

depicts the common memory hierarchy in most modern personal computers. Moving

from bottom to top of the figure shows the order of increase in speed as well as cost

but a decrease in storage capacity.

At the bottom of the hierarchy is the disc storage. It typically has an access time of

hundreds of thousands of central processing unit (CPU) cycles. This relatively slow

speed is the result of using mechanical parts, particularly electric motors and moving

magnetic heads. However, disc storage can have a capacity ranging from tens of

gigabytes on small computers to many thousands of gigabytes on large systems.

Above the disc storage is the main memory. Main memory usually has an access

time equal to several hundred CPU cycles. The term main memory commonly refers

to physical memory, which uses DRAM to store its data, and is considerably faster

than the disc storage.
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The cache memory serves basically to reduce the mismatch in speeds between the

CPU and the main memory. There could be different levels of cache memories for

example Level 1 (L1), Level 2 (L2) caches. L1 cache consists of high speed SRAM

cells. To save space and reduce cost, there is usually only a small amount of L1 cache

on a processor. The secondary cache memory, L2, could hold larger sizes of data than

the L1. L2 caches are likewise composed of SRAM cells, but they are made up of

more such cells than L1 caches. Due to the reduced size of the L1 cache, it is much

faster than the L2 cache, thus access time to and from the cache is reduced due to

fewer cells.

At the top of the memory hierarchy are processor registers. These comprise an ex-

tremely small amount of very fast memory cells that are built into the CPU. The aim

is to speed up the execution of the CPU, and thus of programs, by providing quick

access to commonly used values. Registers are usually implemented as an array of

multi-port SRAM cells.

1.1.2 DRAM architecture and types

The DRAM array consists of cells organized in a number of rows and columns. For

example, a 1M bit chip could be externally organized as 1M addresses. Internally,

memory cells are arranged as a matrix or number of matrices and cells can be grouped

together as words containing multiple bits of data. Figure 1.3 depicts the internal

functional block diagram of the DRAM.

During a read operation, first, the row address is presented through the row address

buffer, and decoded by the row decoder. Next, the column address is presented

through the column address buffer, and decoded by the column decoder to determine

the exact cell(s) to be accessed. The high-order bits of the address are connected

to the row decoder, which selects a row in the memory cell array. The lower-order

address bits go to the column decoder which selects the required columns. The con-

tents of the selected row in the memory cell array are amplified by the sense amplifier,

loaded into the data-out buffer and presented on the data line. For a write operation,

the data on the data line is loaded into the data-in buffer and written into the memory

cell array through the write driver.

The refresh counter of the memory counts through the memory addresses in order to

refresh the data stored in the memory cells. During a refresh operation, the column

decoder selects all columns and the row decoder selects the row that is indicated by

the address latch. All the bits in the selected row are read and refreshed at the same

time. Reading each row and writing it back compensates for the gradual leakage of

charge from the capacitors, which store the data. If this is not done regularly, then

the DRAM looses its contents, despite continued power supply.

A major drawback in the DRAM technology compared to SRAM is low speed. In or-
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Figure 1.3: An internal functional block diagram of the DRAM

der to overcome this drawback, more efficient types of DRAM for instance, Fast Page

Mode DRAM (FPM), Extended Data Out (EDO), Synchronous DRAM (SDRAM),

Double Data Rate (DDR) have been developed. A brief explanation of each technol-

ogy is provided below.

• FPM DRAM: This is the fast page mode dynamic random access memory

(FPM DRAM). While the standard DRAM requires that a row and column be

sent for each access, FPM DRAM works by sending the row address just once

for many accesses to memory in locations near each other, thereby improving

access time. The row of bits is selected only once for all columns within the

row.

• EDO DRAM: Extended data-out dynamic random access memory is faster than

the FPM DRAM. The reason is because unlike conventional DRAM which can

only access one block of data at a time, EDO RAM can start fetching the next

block of memory at the same time that it sends the previous block to the CPU.

• SDRAM: Synchronous dynamic random access memory is a type of DRAM

that has a synchronous interface. This implies that it waits for a clock signal

prior to responding to control inputs, thus is synchronized with the computer’s

system bus. SDRAM chips eliminate wait states by dividing the chip into two

cell blocks and interleaving data between them. While a bit in one block is

accessed, a bit in the other is prepared for access.
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• DDR SDRAM: Double data rate synchronous dynamic RAM is a type of

SDRAM that supports data transfers on both edges of each clock cycle (the

rising and falling edges), thereby effectively doubling the memory chip’s data

throughput with less power consumption than the SDRAM.

1.1.3 SRAM architecture and types

The SRAM cell consists of a bi-stable flip-flop connected to the internal circuitry by

two access transistors as depicted in Figure 1.4. The access transistors are connected

to the word line (WL) and to a bit line (BL) pair comprising the true (BT) and com-

plementary (BC). Each flip-flop has four to six transistors that are cross-coupled to

form inverters. When the cell is not addressed, the two access transistors are closed

and the data is kept to a stable state, latched within the flip-flop. The flip-flop needs

the power supply to keep the information. The data in an SRAM cell is volatile since

the cell structures allow data to be stored for an indefinite amount of time in the de-

vice as long as powered and is lost when power is removed. Unlike DRAMs, data

does not leak away in an SRAM, thus refresh cycles are not required. The flip-flop

may be in either of two states interpreted by the support circuitry as a 1 or a 0.

There are several types of SRAM classifications. One type of classification of SRAM

is based on the SRAM memory cells. They are classified as the 4T cell which have

four NMOS transistors plus two poly load resistors; the 6T cell which have six tran-

sistors - four NMOS transistors plus two PMOS transistors; the thin film transistor

(TFT) cell which has four NMOS transistors plus two loads called TFTs.

The four-transistor SRAMs are suitable for medium to high performance, but have

relatively high leakage current, and consequently high standby current. Four-

transistor designs may also be more susceptible to various types of radiation induced

soft errors. On the other hand, the six-transistor (6T) memory cell are highly stable,

relatively impervious to soft errors, and have low leakage and standby currents. Cur-

rent SRAM chip architectures use six-transistor memory cells and is the type used

throughout this thesis.

SRAMs can be differentiated based on their function or by the transistor type. By

their function they can be classified into four main categories, namely, asynchronous

SRAMs, synchronous SRAMs, special SRAMs, and non-volatile SRAMs.

1. Asynchronous SRAMs: Asynchronous SRAMs are devices that are not syn-

chronized with an external signal clock, and begin their data operation (read or

write) as soon as it receives the instruction to do so. In asynchronous SRAMs

the memory is managed by three control signals. One signal is the chip select

(CS) or chip enable (CE), the second is the output enable (OE) and the third is

the write enable (WE).

Asynchronous devices can be categorized as low speed, medium speed and
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Figure 1.4: 6T SRAM cell

high speed based on their access time. Access time refers to the total time it

takes for a device to yield a data output after receiving a read instruction. These

categories are:

• Fast asynchronous SRAMs: These devices are often used in buffer mem-

ory applications, consumer products, etc. The density range for these

types of SRAMs is from the sub 64K to 4Mb and have data words that

are mostly configured as x8, x16, which is the size in bits that each mem-

ory location can store.

• Low power SRAMs: These can also be referred to as low speed SRAMs.

These SRAMs are typically designed to consume very low power and

are used in applications where power is a major concern, which include

digital signal processors (DSPs), PDAs, consumer electronic products,

and so on. The density range for these SRAMs is usually from 64K to

8Mb and are mostly configured with word widths of 8 and 16 bits.

2. Synchronous SRAMs: As computer system clocks increased, the demand for

very fast SRAMs necessitated variations on the standard asynchronous fast

SRAM. This demand resulted in the development of synchronous SRAMs (SS-

RAM). In synchronous SRAMs the read or write cycles are synchronized with

the microprocessor clock and therefore can be used in very high-speed appli-

cations.

3. Special SRAMs: Multi-port SRAMs are specially designed chips using fast

SRAM memory cells. Synchronous and asynchronous FIFOs are available.

4. Battery-Back SRAM (BRAM): is also called zero-power SRAMs. Battery-
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backed SRAM combine an SRAM and a small lithium battery.

1.1.4 Emerging memory technologies

This discussion will not be complete without examining the memory technologies

that are currently being developed. The demand for faster, cheaper, better memory is

enormous, and memory manufacturers are responding with several innovative solu-

tions.

• Zero capacitor RAM (Z-RAM): This is a potential replacement for SRAM. It

offers the performance of six transistor SRAM using only a single transistor,

which therefore can provide much higher densities.

• Ferroelectric RAM (FeRAM): This is another non-volatile memory type,

which is similar to flash RAM. However, it provides better power efficiency,

write speeds, and write-erase duty cycles.

• Magnetoresistive RAM (MRAM): This memory stores data in magnetic stor-

age elements, not as electrical charge or current flow. MRAM is physically

similar to DRAM, however, it does not require refresh cycles.

• Phase-change memory (PRAM or PCM): This is another non-volatile memory

type, which is based on the phase change properties of chalcogenide glass,

which can be switched from crystalline to amorphous states by the application

of heat. PRAM offers high densities and can be useful in harsh environments

where radiation disrupts other types of RAM.

1.2 Testing semiconductor memories

The essence of any memory test could be to detect, diagnose or localize faults in

a given memory device. A fault is said to have occurred when a wrong output is

yielded by a defective system, or a distinguishable difference is observed between

a correct version of the given device and the current device under test (DUT). A

fault can arise during all phases of a computer system design process specification,

design, development, manufacturing, assembly and installation throughout its entire

operational life [19, 27]. The process of determining whether a given memory device

contains faults or not is referred to as memory testing. The algorithms with which the

presence or absence of faults are ascertained are called memory tests.

Since faults can occur, the need to perform quality tests to ensure that manufactured

chips are capable of performing their intended functions at the point of use cannot be

over emphasized.
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1.2.1 Motivation for memory testing

There are several motivations for memory testing. Memories practically dominate

the chip area. Due to the desirability of smaller chip dimensions, there is increase

in density on as much reduced chip area as possible [62, 61]. The implication of

this increase in density is that the area occupied by each memory cell exponentially

decreases and cells are located closer to one another. Because of the increased prox-

imity between memory cells, memories become increasingly sensitive and prone to

complex defects.

Failures in the memory device can significantly impact the defect-per-million (DPM)

rate, since memories largely dominate the chip area. Therefore, prior to the end of

the production chain from the manufacturer to an end user, highly efficient memory

tests are required to appropriately test and detect faults in the memory device. Further

motivations for memory testing include:

1. To mitigate the impact of increased chip density

Due to high cell density, individual cells become closer to one another and

become prone to influences from other cells in their neighborhood. This can

adversely affect the cell and impact the expected behavior of the memory de-

vice.

2. To detect disturbances due to use

Noise and crosstalk [30] effects, for example, noise on address and data lines,

could occur in the cells due to repeated use and could induce disturbances

transferable from one part of the memory device to the other.

3. To detect defects due to the manufacturing process

Defects could be introduced into the memory device during the manufacturing

process. The continuos shrinking of semiconductor’s nodes makes semicon-

ductor memories increasingly prone to electrical defects tightly related to the

internal structure of the memory [91]. For example, differences in capaci-

tance or leakage current could occur during the manufacturing since charges

are stored in capacitors and is prone to leakage. Such abnormalities could be

detected by testing.

4. To detect faults in the presence of complex defects

Due to shrinking memory dimensions relating to increased chip density, com-

plex factors, such as bit line coupling, can affect the memory’s behavior

thereby causing faults that cannot be detected by already known memory tests.

Understanding these behaviors and generating appropriate memory tests that

specifically target the resulting faults can help to minimize fails recorded as a

result of such complexities.
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5. Ensuring functionality under stressful conditions

Testing helps to ascertain the reliability of a device given specific stress con-

ditions such as time, voltage and temperature. Several research work have

addressed the effectiveness the effectiveness of stresses [39, 89, 96].

1.2.2 Memory test levels and time

Testing can be carried out at three different levels, namely, the cell array, chip and the

memory board levels.

1. Cell array level. At the array level, testing comprises the memory chips, control

logic and chip select.

2. Chip level. At this level, testing is focused on the memory chip, which contains

the actual data of the memory.

3. Board level. A memory board comprises board selection and memory board

controller, data and address registers, support logic as well as the memory ar-

ray. Tests at this level involve these components.

An objective of memory tests is to basically detect malfunctioning memory cells.

With recent memory manufacturing technology, the density of cells per silicon area

continues to increase. Since each cell must be tested to ascertain the presence or

absence of faults, it follows that the total test time required to investigate a DUT is

proportional to the amount of memory being tested. In brief:

ttest = n(#op · top) (1.1)

where n is the total number of cells, #op is the number of necessary and sufficient

test operations performed per cell to detect fault, and top is the time taken per test

operation.

Whereas linear tests have test time complexities of the order O(n), some non-linear

tests can have complexity of the order O(ny), where y is greater than 1. Hence,

reduction in both the time required to run a test as well as the number of tests neces-

sary and sufficient for fault detection, while maintaining high fault coverage (i.e., the

number of detected faults divided by the number of total faults) in a given device is

an important challenge and priority for developing memory tests.

1.2.3 Challenges in testing memories

Due to high cell density, the number of bits per chip (example in DRAMs) increases

exponentially (estimated as 4 times in less than 3 years), but the price per bit de-

creases exponentially [60]. Older test algorithms are known to have test run time
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complexities in the order of O(n2), but to cope with the exponential increase in

density there is the need to use efficient tests with test times in the order of O(n)
that can effectively test the DUT at no significant increase in test cost. As a result

of recent complex innovations in semiconductor memory technology, testing mem-

ory devices face enormous challenges. The use of embedded memories has com-

pounded this challenge due to lack of controllability of the inputs and observability

of the outputs, and to ameliorate this problem, built-in-self-test (BIST) was intro-

duced [63, 64, 67, 80, 88]. The challenges in memory testing can be broadly catego-

rized into three main issues namely, test time, test cost and complex fault behaviors.

• Test time: The growing density and capacity of memory chips requires new test

methodologies and equipment since the total test time required to investigate a

DUT is proportional to the amount of memory being tested. Thus, for tests to

be desirable, they must be generated to ensure optimal test times and still yield

high fault coverages.

• Test cost: In the deep sub-micron era silicon, packaging and testing costs are

substantial parts of the total manufacturing cost [65] depending on produc-

tion volume. As the volume of production increases, so could the total cost

for administering effective tests to ensure reliability. However, if the test cost

increases as the increase in density, it could become increasingly difficult to

effectively test all manufactured devices.

• Complex faults behavior: Decrease of cell area can result in coupling noise

and sensitivity higher to defects in memory devices. In recent times, several

companies are not able to explain all electronic failures using existing test ap-

proaches [28, 68, 77, 102]. An example is AUDI, which reported that from

all its electronic failures, only 35% can be mapped using existing approaches,

while about 41% are not yet understood [68]. For example factors such as

bit line coupling [10, 11] can occur, which is the development of small cou-

pling voltages on adjacent bit lines that can influence proper sense amplifier

operation. In fact, bit coupling and the resulting crosstalk noise is strongly

considered as a limiting factor in designing high speed, low power SRAM

devices [71]. This has a huge impact on the faulty behavior of the memory,

potentially causing readily detectable memory faults to become undetectable

with several memory tests.

Thus, memory tests must continually evolve to investigate, model and develop

appropriate detection conditions and test algorithm detecting, diagnosing or

locating such resulting complex faulty behavior in memory devices [9, 52, 50].

In addition, such evolving test algorithms are required to run at minimal test

times and incur no significant costs compared to existing memory tests.
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1.3 Contributions and scope of thesis

In response to the challenges posed to memory testing due to increased memory

density as a result of reduced chip size discussed in Section 1.2.3, this thesis presents

an investigation of the complex faulty behavior induced by parasitic fails in deep

sub-micron memory devices.

The thesis presents the analyzes, modeling, simulation, evaluation and validation of

the impact of parasitic component on the faulty behavior of memory devices. It

presents new test methodologies developed and memory tests generated to appropri-

ately detect memory fails in the presence of such parasitic effects.

1.3.1 Specific contributions

In a nutshell, the main contributions of this thesis are the following:

1. This thesis presents a theoretical framework that models bit line (BL) parasitic

capacitance, and the effect of capacitive BL coupling on the faulty behavior

of the memory cell array. The thesis validates this behavior theoretically and

through electrical SPICE simulations.

2. Neighboring cells can influence the faulty behavior of defective cells through

coupling. This thesis analyzes, simulates and evaluates the impact of parasitic

bit line coupling and neighborhood coupling data backgrounds on the faulty

behavior of SRAMs. It validates the analysis through defect injection and cir-

cuit simulation of all possible spot defects in the memory cell array.

3. The thesis investigates and establishes the worst case coupling backgrounds

required to induce worst case coupling effects in deep sub-micron devices. It

presents the conditions necessary to ensure proper detection of memory faults,

while taking BL capacitive coupling into consideration.

4. The fault coverage of otherwise efficient memory tests can be dramatically re-

duced due to the influence of bit line coupling. The thesis clearly demonstrates

the inadequacies and limitations of several well-known industrial tests in de-

tecting memory faults in the presence of capacitive bit line coupling effect.

5. The thesis presents March SSS, March SSSc and March m-MSS, which target

and detect all single and two-cell static faults in the presence and absence of

BL coupling for any possible spot defect.

6. Memory test optimization can significantly reduce test complexity and cost,

while retaining the quality of the test. This thesis introduces a systematic ap-

proach for developing optimized tests for memory faults in the presence of

bit line coupling. It shows how to identify the required coupling backgrounds

for all static memory faults, and presents March BLC, an optimized test that
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detects all static memory faults in the presence of BL coupling.

7. The thesis investigated and analyzed the impact of parasitic node capacitance

on defective resistive nodes. The resultant effect referred to as parasitic mem-

ory effect can induce dynamic changes in the electrical behavior of the cir-

cuit thereby necessitating faults. The thesis presents the modeling of parasitic

memory effect in memories. It demonstrates that the faulty behavior in the

memory is exacerbated in the presence of parasitic node capacitance; some-

thing that reduces the fault coverage of current memory tests, and increases the

DPM rate.

8. Parasitic node capacitance and faulty node voltage as components of a defec-

tive node can induce serious parasitic effects on the electrical behavior of the

memory. This thesis analyzed, evaluated and characterized parasitic memory

effect, and the variation of the floating node voltages on the faulty behavior

of the memory. In fact, it demonstrates that the detection of memory faults is

not determined by the value of the defect resistance alone, but is significantly

influenced by the parasitic components of the defective node; something that is

often not accounted for during memory testing. It presents the detection condi-

tions for faults in the presence of parasitic memory effect, and finally presents

March SME, which detects all targeted faults in the presence of parasitic mem-

ory effect.

1.3.2 Scope of work

In this thesis, the main contributions are focused on SRAMs. All spot defects namely,

opens, bridges and shorts have been analyzed and evaluated. The work also targeted

functional fault models for all single-cell and two cell faults.

1.4 Thesis outline

The work reported in this thesis is structured in seven chapters. This section provides

a brief insight into each of the chapters and the general organization of the thesis.

Chapter 2 presents modeling of memory devices. It discusses the different levels of

modeling namely, behavioral, functional and electrical modeling.

Chapter 3 introduces the concept of faults, describing the fault models, fault primi-

tives and notations. It also explains the concept of memory testing, march tests and

march test notations.

Chapter 4 presents parasitic bit line coupling effects. It extensively provides a theoret-

ical framework for bit line coupling effect, a modeling of parasitic bit line capacitance

and the impact of bit line coupling on the faulty behavior of SRAMs.
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Chapter 5 introduces the concept of parasitic memory effect. It presents a model for

this effect and presents the analysis and evaluation of the impact of parasitic memory

effect on the faulty behavior of SRAMs.

Chapter 6 presents memory testing for parasitic fails. It presents a systematic ap-

proach used to develop march tests to detect faults in the presence of bit line coupling

effect, and an optimization technique that generates an optimized test to detect such

faults. Finally, the chapter introduces a testing technique, and test that detects faults

in the presence of parasitic memory effect.

Chapter 7 lists conclusions and recommendations of this thesis, and possible future

work.
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Chapter 2

Modeling memory devices

A
memory device is a group of interacting, interrelated, or interdependent parts

forming a whole to achieve the storage and retrieval of stored data. Generally,

testing a device can be done in different ways. One way is by physically

inspecting the device with a view to identifying defects or anomalies between the

inspected system and the correct version of the system. However, for semiconductor

devices this method of testing will entail inspecting internal structures of the device,

which is both cumbersome and error prone, and therefore unrealistic.

Another method of testing involves creating a model, which is an abstraction of the

real system. This is done by adequately representing the essential characteristics or

functional blocks of the device for which changes can significantly impact the device.

Creating an abstraction is a mechanism and practice to reduce and factor out details

so that one can focus on a few concepts at a time; or a generalized, condensed, and

simplified concept derived from a more complex situation. It is a part representation

of some whole. In this way, the behavior of the model can be compared with the

actual behavior of the device with the intent of establishing the presence of anomalies

or faults. Figure 2.1 shows a simplified general model, where input(s) are introduced

and output(s) obtained. In brief,

A model is a representation of a system that allows for investigation

of the properties of the system and, in some cases, prediction of future

outcomes . It is an abstraction of the actual system under consideration.

Consequently, a memory model abstracts the memory sub-system of the semicon-

ductor device, and contains representations in an appropriate approximation of the

device. Using models in semiconductor testing has several advantages. One such

advantage is that it provides clarity on the structure and functional behavior of the

system. This clarity simplifies the test method, because it allows specific focus on

functional blocks of the system, instead of an observation of the system as a whole.

Another advantage is that due to its support for a targeted or pre-defined scope of
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           Device
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Figure 2.1: A block diagram of a general model

coverage, it saves test time and is invariably less expensive.

A device can be modeled at different levels of abstraction. A level of abstraction

refers to the extent of details (for example, functional blocks or detailed components

connections) that is revealed by a model. The models that exist categorized by their

different levels of abstraction are geometrical, logical, electrical, functional and be-

havioral models. The lower the level of abstraction of a model, the more representa-

tive it is of the device.

Figure 2.2 depicts a typical memory chip model. The inputs to the model include

the address, which indicates the cell to be accessed, a read/write switch showing the

kind of operation to be performed on the cell and input data lines that provide data in

the case of a write operation. The outcome is observed through the output data lines.

Brief descriptions are given below on the different kinds of models.

The rest of this chapter describes the various types of semiconductor memory models

and their characteristics.

2.1 Semiconductor memory models

For semiconductor devices, models are often used to investigate faults. The extent to

which a model is put to use can be determined based on the model’s level of abstrac-

tion, for example whether it can be used for fault detection or for fault localization.

Fault detection refers to the ability to establish the presence of a fault

in a given functional block of a DUT due to an observed anomaly in its

behavior.

Fault localization is the ability both to establish the presence of a fault

and to identify the exact location of the fault (example component). Hav-

ing a knowledge of the internal structure of the device is essential for

fault localization.

Brief descriptions of the different models are given as follows.

• Geometrical models. At this level of abstraction, details such as the layout

implementation of the system is known, for example, line distances between

the electrical components, as well as general system’s layout are included. This
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model makes for good identification of faults based on the manufacturing pro-

cess and provides insight into the aging process of components. A diagram-

matic representation of this model is depicted in Figure 2.3.

• Logical models. Modeling a system based on the logic gates in which Boolean

expressions are used to mimic the targeted system’s function yields logic mod-

els. The main aim of a logic model is to localize faults resident in logic gates of

a device. Because instead of logic gates, transistors and capacitors are used in

manufacturing semiconductor memories, modeling faults using the logic gate

will not provide a good correspondence to reality. A diagrammatic representa-

tion of this model is depicted in Figure 2.4.

&

&

Fault localized

at the gate

Figure 2.4: Logical model
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• Electrical models. In this model, a detailed description of the system speci-

fications, based on their electrical components and internal structures’ imple-

mentation are known and represented. The aim is to target and localize faults at

the electrical components level of the system. A diagrammatic representation

of this model is depicted in Figure 2.5.

• Functional models. This is also known as the gray-box model. Abstraction is

based on the functional specifications of the device, with partial assumptions

on its internal structure. This means that relevant system parts can be repre-

sented as functional blocks with definite functions, for instance, the memory

cell array or address decoder in the memory. A diagrammatic representation of

this model is depicted in Figure 2.6.

• Behavioral models. This is also known as a black-box, since little or nothing

is known of its internal structure. Specifically, the internal structures of the

system using this level of abstraction is unknown. The aim of this model is

to represent the system only based on its specifications, therefore, only the

system’s behavior can be verified. For any given system, this model provides

the highest level of abstraction of the system. This model can be cited as a

special case of the functional model, with the condition that only one function

is represented, which is the system’s function as a whole. As a result of this,

the behavioral and functional models can be referred to as special cases of the

structural model, where the structural model describes a system as a number of

interconnected functional blocks [2, 4]. A diagrammatic representation of this
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Figure 2.7: Behavioral model

model is depicted in Figure 2.7.

In this thesis, focus will be on functional models. The reason is that at this abstrac-

tion level, both the system’s functional specifications and partial assumptions on its

internal structures (gray-box) can be made, which is sufficient for fault detection.

However, some of the assumptions on the device would require some knowledge of

the internal structures of the device, for example a cell’s electrical structure. There-

fore, some details of the electrical behavior have been included. In the rest of this

chapter discussions on models of DRAMs and SRAMs are presented.

2.2 DRAM model and characteristics

This section introduces some DRAM characteristics namely, the size of the DRAM

cell array, DRAM chip pin layout, the timing parameters and some specific DRAM

instructions.

The logical organization of the memory array is made up of words (W ), which com-

prises bits (B). Each bit represents a cell, thus, the total number of cells in the array

is given by the number of bits B, multiplied by the number of words W . The internal

structure comprises rows and columns.

Addresses are required to specify the right row and column locations. The number of

address lines is the maximum number of bits necessary to specify either a row or a

column address (a) is given by ⌈log2max {R,C}⌉. Addressing lines are represented

as A0, A1 . . . Aa-1. For example, if a memory array has 1024 rows and 2048 columns,

then a = log2 2048 = 11 addressing lines. This means that address A0 . . . A10 are

required. Data lines are required for data input and output. These pins are usually

merged in order to save pins. The number of pins required for data input-output is

B, where B is the number of bits in a word (W ). Control lines are required in order

to control the input and output of the device, and to determine when the chip should

read a row or column address. The most common of these control pins are the row

access strobe (RAS), column access strobe (CAS), and the write enable control line
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(WE).

The timing characteristic of the DRAM chip provides the maximum and minimum

delays for high and low edges of different signals and their duration to both read and

write the needed signals to the output pin.

A typical illustration of the timing characteristics is provided in Figure 2.8. The RAS
to CAS delay time represented as TRCD is defined as the time between the low edges

of the RAS and CAS signals. That is, the delay from the point RAS is low to the

time CAS is low.

The least and highest values of the TRCD provide the least and highest delay, and

are directed by the speed of the row and column decoders. The least value produces

maximal stress1 to the row access path, whereas the highest value stresses the column

access maximally.

The precharge time is the time necessary before the device can accept a fall of the

RAS signal, in other words, how earliest the memory can be accessed again after

having been accessed from the RAS signal.

TRC is the time required to perform a random read/write cycle. TRC is made up of

RAS precharge time, TRP and the RAS pulse width referred to as TRAS.

Similarly, CAS precharge, TCAS is defined as how early the memory can be re-

accessed after having been accessed from the CAS signal. The least delay from

the low edge of the RAS signal to the time data becomes available on the output pins

is known as the access time, TRAC.

Finally, the refresh time, (not shown) TREF refers to the maximum time which can

pass before a fresh operation is required to keep the information in the memory cells.

1Parameters, for example temperature, needed to test functionality within given specifications
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The DRAM uses five main primitives for its commands. These primitives are:

1. Read - Rd. This refers to the read command. Here, data in one of the sense

amplifiers is moved to the data registers and finally to the data bus.

2. Write - Wr. This is the write command. When given, the data in the data

register is conveyed to the sense amplifiers as well as the memory cell array.

3. Activate - Act. This is referred to as the activate command. In this case, a word

line (WL) in the cell array is chosen. It then accesses a row of the memory

cells. Coupled with this, an internal read command is done by moving the data

from the row of memory cells to the sense amplifiers.

4. Precharge - Pre. This is the precharge command. At this instance, any selected

word line is deselected and the internal voltages are precharged to their already

defined voltages.

5. No Operation - Nop. This command indicates no operation. It does not alter

the state of the memory but rather extends the time duration of any already

issued command. Thus, its impact depends on the previously issued command

and not in itself. The number of Nop issued is dependent on the specific timing

characteristic of the given memory device.

Nowadays, certain a variety of operational modes that enable DRAMs to provide

more functional flexibility or higher performance are available. These include:

1. Refresh operation In this case, all cells are rewritten using the same values they

contain in order to prevent loss of data as a result of naturally occurring leakage

currents. The refresh operation is issued to the memory by providing a special

sequence of values on the command bus that the DRAM interprets as a request

for refresh.

2. Fast page mode. This mode starts by issuing a row address to the memory,

which opens a full row of memory cells (also called a memory cell). Any cell

from this page can be read or written by providing only the column address

of the specific cell to be accessed. Figure 2.9 depicts the timing diagram of

the two operations performed in the fast page mode. The first is performed on

a cell with col. add. 1 and thereafter, another write operation is performed

on a different cell with col. add. 2. This mode of operation can increase

the bandwidth of the memory by reducing the access time, since only column

address part need to be provided at the inputs [79].

2.2.1 Functional DRAM chip model

The functional DRAM chip model shows the interacting functional blocks in the

DRAM. A block diagram of this model is the same as shown in Figure 2.10. At this

functional level, the internal structure of the memory that represents it as a collection
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Figure 2.9: Timing diagram corresponding to DRAM fast page mode of operation

of interconnected functional blocks with separate functions are considered. Brief

explanation of each block is given below:

• Memory cell array. This block occupies up to 60% [4] of the chip area and

consists of the memory cells arranged close to one another in an array form in

rows and columns. For instance, 1 Mega bits of memory with one million cells

can be arranged as an array of 1024 rows and 1024 columns, 2048 rows and

512 columns and vice versa. The external DRAM behavior partly reflects this

internal arrangement by requiring to split the address into columns and rows.

• Control logic. This is also known as the timing generator. The memory uses the

control logic to regulate, activate and deactivate the required functional block

when needed.

• Address decoders. This is used to decode the row and column addresses of a

cell in memory that needed to be referred to (addressed). The inputs are cell

addresses and the output is called word lines (WL) or the row decoder and

column select (CS) for the column decoder. Rows and columns are selected

by specific lines and a combination of selection of a row and a column results

in selecting a single word in the array.

• Sense amplifiers. This part of memory is used to identify the data stored within

the memory cells. Because the data in the cells are stored in capacitors, which

are prone to leakages, data in the cell need amplification so as to drive other

circuits in the memory. The interface between the sense amplifiers and the data

buffers is called the access device. A limited number of columns is connected

to the data buffers depending on the column address, while depending on the



2.2 DRAM model and characteristics 25

Address Latch Column Decoder

      

  

       Memeory
    Cell Array

Sense Amplifiers Data Registers

W
ri

te
 D

ri
ve

r

R
ow

 D
ec

od
er

Address

   data
I/O

Memory Cell ArrayAddress Decoder Input/Output logic

Reduced Functional DRAM chip model

Functional DRAM chip model

a2
a3

c1

c2

c3

A B C

a1

b1

Functional model block 

Forming reduced functional model block

Figure 2.10: Conversion from the functional to the reduced functional DRAM chip

model



26 Modeling memory devices

operation that is performed, either the read or write buffer is connected to the

sense amplifier.

• Data-in/data-out buffers. The data-in buffer is required to latch the input data

and addresses while the data-out buffer stores the read output data and keeps it

for the user on the data bus.

2.2.2 Reduced functional DRAM chip model

The reduced functional DRAM chip model is deduced from the functional model.

In brief, the reduction is a result of merging functional blocks with similar functions

together in order to reduce the overall blocks targeted. Figure 2.10 shows which func-

tional blocks were combined to yield the three main blocks of the reduced functional

DRAM chip model.

As shown in Figure 2.10, the row decoder, a3, and column a1 decoder are merged

with the address latch denoted by a2 to form the address decoder, A, in the reduced

functional model. This is because these three entities deal specifically with address-

ing. Likewise, the sense amplifier, c2, write logic, c3 as well as the data registers c1
are lumped together as the input/output logic, C, or read/write logic of the reduced

functional model. The reason is that they similarly handle input and output data from

the memory cell array. The memory cell array, b1, is retained as the only block in the

memory cell array of the reduced functional model since no other block performs a

similar function.

Thus concisely, a typical reduced functional model of a DRAM chip basically con-

tains three main entities namely: The input and output or data read/write logic, the

address decoder logic and the memory cell array. The reduced functional fault re-

mains an authentic representation of the entire functional blocks covered by the func-

tional model without any loss of information. Note that the fault coverage achieved

by the functional model is the same as that of the reduced model since there is no

information loss, i.e., no functional block is discarded.

Because localization of faults is not paramount but fault detection alone suffices;

more an equivalent fault coverage obtained from the functional model is achievable

using the reduced functional model henceforth, our focus and discussion including

testing for the DRAM chip model will remain at the reduced functional chip level.

2.2.3 Electrical DRAM chip model

The DRAM chip is composed of individual memory cells. Each memory cell holds

only one bit of information at a time, which could either be a ”1” or ”0”, electrically

represented by a different voltage level. Internally, the voltage level corresponding

to any of the bits could be high or low. The representative voltage is dependent on
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the location of the bit in the array and the architecture used. However, a high voltage

represents the ”0” bit whereas a low voltage represents a ”1” bit. Basic cell structure

is as follows:

Internally, the memory array consists of a number of rows and columns of words.

These words can be accessed as a complete row only. Per row there is a WL, which

determines if the row is connected to the sense amplifiers. The BL, are needed

to connect to the sense amplifiers and get longer when the array increases in size.

Raising or lowering the voltage on an entire line takes more time when the difference

in voltage gets larger or when the line becomes longer.

Each cell in a row can be connected to one of the BL or BL of a sense amplifier

as illustrated in Figure 2.11. Which bit line a cell is connected to depends on the

location of the cell in the memory array. Sometimes, odd rows are connected to BL
(also known as true bit line) and even rows to BL (also known as complementary bit

line). In other designs, the sense amplifiers are located midway between the rows, so

the left part of the row is connected to BL and the right part to BL. A sense amplifier

compares the voltage difference between its BL and BL. When connecting a cell

to a single bit line, the other bit line is usually connected to a dummy cell, in order

to sense a valid voltage difference. Depending on the design, the internal structures

of the DRAM cell could differ. These differences culminate in varied cell sizes and

power requirements. Here we describe the different cell designs in order of their size

and power requirement.

Four types of DRAM cell designs exist [94]. They can be distinguished following

their internal structures, size and power requirement. These are:

1. 6-device DRAM cell. This is as shown in Figure 2.12. In this cell structure,

there are six clock enhancement mode transistors and two gate capacitors. Qc
and Qd have their input gates connected to the read/refresh line. The stored

charge in the gate capacitor, Cg, keeps the information dynamically. Note that

two gate capacitors are used, that is, one for a logic ”1” and the other when

charged for a logic ”0”. During the read or refresh period, the transistive loads

are enabled but thereafter disabled in order to avoid power dissipation. The 6-

device structure is the most expensive in terms of area and power requirements.
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Figure 2.13: Electrical structures of the 4-device DRAM cell

2. 4-device DRAM cell. This is as depicted in Figure 2.13. This cell structure

consists of two capacitors and four enhancement mode cross-coupled transis-

tors. As shown, transistors Qa and Qb form a latch, with the pass transistors

Qc and Qd. This is an improvement over the 6-device cell since the two extra

load devices (transistors), VDD and the read/refresh lines are removed in this

structure, thus resulting in an area gain of over 50%.

The charge kept in the gate capacitor Cg determines the device’s ability to

retain data. Two Cg are used: each for a charge of either logic ”1” or ”0”.

During its refresh period, the target row’s word line, WL becomes high, while

data is read through the already precharged BL. It is then sensed by the sense

amplifier and BL is driven to cause the latch to be positioned in the required

state. This refresh function is carried out by a dummy read cycle, since the

read/refresh logic are eliminated.

3. 3-device DRAM cell. This cell structure is pictorially shown in Figure 2.14,

being made up of three transistors and one capacitor. It stores its information

or data as a charge in a single capacitor, Cg, thereby relegating the need for a
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second capacitor as in the case of the 4 and 6−device cell structures.

In the same way, need for one of the cross-coupled transistor pair is conse-

quently eliminated because the logic stored in the in a cell is kept by the capac-

itor and a single transistor. However, although a single capacitor and transistor

is enough to store its data, it still maintains two extra transistors because it has

separate WL and BL. Its data is written by driving the write WL high and

forcing the write BL to the desired value. Data can be read by precharging the

read BL and then driving the read WL high. A refresh operation consists of a

read, followed by a write through the write BL.

4. 1-device DRAM cell. This is the most widely known and deployed DRAM cell

structure. It basically comprises of one capacitor, C and an enhancement mode

transistor as depicted in Figure 2.15. The drain of the transistor is connected to

the bit line, BL while the gate is connected to WL.

Before reading the cell, the bit lines are precharged with a voltage midway

between the low and high voltage. Precharging bit lines decreases the settling

time of the bit lines because the voltage difference between the connected bit

line and the cell is smaller. After precharging, either BL or BL is connected to

the cell in order to read it. When reading, the contents of a cell are destroyed

as the charge of the capacitor is leaked to the sense amplifier. This operation

is called a destructive read. Because there is a single word line for the entire

row, the contents of the entire row are destroyed. Therefore, all cells in the row

are rewritten to retain the information. When data is written to cells in a row,

all the cells in this row are rewritten. This happens because cells can only be

accessed as a single row. The unmodified cells are read (which destroys their

contents) and rewritten to keep their values.

A main advantage of the 1-device cell structure is that it has the lowest power

requirement and size compared to the other cell structures. It also provides

high density and low cost per bit memory cell.
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Figure 2.15: Electrical structures of the 1-device DRAM cell

2.3 SRAM model and characteristics

An SRAM functional block diagram is depicted in Figure 2.16. As shown, the func-

tional model consists of sub-functional blocks described in this section.

• The memory cell array: The memory cell array consists of several cells,

which are addressed by an N-bit address. On the one hand, the row decoder is

used for selecting the requested row also referred to as word line (WL) among

several rows in the memory cell array.

• Address decoders: As shown in Figure 2.16, the row decoder receives its

input, i.e., specified address from the address latch through the address lines,

and then selects the required WL in the memory cell array. As the specified

WL is selected, all the cells connected to the selected WL become active and

thus, put their data on the BLs connected to each cell. On the other hand, the

column decoder is used for selecting required BL or BL pair among several

BLs or BL pairs that are on the selected WL.

• Read/write circuitry: The read/write circuitry consists of the the required

devices to read or write a cell. The data in line conveys the data to be written

to BT and BC, while the data-out lines conveys the data that has been read. The

read circuitry is more complex than the write circuitry, importantly consisting

of data registers and the sense amplifiers.

2.3.1 SRAM memory cell

The SRAM memory array is made up of several individual cells, each connected to

BLs and their corresponding WL. These memory cells form the most basic part of

the memory. There are different types of SRAM cells based on the type of load used

in the elementary inverter of the cell. We identify three types of SRAM memory

cells namely, four-transistor (4T), six-transistor (6T), and thin film transistor (TFT)

SRAM cells. Each of these SRAM cell types are described below as follows.

• 6T cell: The 6T SRAM cell is depicted in Figure 2.17. The cell consists of six

transistors, which are four NMOS transistors and two PMOS transistors The
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four transistors form two cross coupled inverters used in SRAM to hold the bits

of memory. This cell offers better electrical performances in terms of speed,

noise immunity and standby current than the 4T cell structure. 6T cell has

better switching performance, a higher impedance, and is relatively insensitive

to power supply variations [78, 42]. The work in this thesis has been done

using the 6T cell structure.

• 4T cell: The 4T SRAM cell is depicted in Figure 2.18. The 4T cell SRAM

consists of four NMOS transistors and two poly-load resistors [40]. The most

common SRAM cell consists of four NMOS transistors plus two poly-load

resistors. Two NMOS transistors are pass-transistors. These transistors have

their gates tied to the word line and connect the cell to the columns. The two

other NMOS transistors are the pull-downs of the flip-flop inverters. The loads

of the inverters consist of a very high poly-silicon resistor. This design used to

be popular because of its size compared to a 6T cell, since the cell needs only

four NMOS transistors. Despite its size advantage, the 4T cells have several

limitations. These include the fact that each cell has current flowing in one

resistor (i.e., the SRAM has a high standby current), the cell is sensitive to

noise and soft errors because the resistance is so high, and the cell is not as fast

as the 6T cell.

• TFT: This SRAM cell type reduces the current flow through the resistor load

of the old 4T cell [55]. This change in electrical characteristics of the resistor
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load is done by controlling the channel of a transistor. The resistor is configured

as a PMOS transistor and is called a thin film transistor (TFT) [40, 55]. It is

formed by depositing several layers of poly-silicon above the silicon surface.

The source/channel/ drain is formed in the poly-silicon load. The gate of TFT

is poly-silicon and is connected to the gate of the opposite inverter as in the 6T

cell architecture. The oxide between this control gate and the TFT poly-silicon

channel must be thin enough to ensure the effectiveness of the transistor. Note

that the performance of the TFT PMOS transistor is not as good as a standard

PMOS silicon transistor used in a 6T cell.

2.3.2 SRAM operations

As depicted in the 6T cell SRAM shown in Figure 2.17, each bit in an SRAM is

stored on four transistors that form two cross-coupled inverters. This storage cell has

two stable states, which are used to denote a logic 0 and a logic 1. Two additional

pass transistors MT on the true node side (T-node) and MC on the false node side

(F-node) control the access to a storage cell during the read and write operations.

MT and MC are connected to WL through which access to the cell is obtained. MT

and MC also control the cell’s connection to the true and complementary BLs (BT and

BC), where BT and BC are used for data transfer for both read and write operations.

During read accesses, the bit lines are actively driven high and low by the inverters

in the SRAM cell. This improves SRAM bandwidth compared to DRAMs. The

symmetric structure of SRAMs also allows for differential signaling, which makes

small voltage swings more easily detectable. An SRAM cell can operate in three

different states, namely:
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• Write: A write occurs when the content of the cell is updated. Initially, the

value to be written is applied to BLs. In order to write a logic 0, BT is set to

0, while BC is set to 1. A logic 1 is written in the cell by setting BT to 1, and

BC to 0. WL is then asserted and the value that is to be stored is latched in.

Note that the write circuitry (see Figure 2.16) is designed to be much stronger

than the relatively smaller transistors in the cell, thus, they can easily override

the previous state of the cross-coupled inverters. This underscores the need for

proper sizing of the transistors in an SRAM cell to ensure proper operation.

• Read: A read occurs when a request has been issued, and the content of a cell

assessed. For example, if it is required to read a logic 1 from the cell, the read

cycle is initiated by pre-charging BT and BC to a logic 1, and then asserting

WL which in turn enables the pass transistors MT and MC. The content of the

cell, in this case a logic 1 is transferred to the BT and BC. BT remains at its

pre-charged value, while BC is discharged through MC and MCd to a logic 0.

In another example, if it is required to read a logic 0 from the cell, then BT is

discharged to 0 through MT and MTd, while BC remains charged and is rather

pulled up by transistors MC and MCu.

• No operation: This occurs when the circuit is in an idle state. An idle state

occurs when WL is not asserted, thus, MT and MC disconnect the cell from BT

and BC. However, the two cross-coupled inverters formed by MTu, MTd, MCu

and MCd continue to reinforce each other following this disconnection.



Chapter 3

Functional fault modeling approaches

A
fault can be defined as a wrong output or internal state given by a defective

device. A defect refers to an unintended physical difference between an im-

plemented device and its intended design. In order to represent the defective

behavior of the memory device and compare it with the expected or correct behav-

ior, an abstraction of the memory device is made. This abstraction is referred to

as a model. Models are created at different levels of abstraction, and models that

specifically describe faults are called fault models.

One of the objectives of fault modeling is to simplify the process of test development

by identifying specific types of testing required, which invariably reduces testing

cost and time, while retaining the capability to detect the presence of targeted faults.

Another objective is to facilitate the analysis of real defects, which have become more

rampant due to increased shrinking of devise dimensions, and are often very difficult

to analyze.

Fault models used to describe memory faults at the functional level are called Func-

tional fault models (FFMs). In this case, the observed memory behavior is compared

with the expected behavior at the functional level. FFMs can be defined using fault

primitives (FPs). FPs are the corresponding deviations between an observed behav-

ior and the expected behavior of the memory [4]. FPs in part comprise of memory

operation sequences.

3.1 Memory operation sequence

Memory operation sequences refer to operations performed on memory cells. Such

operations include:

• Read operation. A read operation is the operation performed on the memory

cell, which yields the content of the cell. This operation can be either a read-0
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(r0) or read-1 (r1), where the logic values 0 and 1 refer to the content of the

cell and is the expected output of the read operation. For example, r0 means:

read a value from a specified cell and expect this value to be 0. However, the

expected value of a read can differ from the actual content of the cell in the

presence of a fault.

• Write operation. A write operation is the operation performed on the memory

cell to input a logic value into the cell. It can be either a write-0 (w0) or write-1

(w1) operation. For w0, 0 is the required value to be written as input into the

targeted cell, while for a w1, 1 is the required input.

• No operations. A no operation (Nop) does not change the state of the memory.

Thus, a sequence could be a single or any combination of these memory operations.

An operation sequence is referred to as a sensitizing operation sequence, if when

performed yields a contrast (fault) between the observed and the expected behavior of

the memory device. This contrast or faulty behavior, can be induced by the operation

sequences performed on the memory. The components of the sensitizing operation

sequence include, listing the initial value stored in the cell, and the read or write

operation performed on the cell, which will sensitize a fault. We can represent an

operation sequence expected to result in a faulty behavior with the notation [4]:

Dci . . . DcmODcj . . . ODcn (3.1)

where c = address of cell used; m = number of initialization(s); n = number of op-

erations; D = Data stored in cell c, D ∈ {0, 1}; O = operation performed on c,
O ∈ {r, w}.

An example to illustrate this notation is given as: 1cw0cr0c. The interpretation of

this sequence is as follows. The initial data content of the cell (that is, Dci) is 1. w0
is performed on cell c, which inputs the value 0. Subsequently, r0 is performed on c,
to obtain the expected value 0 at the output.

3.2 Fault primitives

An FP is defined as a difference or contrast in behavior of an observed memory device

from its correct or expected behavior [95], and is denoted as:

FP =< S/F/R > (3.2)

In this notation, S represents the sensitizing operation, F denotes the content of of

the faulty cell, and ∈ {0, 1}, while R represents the logic output value of the read

operation and R ∈ {0, 1,−}. The values 0 or 1 denotes the value of R when the

sensitization of the fault is as a result of a read operation. However, ’-’ is used to
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Figure 3.1: Classification of fault primitives

represent the outcome when sensitization is as a result of a write operation, and no

output is expected.

For example, consider the FP = < 0w1/0/− >. In this example, S is 0w1. This

implies that the cell initially contains a logic 0, after which the value 1 is written into

it. Next, the content of the cell, F, is 0, showing that after sensitization the cell still

contains a logic 0 and has not made the required transition from 0 to 1. This non-

transition indicates the presence of a fault. ”−” indicates that no output is expected

since S comprises no read operation. Using the FP notation, FFMs are defined as a

non-empty set of FPs.

As depicted in Figure 2.8, FPs are divided into two categories based on their sensi-

tizing operations such as:

• According to the number of memory cells involved (nc)

• According to the number of operations performed (no)

3.2.1 Classification of FPs by number of cells

Following the number of cells (nc) involved in a sensitizing operation sequence, this

type of FPs can be further classified into two categories, namely,

1. Single-cell FPs: For single-cell static FPs, a maximum of nc = 1 is involved.

The sensitization operation is performed on, and affects only one cell.
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2. Coupling FPs: For coupling FPs, nc ≥ 2. Since nc > 1, one of the cells in

the sensitizing sequence (S) is referred to as the victim (v), while the other

cell is the aggressor (a). The faulty behavior is related to the victim while

the aggressor only contributes to the fault. When nc = 2, the FP is called a

2-coupling FP, and when nc = 3, it is known as a 3-coupling FP and so on.

3.2.2 Classification of FPs by number of operations

Another classification of FPs is based on the number of memory operations no in-

volved. In this classification two types exist:

1. Static FPs. In static FPs, fault sensitization is caused by a maximum of

one operation, such that no ≤ 1. For example consider the description:

S = < 1c1w0c1 >. Since the number of operations (i.e., w0) performed on

c1 = 1, therefore this is a static FP.

2. Dynamic FPs. For dynamic FPs, the fault is sensitized by more than one

operation, such that no > 1. Thus, where no = 2, it is called a 2-operation

dynamic FP, when no = 3, it is called a 3-operation dynamic FP, when no = 4,

it is called a 4-operation dynamic FP and so on.

Figure 3.1 depicts the classification of FPs based on both nc and no.

3.3 Static fault models

This section describes static FFMs and their FPs [95]. FFMs are generally defined as

a non-empty set of FPs.

In order to specify a memory fault, one has to represent it in the form of an FP,

denoted as < S/F/R >. Again, S refers to a state or the operation sequence that

sensitizes the fault, F describes the logic value in the faulty cell (F ∈ {0, 1}), while

R describes the logic output value of a read operation (R ∈ {0, 1,−}). This means

that R has a value of 0 or 1 when the fault is sensitized by a read operation, while

’−’ is used when a write operation sensitizes the fault. For example, consider the FP

< 1w0/1/− >, which is the Down-Transition Fault. In this FP, S = 1w0 implies that

a w0 operation is applied to a cell initialized to a logic 1. The fault effect, F = 1,

indicates that after performing w0 the cell remains in state 1. The output of the read

operation (R = −) indicates that there is no expected output for the memory, since the

sensitizing operation is a read.

Static FFMs comprise FPs that are sensitized when the number of memory operations

nop = 1, despite the number of memory cells involved. There are two important

categories of the static FFMs, which are single-cell and two-cell static FFMs. Thus,

for single-cell static FFMs nop = 1 and nc = 1, whereas for two-cell static FFMs,
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nop = 1, but nc = 2,

3.3.1 Single-cell static faults

Single-cell static faults consist of FPs sensitized by performing at most one operation

on only one faulty cell. Table 3.1 lists all single-cell static faults and their corre-

sponding FPs. In total, the FFMs are State Fault (SF), Transition Fault (TF), Write

Destructive Fault (WDF), Read Destructive Fault (RDF), Deceptive Read Destruc-

tive Fault (DRDF) [3], and Incorrect Read Fault (IRF). The description of each of the

static single-cell faults are presented as follows:

Table 3.1: Single-cell static FFMs and corresponding FPs

Fault Fault primitives Fault Fault primitives

SF0 < 0/1/− > RDF0 < 0r0/1/1 >

SF1 < 1/0/− > RDF1 < 1r1/0/0 >

TF1 < 0w1/0/− > DRDF0 < 0r0/1/0 >

TF0 < 1w0/1/− > DRDF1 < 1r1/0/1 >

WDF0 < 0w0/1/− > IRF0 < 0r0/0/1 >

WDF1 < 1w1/0/− > IRF1 < 1r1/1/0 >

1. State Fault (SF). Here, the logic value in the cell flips or changes its value

without any operation (read or write) performed on the cell. State faults can

manifest either as state-0 or state-1 faults.

• State-0 Fault (SF0). In this fault, the cell initially has a logic value of

0. However, before being accessed (read from or written to) the cell’s

content flips from a logic 0 to 1.

• State-1 fault (SF1). In this fault, the initial content of the cell is a logic 1.

However, before being accessed it flips from a logic 1 to 0.

The FPs for State Faults are shown in the second and third rows of Table 3.1.

2. Transition Fault (TF). A transition fault occurs when the value stored in a cell

cannot change from one logic value to another when sensitized. The sensitizing

operation for this fault is either a transitive w0 or w1 operation. This fault can

manifest as:

• Up-Transition Fault (TF1). In this case, a non-transition from a logic 0 to

1 (0 → 1) occurs in a given cell.

• Down-Transition Fault (TF0). In this case, a non-transition from logic 1
to 0 (1 → 0) occurs in a given cell.
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The FPs for transition faults are described in the fourth and fifth rows of Ta-

ble 3.1.

3. Write Destructive Fault (WDF). This fault occurs when a write operation not

intended to cause a transition in the initial logic content of a cell results in a

transition. For example, consider the non-transition writes 1w1 and 0w0. In

both cases, the cell is written with the same logic values as its initial content,

thus the logic value after the write should remain the same as their initial val-

ues. However, due to this fault the content of the cell flips after the write. This

fault manifests as:

• Write-0 Destructive Fault (WDF0). Here, the logic 0 content of the cell

changes to 1 after a non-transition w0 has been performed on the cell.

• Write-1 Destructive Fault (WDF1). Here, the logic 1 content of the cell

flips to 0 after a non-transition w1 has been performed on the cell.

These two faults and their corresponding FPs are listed in the sixth and seventh

rows of Table 3.1.

4. Read Destructive Fault (RDF). This fault occurs when a read operation per-

formed on a cell changes the stored logic value in a cell, and yields this in-

correct value at the output. The fault is sensitized by either a r0 or r1 and

manifests as:

• Read-0 Destructive Fault (RDF0). For this fault, the sensitizing operation

is 0r0. Performing a 0r0 causes a flip in the logic content of the cell from

a 0 to 1. The incorrect logic value, 1, is returned and read at the output.

• Read-1 destructive fault (RDF1). For this fault, the sensitizing operation

is 1r1. Performing a 1r1 causes a change in logic content of the cell from

1 to 0. The incorrect output 0 is returned at the output.

These two FPs are listed in the second and third rows of right-hand column of

Table 3.1.

5. Deceptive Read Destructive Faults (DRDF). This fault is sensitized by per-

forming a read. It occurs when a r0 or r1 performed on a cell causes a flip

in the logic value stored in the cell. However, despite the changed logic value

in the cell, a correct value is returned at the output, thereby hiding the faulty

value in the cell [3]. This fault has two different type, namely,

• Deceptive Read-0 Destructive Fault (DRDF0) . Here, a 0r0 sensitizing

operation causes the value stored in the cell to change from 0 to 1. How-

ever, a correct logic 0 is still obtained at the output.

• Deceptive Read-1 Destructive Fault (RDF1). Here, a 1r1 sensitizing op-

eration causes the stored value in the cell to flip from 1 to 0. Despite this

wrong value in the cell, a correct logic 1 is read at the output.
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The FPs of both faults are shown in the fourth and fourth rows of right-hand

column of Table 3.1.

6. Incorrect Read Fault (IRF). This fault occurs when a sensitizing read per-

formed on a cell yields an incorrect logic value at the output, while the correct

logic value is still stored in the cell. There are two types of this fault:

• Incorrect Read-0 Fault (IRF0). In this case, the sensitizing operation 0r0
is performed on the cell and the correct logic 0 is retained in the cell.

However, at the output, an incorrect logic 1 is read.

• Incorrect Read-1 Fault (IRF1). In this case, the sensitizing operation 1r1
is performed on the cell. The cell retains this correct logic 1, but an

incorrect logic 0 is read at the output.

The FPs of this fault are as shown in the sixth and seventh rows of the right-

hand column of Table 3.1.

3.3.2 Two-cell static faults

In two-cell static fault model two cells and a maximum of one memory operation are

involved, i.e., nc = 2 and Op ≤ 1. One of the cells is referred to as the victim (v), and

the other as the aggressor (a). Whereas the faulty behavior is exhibited by the victim,

the aggressor only contributes to the fault. The FPs are sensitized by performing an

operation on a such that a fault is sensitized on v. In order to describe the two-cell

static fault, the notation of the single-cell static FP = < S/F/R > is modified to

indicate both v and a as follows.

FP =< S/F/R >=< Sa;Sv/F/R >a,v (3.3)

where FP = fault primitive Sa represents the sensitizing operation on the aggressor,

Sv is the sensitizing operation on the victim, F denotes the logic value stored in the

cell, while R indicates the expected output value.

All two-cell static faults are listed in Table 3.2. These faults include, State Coupling

Faults (CFst), Disturb Coupling Faults (CFds), Transition Coupling Faults (CFtr),

Write Destructive Coupling Faults (CFwd), Read Destructive Coupling Faults (CFrd),

Incorrect Read Coupling Faults (CFir) and Deceptive Read Destructive Coupling

Faults (CFdr).

In the left-hand side of this table, column two shows the state or sensitizing opera-

tion performed on a, while the third column lists the state or sensitizing operation

performed on v. Also, the forth and fifth columns lists the content of the cell and the

output of the cell respectively. Subsequently, the sixth and seventh columns denotes

the FP and FFM of each fault.
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A short description of each FP as listed in the Table 3.2 is given as follows.

1. State Coupling Fault (CFST). There is no sensitizing operation for this fault,

rather it depends on the initial states of the stored data in the cell. It occurs

when v is caused to be in a particular logic state as a result of a being in a

given state. There are four different manifestations of this fault. FP #1 to 4 of

Table 3.2 gives a description of their FPs.

2. Disturb Coupling Fault (CFDS). This fault occurs in two cells when a read

or write, which is performed on a causes v to be in a given logic state. In this

case, the sensitizing operation is any operation performed on the a. There are

twelve different manifestations of this fault. Their FPs are listed in FP #5 to 16
of Table 3.2.

3. Transition Coupling Fault (CFTR). This fault is sensitized by a transition

write, that is (w0, w1) or (w1, w0). Two cells have a transition coupling fault

when it is observed that due to a given logic state of a, a transition write per-

formed on v fails. There are four types of this fault as described in FP #17 to

20 of Table 3.2.

4. Write Destructive Coupling Fault (CFWD). The sensitizing operations for

this fault are non-transition write operations. The fault occurs when v under-

goes a non-transition write, which results in an actual transition from an initial

logic value to another when a is in a particular logic state. There are four types

of this fault and their FPs are described in FP #21 to 24 of Table 3.2.

5. Read Destructive Coupling Fault (CFRD). This fault is sensitized by a read

performed on v. It occurs when a r1 or r0 performed on v changes or destroys

the correct logic value stored in the cell, when the aggressor is in a particular

logic state. It returns an incorrect logic value at the output. There are four

kinds of this fault, and their FPs are described in FP #25 to 28 of Table 3.2.

6. Incorrect Read Coupling Fault (CFIR). This fault is sensitized by a read

performed on v. It occurs when a r1 or r0 performed on v yields an incorrect

logic value at the output, while retaining the correct logic value in the cell, with

a in a particular logic state. There are four types of this fault, and their FPs are

described in FP #29 to 32 of Table 3.2.

7. Deceptive Read Destructive Coupling Fault (DRD). This fault is sensitized

by a read performed on v. Two cells are said to have Deceptive Read Destruc-

tive Coupling Fault when a r1 or r0 performed on v results in an actual change

in the logic value stored in the cell. However, despite the faulty logic value in

the cell, it returns a correct output, when the aggressor is in a given logic state.

There are four types of this fault, and their FPs are listed in FP #33 to 36 of

Table 3.2.
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Figure 3.2: Four and eight neighborhood patterns

3.3.3 Multiple cell faults

Multiple cell faults are memory faults involving multiple (more than 2) cells [75].

Now, the total number of cells in a given fault model is referred to as a neighborhood.

The content of a cell can be influenced by the content or state of other cells in the

neighborhood. As depicted in Figure 3.2, the cell currently under test can be referred

to as the base cell (b-cell). Other cells in the memory (with the exception of the b-

cell), whose influence affects the b-cell are know as the deleted neighborhood cells.

Faults that occur in the b-cell as a result of the influence of the deleted neighborhood

cells are called neighborhood pattern sensitive faults (NPSFs).

However, because the b-cell could have numerous neighbors, modeling the influ-

ences all possible neighbors becomes difficult and time consuming. Thus, the deleted

neighborhood is usually restricted to the physically adjacent cells of the b-cell. The

deleted neighborhood could comprise different number of cells as depicted in Fig-

ure 3.2. For example,

1. Four-cell neighborhood. This is depicted in the left-hand side of Figure 3.2. It

comprises the horizontal and vertical neighbors of the b-cell.

2. Eight-cell neighborhood. This is shown in the right-hand side of Figure 3.2. It

consists of direct adjacent neighbors of the b-cell.

3.4 Fault modeling and memory testing

A semiconductor memory test algorithm is a finite sequence of test elements. Each

test element contains a number of memory operations (for example, reads and

writes). These memory operations include data pattern backgrounds and address-

ing sequences for the operations. Among the different types of algorithms proposed

for testing SRAMs, march tests have proven to be faster, simpler, and regularly struc-

tured [18].
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Now, a march test algorithm (or march test) is a finite sequence of march elements.

A march element is characterized by an addressing order and a given number of

operations. In order to specify a march test, certain notations are used. Some of these

notations include:

• r: A read operation, which includes reading a logic 0 (r0) or logic 1 (r1) from

a given cell.

• w: A write operation, which includes writing a logic 0 (w0) or logic 1 (w1)

into a given cell.

• ⇑: This implies that the addressing sequence of the march operations in the test

is in an ascending order.

• ⇓: This implies that the addressing sequence of the march operations in the test

is in a descending order.

• m: This implies that the addressing sequence of the march operations in the test

is in no particular order, such that it could be either ⇑ or ⇓.

Consider this example of a march test:

March Test = { m(w0); ME0

m(w1, r1); ME1

m(w1); ME2

m(w0, r0)} ME3

where ME is a march element containing march operation(s) and terminates with a

’;’. During testing, all the operations in a march element must be performed before

moving to a next cell. The symbols ’{’ and ’}’ represent the start and end of the test

algorithm.

Many existing fault models are insufficient to represent all important failure in

RAMs. Functional fault models are commonly used for memories since the model

defines the functional behavior of faulty memories. Thus, new and more represen-

tative fault models continue to be researched in order to cover new defects and fails

present in modern memories, as a result of new process technologies, manufacturing

of new devices, new materials and architectures for cells, circuits and interfaces.

In essence, fault modeling is crucial to memory testing, since the proper testing of

any memory devise cannot be adequately done without an understanding and insight

into its faulty behavior. Thus, the subsequent chapters of this thesis present some new

failure mechanisms, and how to model the occurring new faults. They also present

tests developed to properly stress and detect such faults.
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Chapter 4

Parasitic bit line coupling effect

C
ontinued scaling for cell area reduction is a key driving force behind the devel-

opment of modern semiconductor memory devices. Due to this continuous

decrease in the cell area, the amount of coupling noise and the sensitivity (in

the memory) to defects and failure have continued to increase. Signals in memory de-

vices are carried by lines wired across the memory area such as the word lines (WL).

A common attribute due to such connections is a high load and capacitance, which

can result in capacitive coupling with other signals and power lines. These parasitic

components induce faulty behaviors, which require proper analysis and modeling to

facilitate their sensitization and detection.

As a result of the regular structure of memory devices, the optimization of the cell

area is highly beneficial. Unfortunately, one of the disadvantages of this trend is the

memory’s high sensitivity to spot defects. Spot defects in memory devices are geo-

metrical features that emerge during the manufacturing process that were not origi-

nally defined by the integrated circuit (e.g., the memory) layout [33, 42, 51]. These

defects caused by imperfections in the fabrication process of the devices. Spot de-

fects can cause faults both within and at the peripherals of memory devices and can

be classified as opens, bridges or short defects [35, 36, 37, 53, 98]. In order to analyze

the faulty effect, simulations are performed on an electrical model of the memory in

which the spot defects are injected, a single defect at a time [31, 48]. This chapter

will evaluate the impact of parasitic effects on the faulty behavior when spot defects

are injected into the memory.

The chapter focuses on the analysis and evaluation of bit line (BL) coupling effect in

SRAMs. It presents:

• Modeling of BL coupling effect

• Detailed simulations and evaluation of BL coupling impact on SRAM’s faulty

behavior in the presence of opens, shorts and bridge defects
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• Detection conditions for the faulty behaviors induced by BL coupling

4.1 Modeling BL coupling

Parasitic BL coupling results in the development of small coupling voltages on ad-

jacent BLs, which for example, can influence proper sense amplifier operation. BL

coupling has a substantial impact on the faulty behavior of the memory, potentially

causing readily detectable memory faults to become undetectable. Such coupling and

the resulting cross talk noise is strongly considered as a limiting factor in designing

high speed, low power SRAM devices [71]. More so, capacitive coupling was iden-

tified as the cause of about 67% field returns in Intel microprocessors in 2002 [41],

which buttresses the increasing challenge posed by this effect.

Research on the impact of parasitic capacitance on the faulty behavior of SRAMs

has up till now addressed only faults in peripheral memory circuits as well as address

decoders [5, 6, 14, 25, 44, 97], and evaluating the way BL coupling and BL twisting

maps a given memory fault into a different fault [90]. In other studies to solve the

BL coupling challenge, BL twisting as well as BL segmentation (global and local bit

lines) have been proposed to prevent cross talk noise and increase the signal-to-noise

ratio [73, 74]. However, such solutions focus mainly on overcoming BL coupling

effect from a design perspective, in order to prevent data destruction during a write

operation [93], or in order to reduce the BL delay time during the precharge cycle,

thereby increasing overall memory performance [72].

Despite these solutions, BL coupling effect remains a problem due to the expensive

cost of implementation of such solutions, thereby making them infeasible for many

applications. It becomes imperative therefore to develop other methods to properly

detect BL coupling effects in memory devices.

4.1.1 Quantifying BL coupling effect

The electrical Spice SRAM model used in the evaluation of BL coupling effects in

this work is presented in Figure 4.1. The model transistor parameters are based on the

65nm BSIM4 model card as described by the Predictive Technology Model [101].

The memory has an array of memory cells to enable simulation of all neighboring

coupling effects. For a 3x3 cell array, the cells are connected to three BL pairs: left

BL (BLl), which has the left true (BTl) and left complementary (BCl) BLs, middle

BL (BLm), which has the middle true (BTm) and complementary BLs (BCm), and

the right BL (BLr), which has BTr and BCr BLs.

Each WL or cell array row in the model has 3 cells: left (l), middle (m) and right

(r); while each BL or cell array column has 3 cells numbered as 0, 1 and 2. The cell
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Figure 4.1: SRAM electrical Spice model

in the center of the array (i.e., memory cell Mm1) is the faulty cell under analysis.

Each BL is also connected to precharge devices to ensure proper initial BL voltages.

The read/write access to different BLs is controlled by the column access devices,

which ensure that only one BT gets connected to the true data line (DT) and only

one BC gets connected to the complementary data line (DC) during each memory

operation. The model also contains a sense amplifier (SA) to inspect the read output

(data out), as well as a write driver to drive input data (data in). Note that since WLs

are driven by strong voltage signals (VDD), there is no significant impact on a selected

WL imposed by adjacent unselected WLs in terms of coupling. Thus, WL coupling

has not been considered in this work.

The total BL capacitance (Ct) is made up of three components: internal coupling to

the complementary BL (Cbi), external coupling to a neighboring BL (Cbx) and an

inherent BL capacitance to ground (Cg) composed of coupling to all other parts of

the memory (cells, WLs, substrate, etc). This is expressed as:

Ct = Cbi + Cbx + Cg (4.1)

The exact values of these capacitances depend on the layout of the memory and its

manufacturing technology. In general, the value of Cg accounts for a large portion



50 Parasitic bit line coupling effect

of Ct. In literature, reported Cg/Ct ratios range from 40% to over 90% [93]. On the

other hand, due to the symmetry of the layout implementation of the BLs, the values

of Cbi and Cbx are rather close to each other, and therefore are considered to be equal

(i.e., Cbi = Cbx = Cb) such that:

Ct ≈ 2Cb + Cg (4.2)

We focus on read operations. The reason is that read operations are more sensitive

to the impact of coupling than write operations. During a read operation, the WL

accesses the cell and connects it to the precharged BLs. Based on the value stored

in the cell, a voltage differential develops on the BLs that the sense amplifier subse-

quently attempts to detect. The presence of Cb causes neighboring BLs to influence

the voltage development during a read. If we assume that a defective BL is totally

floating, while the neighboring BL develops a voltage V, then the amount of coupling

voltage (∆V ) induced on the floating BL can be expressed as:

∆V

V
≈

1

(Cg/Cb) + 1
(4.3)

It is essential to understand how a specific initialization of a neighborhood of cells

affects the sensing of a given faulty cell, in order to write such worst-case values in the

neighboring cells (worst stress condition) during testing. From a testing perspective,

it is possible to use BL coupling to introduce extra stress on specific faults, thereby

making them easier to detect by a given test All of these will increase fault/defect

coverage.

4.1.2 Impact on faulty behavior

In this section, we present the theoretical analysis of the impact of BL coupling.

In the memory cell array, when a specific victim cell is accessed, the only neighboring

cells also being accessed at the same time are those that belong to the same row as

the victim, that is, those cells connected to the same WL as the victim. As shown in

the shaded cells of the model in Figure 4.1, when the middle memory cell (Mm1) is

accessed, the only other influential cells are the left memory cell (Ml1) and the right

memory cell (Mr1) connected to the same WL1.

For this reason, it is interesting to focus on the effect of coupling, and varied data

in both Ml1 and Mr1 on the faulty behavior of the victim (Mm1) in the presence of

different defects. Now, we explain the impact of the data contents of the neighboring

cells, Ml1 and Mr1, referred to as coupling backgrounds (CBs) on the sensing of

Mm1.



4.2 BL coupling impact on opens 51

• Impact of Ml1 on Mm1

If cell Ml1 contains a 1, then when it is accessed, it pulls BCl down by some

voltage VCl. Due to BL coupling, this in turn pulls the voltage on BTm down

by VTm (Figure 4.1). Thus, the presence of a logic 1 in Ml1 makes the detec-

tion of logic 1 in Mm1 more difficult while it makes the detection of logic 0

easier. On the other hand, having a 0 in cell Ml1 does not modify the voltage

on BCl, which in turn does not modify the voltage on BTm. In brief,

– In order to maximally stress logic 1 in Mm1, Ml1 must contain a logic 1.

– In order to stress a logic 0 in Mm1, Ml1 must not contain a logic 1,

thereby requiring a stored logic 0 instead.

• Impact of Ml1 on Mm1

If cell Mr1 contains a 0, then when it is accessed, it pulls BTr down by some

voltage VTr. Due to BL coupling, this in turn pulls the voltage on BCm down

by VCm (Figure 4.1). Thus, the presence of a logic 0 in Mr1 makes the detec-

tion of logic 0 in Mm1 more difficult while it makes the detection of logic 1

easier. On the other hand, having a 1 in cell Mr1 does not modify the voltage

on BTr, which in turn does not modify the voltage on BCm. In brief,

– In order to maximally stress logic 0 in Mm1, Mr1 must contain a logic 0.

– In order to stress a logic 1 in Mm1, Mr1 must not contain a logic 0,

thereby requiring a stored logic 1 instead.

In conclusion, the most stressful background to detect parasitic BL coupling in an

SRAM cell containing a logic 1 is 11 in both neighboring cells connected to the same

WL (we refer to this as CB11). In contrast, the most stressful background to detect

a logic 0 is CB00. Thus, CB11 and CB00 are referred to as worst-case coupling

backgrounds (WCB).

4.2 BL coupling impact on opens

At the layout level, open defects (ODs) are usually caused by broken lines or particle

contamination that results in increasing line resistivity at the open position. ODs in

the memory cell array can be either opens within the cell, opens on BLs or opens

on WLs. Figure 4.2 shows all possible ODs within the SRAM cell, on which our

analysis is based. The opens within the cell [57] and their complements are listed in

Table 4.1. The opens on the true node side (T-node) have an additional subscript ’t’

and are listed on the upper part of the table, while the opens on the false node side

(F-node) are their corresponding complements with the subscript ’c’ and are listed on

the lower part of the table. Two defects are said to be complementary (c), when their

locations are symmetrical to each other within the cell.
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Table 4.1: Open defects on the true & false nodes

OD Position on T-node side

R1t Pass transistor connection to BL broken (drain)

R2t Pass transistor connection to WL broken (gate)

R3t Pass transistor connection to T-node broken (source)

R4t NMOS down transistor connection to T-node broken (drain)

R5t NMOS down transistor connection to ground broken (source)

R6t NMOS down transistor connection to F-node broken (gate)

R7t PMOS up transistor connection to T-node broken (drain)

R8t PMOS up transistor connection to F-node broken (gate)

R9t PMOS up transistor connection to VDD broken (source)

OD Position on F-node side

R1c Pass transistor connection to BL broken (drain)

R2c Pass transistor connection to WL broken (gate)

R3c Pass transistor connection to F-node broken (source)

R4c NMOS down transistor connection to F-node broken (drain)

R5c NMOS down transistor connection to ground broken (source)

R6c NMOS down transistor connection to T-node broken (gate)

R7c PMOS up transistor connection to F-node broken (drain)

R8c PMOS up transistor connection to T-node broken (gate)

R9c PMOS up transistor connection to VDD broken (source)
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Figure 4.2: Open defect positions in SRAM cell

4.2.1 Simulation of open defects

The analysis in this section focuses on ODs within the SRAM cell. As shown in

Figure 4.2, an open resistor (Rdef) is injected on the defective signal line denoted

in the figure as R1t, R2t,. . . , R1c, R2c,. . . , where t and c represent the T-node and

F-node sides of the cell. Rdef can vary from 0Ω to ∞Ω. Despite the symmetry that

exists between the T and F-nodes in SRAM cells, defects on both sides can exhibit

different behaviors, therefore full simulations for each OD have been performed and

analyzed.

For each OD evaluated, all scenarios are considered, namely, r0 and r1 operations

performed for each CB (i.e., Ml1 and Mr1 containing all possible logic values when

Mm1 is 0 or 1) for a number of
Cg

Cb
values. The value of Cg is considered to be a

typical 500fF [32], while
Cg

Cb
values are modified for each simulation in the range

1 ≤ Cg/Cb ≤ 20 [7], with used Cb values as 500fF, 100fF, 50fF, 30fF and 25fF.

In general, both the value of Rdef as well as the amount of the coupling capacitance

influence the BL voltage differential and therefore decide the eventual output value

of the memory. This creates a space of possible (
Cg

Cb
, Rdef) values, where the defective

cell can either function properly or fail. The specific resistive value in the Rdef range,

beyond which a fail occurs is called the critical resistance (Rcr). Our analysis is based
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Figure 4.3: Defect-free read 0 of OD-R1t with CB00,
Cg

Cb
= 10

on detecting the differences in behavior between a properly functional circuit and its

behavior after an OD and the parasitic BL components have been injected.

4.2.2 Simulations of OD-R1t and OD-R1c

In this section, we analyze the simulation and results for each read operation when

OD-R1t and OD-R1c are injected using all possible CBs.

Read at Mm1 with OD-R1t.

OD-R1t is the defect injected between the access transistor and BTm. The presence

of this defect limits the ability of the cell to discharge BTm, thereby reducing the

voltage differential between BTm and BCm, and making the sense amplifier more

prone to crosstalk errors.

Figure 4.3 shows the simulation result of a defect-free r0 in cell Mm1, at
Cg

Cb
= 10

and CB00. Once WL1 is accessed, a differential voltage starts to develop between

BTm and BCm, which is then detected by the sense amplifier and amplified as a full

0, thereby leaving the data out (Dout) line at 0.

On the other hand, Figure 4.4 shows the simulation results of a defective r0 per-

formed on Mm1, with Rdef = 110KΩ and
Cg

Cb
= 10 using CB00. Comparing these

with the defect-free simulation results in Figure 4.3, we identify a number of differ-

ences. First, the differential voltage developing on the BLs is significantly reduced
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Figure 4.4: Read 0 of OD-R1t, with CB00,
Cg

Cb
= 10, Rdef = 110KΩ

in the defective case between t = 0.4 ns and t = 1.4 ns, making it extremely difficult

for the sense amplifier to identify the correct stored value in the cell. Adding to that

the BL coupling voltage from neighboring cells causes the sense amplifier to detect

an incorrect logic 1 in the cell rather than a logic 0, as indicated by the Dout signal in

the figure.

For all simulated
Cg

Cb
values, OD-R1t behavior is plotted and depicted as curve CB000t

in Figure 4.6. In the plot, the x−axis denotes
Cg

Cb
, while the y−axis represents Rdef

values. Each curve in the figure divides the (
Cg

Cb
, Rdef) plane into two regions. The

region above the curve is the fail region while the region below is the pass region.

Note that only CBs for which fails have been observed are included in the plot.

As curve CB000t in Figure 4.6 indicates, the fail region expands gradually as the

amount of coupling capacitance increases (i.e., decreasing
Cg

Cb
values). This buttresses

the importance of keeping the amount of BL coupling capacitance small relative to

the total capacitance of BL. It also indicates that with continued technology scaling,

the importance of testing for coupling effects will increase.

Result of a r0 using CB11 is as shown in Figure 4.5. Again, due to the defect in the

memory cell, the differential voltage on BLs is very limited. However, as a result of

the CBs in the neighboring cells and BL coupling effects, the differential voltage is

biased towards detecting a logic 0 in the cell. This bias corrects the faulty behavior

and prevents detecting a fail. In the same way, using other CBs (CB10 and CB01)
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corrects the faulty behavior and prevents any fault from being detected.

A r1 in the presence of OD-R1t will produce a correct logic 1 at the output irrespec-

tive of CBs used. The reason is that for a read operation, BL voltages are influenced

by the cell node voltages. Since BLs are precharged to VDD, only one BL is dis-

charged during the operation, in this case BCm. Since BTm is not discharged, a read

1 operation will yield a correct logic 1 output.

Read at Mm1 with OD-R1c.

OD-R1c lies between BCm and the pass transistor at the F-node side (symmetric

counterpart of OD-R1t) of the cell. For r1 using CB11, the differential voltage devel-
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oping on BLs is significantly reduced in the defective case between t = 0.4 ns and t

= 1.4 ns. An increase in coupling capacitance results in making the faulty behavior

more dominant causing the sense amplifier to record an incorrect logic 0 instead of

a logic 1. Plots of Rcr at varying
Cg

Cb
for OD-R1c for CB 11 is shown in Figure 4.6

depicted by curve CB111c. Coupling due to both CB01 and CB10 also yielded in-

correct read outputs as depicted by curves CB011c and CB110c in the figure.

Thus, CB01, CB10 and CB11 are stressful, while the use of CB00 corrects the faulty

behavior. A r0 in the presence of OD-R1c succeeds irrespective of the CB used.

4.2.3 Analysis of other ODs

In this section, we present a behavioral summary for the rest of the open defects in

the memory cell. The simulation analysis and results for OD-R1t . . . OD-R9t (all on

the T-node side) are listed in the upper part of Table 4.2, while those for OD-R1c . . .
OD-R9c (all on the F-node side) are listed in the lower part of Table 4.2. The first

column of Table 4.2 lists the ODs, while the second column lists the corresponding

worst-case CB. The third column gives the values of Rcr at
Cg

Cb
=10 for the worst-case

CB. The fourth column lists whether other CBs are also stressful (+) or not (−) for

each given OD.

As listed in Table 4.2, for OD-R4t and OD-R5t very low Rcr values were recorded.

This underscores the high sensitivity to a resistive open on the pull-down transistor,

which is on the current path for a r0. This is also the case for OD-R4c and OD-R5c

at the F-node side of the cell while performing r1 where BCm is discharged.

Furthermore, In the presence of OD-R7t . . . OD-R9t the cell exhibits a defect-free

behavior irrespective of the CB used. These three ODs represent broken connections

on the source, gate and drain of the pull-up transistor. For a r0 in SRAM, when WL1

is activated, current flows through the NMOS pass transistor on the BT side, through

the pull-down NMOS transistor to ground. Since this necessary current path for a r0
does not pass through OD-R7t . . . OD-R9t, the cell exhibits a defect-free behavior

such that the sense amplifier gives a correct logic 1 output for all performed simula-

tions. Here, a delay fault can occur, which takes place a while after the operation is

performed. Special tests are used to detect such faults [29]. In the same way, OD-R7c

. . . OD-R9c on the F Node side exhibit a complementary behavior for r1 operation.

4.3 BL coupling impact on shorts

A short can be defined as a connection between one memory node and VDD or GND.

Short defects (SDs) in the memory cell array can be classified generally as shorts

within the cell, shorts at BLs and shorts at WLs. A list of SDs is given in Table 4.3.



58 Parasitic bit line coupling effect

Table 4.2: Simulation results of open defects

Defects Worst Rcr of CB00 Stressful CBs

Read 0 CB at
Cg

Cb
=10 01 10 11

OD-R1t 00 93KΩ − − −
OD-R2t 00 2.43MΩ − + −
OD-R3t 00 45KΩ − + −
OD-R4t 00 2.28KΩ + + +

OD-R5t 00 1.54KΩ + + +

OD-R6t 00 38GΩ + + +

OD-R7t − − − − −
OD-R8t − − − − −
OD-R9t − − − − −

Read 1 Worst CB Rcr of CB 11 00 01 10

OD-R1c 11 61KΩ − + +

OD-R2c 11 2.08MΩ − + +

OD-R3c 11 29KΩ − + +

OD-R4c 11 8KΩ + + +

OD-R5c 11 3.86KΩ + + +

OD-R6c 11 207GΩ + + +

OD-R7c − − − − −
OD-R8c − − − − −
OD-R9c − − − − −

Table 4.3: Position of short defects

Shorts within the cell Position Complement

SDC-R1 Tm - VDD SDC-R1c: Fm - VDD

SDC-R2 Tm - GND SDC-R2c: Fm - GND

Shorts at BL Position Complement

SDB-R1 BTm - VDD SDB-R1c: BCm - VDD

SDB-R2 BTm - GND SDB-R2c: BCm - GND

Shorts at WL Position Complement

SDW-R1 WL - VDD -

SDW-R2 WL - GND -
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Table 4.4: Simulation results for shorts

Shorts Rcr of WCB Stressful CBs

Read 0 WCB at
Cg

Cb
=10 01 10 11 00

SDC-R1 00 5.017KΩ + + + +

SDC-R1c − − − − − −
SDC-R2 − − − − − −
SDC-R2c 00 23.183KΩ + + + +

SDB-R1 00 0.047KΩ + + + +

SDB-R1c − − − − − −
SDB-R2 − − − − − −
SDB-R2c 00 7.738KΩ + + + +

SDW-R1 − − − − − −
SDW-R2 − − − − − −

Read 1 WCB Rcr of WCB 01 10 11 00

SDC-R1 − − − − − −
SDC-R1c 11 0.915KΩ + + + +

SDC-R2 11 7.272KΩ + + + +

SDC-R2c − − − − − −
SDB-R1 − − − − − −
SDB-R1c 11 0.052KΩ + + + +

SDB-R2 11 6.488KΩ + + + +

SDB-R2c − − − − − −
SDW-R1 − − − − − −
SDW-R2 11 2.101KΩ + + + +

For each evaluated SD, all scenarios are considered namely, r0 and r1 operations

performed using all possible CBs for various
Cg

Cb
values. Table 4.4 gives a summary

of the results for both r0 and r1 operations.

In the table, SDC represents shorts within the cell, SDB denotes shorts at BLs, while

SDW refers to shorts at WLs. The first column of the table lists the SDs, while the

second column lists their corresponding WCBs. The third column gives the values of

Rcr at
Cg

Cb
=10 for each WCB, while the fourth column lists whether other CBs cause a

fail (+) or not (−) for each given SD. As shown, CB00 and CB11 are the WCBs for

r0 and r1 operations respectively. These WCBs represent the worst-case coupling

backgrounds required for stressing these operations; something that is important to

consider while deriving tests that would detect faults in the presence of BL coupling.
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4.4 BL coupling impact on bridges

A Bridge is a connection between any arbitrary pair of nodes. We identify two cate-

gories of bridge defects (BDs), namely, bridges within the cell and bridges between

cells. Note that nodes need to be located close to each other to make BDs between

them possible [47, 90].

4.4.1 Location of bridges

1. Bridges within the cell

BDs within the cell connect two nodes of the same cell, and this includes the pair of

BLs (i.e., BT and BC) and WL to which the cell is connected. Each cell consists of

five nodes, {T-node, F-node, BT, BC, WL}. Thus, the number of bridges resulting

from pairing the listed nodes is 10 as enumerated in Table 4.5, denoted as BDC.

BDCs with complementary behavior have been listed on the same row.

However, despite the symmetry that exists between the T and F-nodes in SRAM cells,

complementary defects can exhibit different behaviors [56], therefore full simulations

for each BDC and the corresponding complement have been performed and analyzed.

2. Bridges between cells

BDs between cells connect nodes of adjacent cells, which include BL pairs and WL

to which they are connected. BDs between the cells include BrDs between cells on

the same row, BDs between cells on the same column, and BDs between cells on the

same diagonal.

• Cells on the same row

For adjacent cells on the same row, consider all possible BDs between Ml1 and

Mm1 and refer to them as BDLs, while all possible BDs between Mm1 and

Mr1, are referred to as BDR. Table 4.5 lists all BDs. It lists the BDs on the first

column, and indicates the BD position on the second column. The third column

lists the complementary defects, the fourth column lists the interchange defects

(i), while the last column lists the interchange complement (ic). An interchange

behavior (involving two cells) occurs if the faulty behavior of one of the cells

is similar to that of the other cell, such that the difference is an interchange of

the aggressor and the victim.

To determine the full space of BDL, each cell consists of five nodes, where the

nodes of cell Ml1 are {Tl, Fl, BTl, BCl, WL1}, and nodes of cell Mm1 are

{Tm, Fm, BTm, BCm, WL1}. However, because WL1 is common to both Ml1

and Mm1, only {Tl, Fl, BTl, BCl} and {Tm, Fm, BTm, BCm} can form bridges.

Thus, the possible number of BDLs is 16. In the same way, the possible number

of BDRs between Mm1 and Mr1 is also 16 as shown in Table 4.5.
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Table 4.5: Position of bridges

Bridges within the cell

BDC position complement interchange int. comp

BDC-R1 Tm - Fm

BDC-R2 Tm - BTm Fm - BCm

BDC-R3 Tm - BCm Fm - BTm

BDC-R4 Tm - WL1 Fm - WL1

BDC-R5 BTm - BCm

BDC-R6 BTm - WL1 BCm - WL1

Bridges between cells on the same row (left side)

BDL BDL complement interchange int. comp

BDL-R1 Tl - Tm Fl - Fm

BDL-R2 Tl - Fm Fl - Tm

BDL-R3 Tl - BTm Fl - BCm BTm - Tr BCl - Fm

BDL-R4 Tl - BCm Fl - BTm BC1 - Tm BTl - Fm

BDL-R5 BTl - BTm BCl - BCm

BDL-R6 BTl - BCm BCl - BTm

Bridges between cells on the same row (right side)

BDR BDR complement interchange int. comp

BDR-R1 Tm - Tr Fm - Fr

BDR-R2 Tm - Fr Fm - Tr

BDR-R3 Tm - BTr Fm - BCr BTm - Tr BCm - Fr

BDR-R4 Tm - BCr Fm - BTr BCm - Tr BTm - Fr

BDR-R5 BTm - BTr BCm - BCr

BDR-R6 BTm - BCr BCm - BTr

Bridges between cells on the same column

BDU BDU complement interchange int. comp

BDU-R1 Tm - Tm0 Fm - Fm0

BDU-R2 Tm - Fm0 Fm - Tm0

BDU-R3 Tm - WLm0 Fm - WLm0 WLm - Tm0 WLm - Fm0

BDU-R4 WLm - WLm0

Bridges between cells on the same diagonal

BDG BDG complement interchange int. comp

BDG-R1 Tm - Tr0 Fm - Fr0

BDG-R2 Tm - Fr0 Fm - Tr0
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• Cells on the same column

These are denoted as BDUs. To determine all possible BDUs we consider BDs

between Mm0, Mm1. Both Mm0 and Mm1 contain five nodes each. The nodes

of cell Mm0 are {Tm, Fm, BTm, BCm, WL0}, while the nodes of cell Mm1 are

{Tm, Fm, BTm, BCm, WL1}. Since Mm0 and Mm1 share the same BL, only

9 BDUs exist between Mm0 and Mm1. Note that BDs between the nodes Tm

and Fm have not been included. The reason is that they have been considered

earlier and included while determining BDCs. The lower part of Table 4.5 lists

all BDUs.

• Cells on the same diagonal

Adjacent cells on the same diagonal are denoted as BDGs. Here, we consider

all possible BrDGs between diagonal cells such as Mm1 and Mr0. Both Mm1

and Mr0 consists of five nodes each, where the nodes of cell Mm1 are {Tm0,

Fm0, BTm, BCm, WL1}, and nodes of cell Mr0 are {Tr0, Fr0, BTr, BCr, WL0}.

Since BDs connecting WL and BLs of Mm1 have been already considered,

only four bridges are derived for BDGs as listed also in the lower part of Ta-

ble 4.5.

4.4.2 Simulation analysis of bridges

In this section, simulation analysis and results for bridges are discussed. For each

evaluated BD, all scenarios are considered namely, r0 and r1 operations performed

using all CBs for
Cg

Cb
values. The value of Cg is also considered to be a typical 500fF

[32], while
Cg

Cb
values are modified for each simulation in the range 1 ≤ Cg/Cb ≤

20 [7], with Cb values as 500fF, 100fF, 50fF, 30fF and 25fF.

Our analysis is also based on detecting the differences in behavior between a properly

functional circuit and its behavior after each BD and parasitic BL coupling compo-

nents have been injected. The injected resistances for each bridge (Rbr) can vary

within the range of 0 ≤ Rbr ≤ ∞.

Simulation analysis of BDC-R1

Here, we analyze the simulated results for read operations for BDC-R1 using all CBs

and
Cg

Cb
values.

1. BDC-R1: Read 0 at Mm1

The defect BDC-R1 is injected between the T and F-nodes of cell Mm1. In order

to clearly demonstrate the impact of BL coupling and influence of CBs, we simulate

three scenarios as follows. First, a defect-free r0 on Mm1 as depicted in Figure 4.7,

then a defective r0 on Mm1 with CB00 as shown in Figure 4.8 and a defective r0 on
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Figure 4.7: Defect-free read 0 with BL coupling

Mm1 with CB10 as depicted in Figure 4.10. Once WL1 is accessed, a differential

voltage starts to develop between BTm and BCm, which is detected by the sense

amplifier. This voltage is amplified as a full 0, thereby leaving the data out (Dout)

line at 0.

Figure 4.8 shows a r0 performed on Mm1, when the defect BDC-R1 is injected with

BL coupling (
Cg

Cb
= 10), at CB00. The value of the injected bridge is Rbr=18.40KΩ.

At this particular Rbr value, comparing Figure 4.8 with Figure 4.7, readily shows

a number of differences. First, the differential voltage developing on the BLs is

significantly reduced in this case as shown in Figure 4.8 between t = 0.4 ns and t

= 1.4 ns, thereby making it extremely difficult for the sense amplifier to identify the

correct stored value in the cell. Thus, the BL coupling voltage from neighboring cells

causes the sense amplifier to detect an incorrect logic 1 in the cell rather than a logic

0, as shown by the Dout signal in the figure.

For all simulated
Cg

Cb
, Rcr of BDC-R1 is plotted and depicted as curve CB00 in Fig-

ure 4.9. In the plot, the x−axis indicates
Cg

Cb
, while the y−axis represents Rbr values.

The curve in the figure divides the (
Cg

Cb
, Rbr) plane into two regions. The region above

the curve is the pass region while the region below is the fail region. Note that only

CBs for which fails have been recorded are included in the plot.

As curve CB00 in Figure 4.9 indicates, the fail region expands gradually as the

amount of coupling capacitance increases. Thus, at resistances above Rcr, the cell

exhibits a defect-free behavior, whereas at resistances below Rcr, the faulty behavior
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manifests. Likewise, using CB01, due to BD at 18.40KΩ in the memory cell, the

differential voltage on BLs is very limited and the differential voltage is biased to-

wards detecting an incorrect logic 1 in the cell. However, using other CBs (10 and

11) corrects the faulty behavior and prevents a fail from being detected, as indicted

by the Dout signal in Figure 4.10 for CB10. Thus, WCB is CB00 due to the high Rbr

value at which CB00 necessitated a fail.

2. BDC-R1: Read 1 at Mm1

For a r1 using CB11, the differential voltage developing on BLs is significantly re-

duced in the defective case between t = 0.4 ns and t = 1.4 ns. An increase in coupling

capacitance causes the sense amplifier to record an incorrect logic 0 instead of a logic

1. Plots of Rcr at varying
Cg

Cb
for BDC-R1 for CB11 is shown in Figure 4.11 depicted

by curve CB11.

Coupling due to both CBs 01 and 10 also yielded incorrect read outputs as depicted

by curves CB01 and CB10. Thus, CBs 01, 10 and 11 caused a fail, while CB00

rather corrects the faulty behavior. CB00 is not included in Figure 4.11 since it did

not necessitate a fail. Thus, CB11 is the WCB because it returned Rcr values higher

than the rest of the CBs.

3. Analysis of other BDCs, BDLs and BDRs

In this section, we present a behavioral summary for the rest of the bridge defects



66 Parasitic bit line coupling effect

 0

 0.5

 1

 1.5

 2

 2.5

 3

 0  5  10  15  20

R
b

r 
[K

o
h

m
s
]

Capacitive ratios (Cg/Cb)

CB11
CB01
CB10

Figure 4.11: Pass & fail regions for read 1 with BDC-R1

Table 4.6: Simulation results for bridges - BDCs

Results for BDs within the cell

Defects Rcr of WCB Stressful CBs

BD WCB at
Cg

Cb
=10 01 10 11 00

BDC-R1t 00 18.498KΩ + + + +

BDC-R2t 00 4.18KΩ + + + +

BDC-R2c − − − − − −
BDC-R3t 00 8.046KΩ + + + +

BDC-R3c − − − − − −
BDC-R4t − − − − − −
BDC-R4c 00 7.946KΩ + + + +

BDC-R5t − − − − − −
BDC-R6t − − − − − −
BDC-R6c − − − − − −

within the cell (i.e., BDC), and between adjacent cells. The analysis and results for

BDC-R1t . . . BDC-R6t with their complements, interchange and comp. interchange

behaviors are listed in Table 4.6. Likewise, results for BDL-R1t . . . BDL-R6t, their

complement, interchanged and interchanged complement behaviors are listed in Ta-

ble 4.7, and for BDR-R1t . . . BDR-R6t, with their complement, interchange and

interchanged complement behaviors are also listed in Table 4.7.

The first column of Table 4.6 and Table 4.7 list the BDs, while the second column

lists their corresponding WCBs. The third column gives the values of Rcr at
Cg

Cb
=10

for the WCBs. The fourth column lists whether other CBs necessitated a fail (+) or

not (−) for each given BD.
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Table 4.7: Simulation results for bridges - BDLs

Results for BDs of two cells on the same row (L)

BD WCB Rcr of WCB 11 01 00 10

BDL-R1t − − − − − −
BDL-R1c 10 21.212KΩ + − − +

BDL-R2t 00 18.198KΩ − + + −
BDL-R2c − − − − − −
BDL-R3t − − − − − −
BDL-R3c 10 6.621KΩ + − − +

BDL-R3i 00 4.478KΩ + + + +

BDL-R3ic − − − − − −
BDL-R4t 00 6.286KΩ − + + −
BDL-R4c − − − − − −
BDL-R4i 10 4.440KΩ + + + +

BDL-R4ic − − − − − −
BDL-R5t − − − − − −
BDL-R5c − − − − − −
BDL-R6t − − − − − −
BDL-R6i − − − − − −

Results for BDs of two cells on the same row (R)

BD WCB Rcr of WCB 11 00 10 01

BDR-R1t − − − − − −
BDR-R1c 01 21.316KΩ + − − +

BDR-R2t − − − − − −
BDR-R2c 00 18.194KΩ − + + −
BDR-R3t 01 4.488KΩ + + + +

BDR-R3c − − − − − −
BDR-R3i − − − − − −
BDR-R3ic 01 6.716KΩ + − − +

BDR-R4t 00 4.457KΩ + + + +

BDR-R4c − − − − − −
BDR-R4i 00 6.133KΩ − + − −
BDR-R4ic − − − − − −
BDR-R5t − − − − − −
BDR-R5c − − − − − −
BDR-R6t − − − − − −
BDR-R6i − − − − − −
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For BDC, as listed in Table 4.6, WCB for BDC-R1t, BDC-R2t, BDC-R3t and BDC-

R4c is CB00. However, for the rest of the BDCs, correct logic outputs were recorded

and no fails occurred. These results can be explained as follows.

For example, for BDC-R2c, where the bridge defect lies between the F-node (Fm) and

BCm, since the content of Mm1 is 0, irrespective of the content of Ml1 and Mr1, the

cell will not be modified to yield an incorrect logic 1. The reason is that during a r0,

BCm remains unchanged whereas only BTm is discharged. Since this BD is located

along this unmodified path, influence on the content of Mm1 is very minimal and

does not modify the content of the cell. More so, the impact of VCl, (which develops

on BCl) will also not have any modifying effect on Mm1 due to the position of the

BD thus, the r0 operation succeeds.

Also as listed in Table 4.7, the BDLs: BDL-R1c, BDL-R2t, BDL-R3c, BDL-R3i,

BDL-R4t and BDL-R4i necessitate incorrect logic 1 outputs, whereas the rest of the

BDLs all yielded correct logic 0 outputs. However, For BDL-R1c and BDL-R3c

WCB is CB10. The reason for this behavior is that VTr has no obvious impact on

the content of Mm1 due to the location of the bridge, since both cells contain a logic

0, and BCm is not discharged. A logic 0 in Ml1 would as well not impact changing

the content of Mm1. However, a logic 1 in Ml1 will cause the content of Mm1 to flip

due to the coupling effect of some voltage VCl, which pulls BTm up by some voltage

VTm. This therefore explains why CBs 00 and 01 would not necessitate a fail for

this BD. Note that the position of BDRs are symmetric to those of BDLs relative to

Mm1, thus they have exhibited complementary behaviors as shown by our results.



Chapter 5

Parasitic memory effect

M
any types of defects such as spot defects can occur as a result of smaller di-

mensions of memory devices using today’s manufacturing processes. Spot

defects include opens, shorts and bridges and can occur at different metal

layers of the devices. Test generation for failures caused by such defects depends

on fault models that are supposed to represent the defective behavior and allow easy

generation of test operations through fault simulation [83]. However, certain real

failures in today’s integrated circuits may exhibit complex behavior that is not accu-

rately modeled by existing approaches due to factors such as the presence of parasitic

capacitance on defective nodes [66].

The presence of parasitic node capacitance on a defective resistive node can induce

dynamic changes in the electrical behavior of the circuit in SRAM devices. Such be-

havior is referred to as the parasitic memory effect. This chapter presents an analysis

of the parasitic memory effect in SRAMs. The chapter demonstrates that the faulty

behavior in SRAMs is exacerbated by the presence of parasitic node capacitances;

something that reduces the fault coverage of industrial memory tests, and increases

the defect-per-million rates of the out-going devices.

Some research work has been done on the electrical characterization and modeling

of resistive opens [8, 12, 13, 23, 48, 52, 81, 83, 84, 86]. However, no work has been

done on evaluating the impact of parasitic node capacitance on the faulty behavior of

SRAMs. In addition, no memory tests exist nor detection mechanism been developed

that account for this faulty behavior in SRAMs.

In this chapter, an analysis of the scenario where a defective node (N), in the SRAM

cell array is characterized both by a resistive component, (Rdef), which may have an

arbitrary value, and a parasitic capacitive component (Cnode) is considered. Taking

the parasitic node capacitance into account is important in order to guarantee the

proper detection of defects using appropriate detection conditions in the presence of

the parasitic memory effect. Therefore this chapter presents:
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Figure 5.1: Electrical model of SRAM cell array

• The modeling of the parasitic memory effect.

• The impact of the parasitic memory effect on SRAM faulty behavior, show-

ing degradation as a result of the presence of parasitic node capacitance of a

defective node.

5.1 Modeling the failure mechanism

In order to model the SRAM failure mechanism, an electrical Spice model of a 3x3

SRAM cell array presented in Figure 5.1 is used for the evaluation. The transistor

parameters are based on the 65nm BSIM4 model card as described by the Predictive

Technology Model (PTM) [101]. The cells are connected to three BL pairs: left BL

(BLl), which has the left true (BTl) and left complementary (BCl) BLs, middle BL

(BLm), which has the middle true (BTm) and complementary (BCm) BLs, and the

right BL (BLr), which has BTr and BCr BLs.

Each word line (WL) or cell array row in the model has 3 cells: left (l), middle (m)

and right (r); while each BL or cell array column has 3 cells numbered as 0, 1 and 2.

Each BL is also connected to precharge devices to ensure proper initial BL voltages.

Read/write access to different BLs is controlled by the column access devices, which

ensure that only one BT gets connected to the true data line (DT) and only one BC
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gets connected to the complementary data line (DC) during each memory operation.

The model also contains a sense amplifier (SA) to inspect the read output (Sout), and

a write driver to drive input data (data in).

As shown in Figure 5.2 the defective node (N) in the SRAM device is considered to

be characterized by two important components, namely,

• The resistive defect (Rdef) of the defective node

• The parasitic capacitance (Cnode) of the defective node

5.1.1 Resistive open defects

As depicted in Figure 5.2, we consider the model where a resistive open defect is

injected into an SRAM. Open defects are usually caused by broken lines or particle

contamination that result in increasing line resistivity at the open position. In the

SRAM cell array, opens can be present within the cell, at BLs, or at WLs.

The analysis of a resistive open injected between WL and the gate of the pass tran-

sistor on the false node side (F-node) as shown in Figure 5.2 is presented. An open

between WL and the gate of the pass transistor on F-node side will limit connectivity

to the gate such that the pass transistor will not function properly.

However, resistive opens combined with parasitic capacitance of a defective node,

can modify the timing behavior of the circuit, which can necessitate faults. In this

case, such faults can be detected only by tests that expose the incorrect timing behav-

ior due to these parasitic effects.



72 Parasitic memory effect

5.1.2 Modeling parasitic node capacitance

In order to model the total parasitic capacitance (Cnode) of a defective node, the actual

position of the defect is considered. In this analysis, the defect is injected between

the gate of the pass transistor and WL as shown in Figure 5.2. Therefore, the total

parasitic capacitance of the defective node will comprise the gate capacitance (CG)

and the wire or line capacitance (CL) connecting the defect to the gate of the pass

transistor. Thus, the total capacitance of the defective node is expressed as:

Cnode = CG + CL (5.1)

The CMOS gate capacitance consists of the gate-source capacitance (Cgs), the gate-

drain capacitance (Cgd), and the gate-bulk capacitance (Cgb), such that:

CG = Cgs + Cgd + Cgb (5.2)

On the other hand, the parasitic line (wire) capacitance (CL) consists of three main

components [76, 15], as depicted in Figure 5.3. These components are:

• line-to-ground capacitance (Clg): This is the capacitance between a wire and

ground (substrate).

• line-to-line capacitance (Cll): This is the coupling capacitance between differ-

ent wires on the same metal layer.

• crossover capacitance (Cco): This is the coupling capacitance between wires

on different metal layers.

So, the total line capacitance across metal planes is the sum of these three compo-

nents, that is,

CL = Cll + Clg + Cco (5.3)

CL is a function of:

CL = f(H,W, T, S) (5.4)

where W is the width of the metal line, T is the thickness of the metal line, H is the

thickness of the dielectric layer between metal layers, and S is the spacing between

the parallel lines [26, 34, 76].

In advanced MOS technologies, the line-to-line capacitance is comparable to, or

larger than the line-to-ground capacitance [15]. The exact values of the capacitances

depend on the connecting wire and the manufacturing technology. Note that when

the length of the connecting wire is 0, then the only active parasitic capacitance is
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CG. CG is incorporated into the simulation model, while estimated CL values used in

this chapter are in the range 0 < CL < 10fF [99, 101].

5.2 Impact of parasitic node capacitance

The timing behavior of the SRAM cell can be modified in the presence of parasitic

capacitance.

Figure 5.4 depicts simulation results of WL for read operations performed on an

SRAM cell using different Rdef values in the range 0kΩ ≤ Rdef ≤ 200kΩ at

CL = 4.5fF. Note that CL = 4.5fF value is used as an estimate. Other close val-

ues of CL yield the same behavior shown in this section. In the figure, WL is the

defect-free signal, while WLdef represented by 5 defective signals is the defective

WL signal each when a different defect resistance Rdef has been injected.

As shown in Figure 5.4, after propagation WL signal quickly rises to VDD at 400ns

and maintains this voltage until the fall of the signal to GND at 1.2ns. However,

observing the defective WLdef signals, it is clear that each signal is delayed after

propagation, such that with an increase in defect values, WLdef subsequently is in-

creasingly delayed from reaching VDD.

Now, in order to show the impact of Cnode, Figure 5.5 shows two simulation results for

another operation sequence. An operation sequence (seq) refers to a set of sequential

operations performed on a cell, where the operation ∈ {r, w}. Here, seq = {w1, r1} is

performed on the cell in the presence of Rdef, with CL and without CL as a component

of the defective node.

In Figure 5.5 the curve denoted as ”WLdef without CL”, shows that the defective

WLdef signal is slightly delayed, but still reaches VDD after propagation, and reaches

GND before the start of the next operation at 1.5ns. As can also be observed, this
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signal is slightly distorted between 700ps and 1.1ns. The reason is due to coupling to

BLs in the cell array, which is magnified as a result of the resistive open.

In the second simulation in the same figure denoted as ”WLdef with CL”, where Rdef =

150kΩ and CL = 4.5fF, it is observed that a longer delay is created after propagation

of the signal, such that WLdef neither reaches VDD after propagation, nor GND before

the start of the next operation. Consequently, for the next operation, the propagated

signal starts with a voltage (Vdef) higher than the expected initial voltage, and so on.

Vdef is the defective node voltage at the beginning of a clock period. It is important

to note that with a sufficiently high Vdef, WL will be turned on, hence making the

cells connected to BLs.

Thus, it is important to remark that at a given Rdef value, the dynamic faulty behavior

of the circuit can be exacerbated by the presence of Cnode.

5.3 Analysis of the faulty behavior

This section presents a demonstration of how the timing behavior of a defective node

can affect the output of an SRAM cell. The analysis of this behavior requires to create

some signal transitions, and to propagate them through the circuit, while observing

the impact at the defective node and at the output.

The analysis is based on observing the differences in the electrical behavior of the

defective (and output) node at different Rdef and CL values before and after the defect

is injected.
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5.3.1 Undetectable faulty behavior

Figure 5.6 shows the simulation results of WL for the defect-free signal (WL) and de-

fective signal, WLdef. Likewise, Figure 5.7 shows results for the logic output signals

of the defect-free (Sout) and defective (Sout-def ) operations.

As shown in Figure 5.6, a relatively small resistance Rdef = 50kΩ is injected at CL =

4.5fF. As shown, it is observed that WLdef is slowed down, gradually moving from

GND to VDD. This observed delay is propagated and can be seen in the Sout-def

signal, which is also slowed down compared to Sout. Thus, an additional delay (Tdef)

of 0.04ns occurs as shown in Figure 5.7 between Sout and Sout-def. The propagation

of these rising edges therefore allows to make the following definitions:

Let the input signal switch to a given logic value at time t = 0. Then, let time t +

Tpb be the propagation time needed by the signal transition to reach the defect, i.e.,

the rising transition reaches the defective node, and thus mark the start of the node

voltage switching from one logic value to another logic value.

In the same way, let Tdef be the delay between Sout, and the transition in Sout-def.

Also, let Vdef represent the actual voltage V(WLdef) of the defective signal at the

clock period Tperiod = 1.5ns for a given operation. Note that at Tperiod for a defect-

free cell, the corresponding voltage V(WL) is GND, since a previous cycle has been

completed, and a new cycle begins.

Thus, this analysis evaluates and considers Vdef, since its impact will influence the

next propagated signal of a subsequent clock period. Finally, the slack time Tslack is

defined as the time at which the output signal after the propagation stays stable till the
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Figure 5.6: WL at Rdef = 50kΩ with CL = 4.5fF

end of the clock period for that operation. Thus, from the simulation, the total time t

= 0 of one operation, to the start time of the next operation for a properly functional

circuit must be less or equal to the clock period Tperiod = 1.5ns.

Now, as shown in the simulation results in Figure 5.6 the WLdef signal at time t +

Tpb = 450ps, gradually rises from GND, but does not reach VDD. A delay is clearly

observed. Consequently, the effect of this delay is also seen at the end of the cycle,

such that WLdef does not reach GND prior to, or at Tperiod = 1.5ns, at which the next

period is expected to begin. Here, Vdef only reached 0.2V, at time = 1.5ns instead of

GND.

Likewise in Figure 5.7 a delay (Tdef) is observed in Sout-def propagated as a result

of the defective node. Because the total delay (Tpb, Tdef, Tslack) caused by the defect

does not exceed Tperiod, the memory still yields the correct output.

t+ Tpb + Tdef + Tslack < Tperiod (5.5)

5.3.2 Detectable faulty behavior

Now, consider the simulation results in Figure 5.8, for Rdef = 320kΩ and CL = 4.5fF.

As shown in the figure, WLdef signal is significantly slowed down. Consequently,

Vdef rises to about 0.3V. The implication is that a subsequent operation will be initi-

ated at this voltage, which will influence Vdef for that operation, and so on.

The output signals Sout and Sout-def are depicted in Figure 5.9. As can be seen, the

size of the timing defect Tdef is observably large, and so the rising transition of the



5.3 Analysis of the faulty behavior 77

0

0

200p

200p

400p

400p

600p

600p

800p

800p

1n

1n

1.2n

1.2n

1.4n

1.4n

1.6n

1.6n

0

0.2

0.4

0.6

0.8

1

1.2

Sout-def

Sout

Tdef

Figure 5.7: Output at Rdef = 50kΩ with CL = 4.5fF

0

0

200p

200p

400p

400p

600p

600p

800p

800p

1n

1n

1.2n

1.2n

1.4n

1.4n

1.6n

1.6n

0

0.2

0.4

0.6

0.8

1

1.2

WLdef

WL

Figure 5.8: WL at Rdef = 320kΩ with CL = 4.5fF

signal occurs after Tslack begins. Therefore, an incorrect logic value is captured at the

output, and the resistive open is detected.

In brief, the rising transition of the defective node, and consequently the additional

delay time, Tdef experienced by the cell is a function of:

• the faulty node’s parasitic capacitance Cnode

• the defect resistance Rdef

• the initial voltage V0 = Vdef
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Tdef = f(Cnode, Rdef, V0) (5.6)

From this analysis, it is clear that an open with a relatively small parasitic node pa-

rameters, which does not cause a fault cannot be detected since the resulting delay,

t + Tpb + Tdef + Tslack < Tperiod, while the open with relatively large parasitic node

parameters can be detected since t+ Tpb + Tdef + Tslack > Tperiod.

5.3.3 Detection using n-sequence

Here, another scenario is considered where a seq of m operations is applied to the

circuit targeting a defect/fault, such that:

seq = {op1, . . . , opm-1, opm} (5.7)

For this analysis, seq = {w0, r0, w0, r0, w1, r1} is used, which has been specif-

ically generated to detect the resistive open on the defective node, such that the

open is not detected before {opm}. This enables the separation of the test se-

quence into two stages, namely, the sensitization stage where, with the application

of {op1, . . . , opm-1} a correct logic value is still observable at the output; and the

detection stage where, with the application of {opm} an incorrect logic value is ob-

served at the output. These stages and seq operations are listed in the first three

columns of Table 5.1.

During the sensitization stage (first 5 operations), the faulty condition is not observ-

able at the output, but the voltage on the defective node Vdef may switch from GND
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Table 5.1: Test seq and intermediate voltages

Stage Operation seq op Intermediate voltages

V(WLdef)

Sensitization op1 w0 V1 = 0.38V

Sensitization op2 r0 V2 = 0.44V

Sensitization op3 w0 V3 = 0.47V

Sensitization op4 r0 V4 = 0.46V

Sensitization op5 w1 V5 = 0.48V

Detection op6 r1 -

towards VDD according to the activities induced by the operations.

Now, the initial state of the cell is 0. Within the first clock period (Tperiod = 1.5ns),

at time (t + Tpb), the rising transition is propagated, and WL signal starts switching

from GND to VDD. However, due to the defective node parameters, WLdef is slowed

down, and consequently the time required by the signal to reach VDD is much higher.

In addition, the time required by WLdef to reach GND at the clock period is also

delayed. As a result of this delay, a voltage Vdef develops and is observed at time

Tperiod. It is observed that during this first operation, WLdef rises from V0 = V(t) to

V1 = V(t + Tperiod) = 0.38V.

At this point, a new operation interrupts the previous one despite the fact that WLdef

is yet to reach GND. Subsequently for the second cycle, WLdef goes from V1 to

V2 = V(t + 2Tperiod), and so on.

Therefore, V(WLdef) does not simply switch between GND and VDD, but varies ac-

cording to the operations, and goes through successive intermediate voltages V0,

V1,. . . Vm-1 as listed in the fourth column of Table 5.1. In addition, Sout-def voltages

for each seq operation indicates variations according to the input operations. Each

corresponding intermediate voltage depends on Rdef, Cnode and the intermediate volt-

age Vdef of the preceding operation, in a form of inter-dependence chain referred to

as the memory effect.

At the detection stage, seq {op6} is applied to the cell and the transition induces delay,

which is propagated to and observed at the output. The input transition is initiated

by op5 and detected by op6. For the operation sequence (seq), the critical resistance

(Rcr) is 248kΩ. We associate to this defect the Detection Interval DI [85] defined

below as:

DI(seq, CL) = [Rop1,...op6
cr ,∞] (5.8)

In general, both the values of Rdef as well as the parasitic capacitance CL influence the

timing behavior of the circuit, and therefore decide the eventual output at the sense

amplifier from the memory cell. These two parameters create a space of possible
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Figure 5.10: Plot of Rcr: Rdef against CL values

(CL, Rdef) values, as shown by the demarcating curve in Figure 5.10 for the plot of

seq = {w1, r1}. In this plot, the x−axis denotes CL, while the y−axis represents Rdef

values. The Rcr curve in the figure divides the (CL, Rdef) plane into two regions. Rcr is

the resistive value (critical resistance) for a specific operation in the Rdef range, below

which a cell functions properly despite the presence of a defect (the pass region), and

above which the cell fails to yield the correct output (the fail region).

Figure 5.10 shows that as CL increases, the fail region expands, while the pass region

decreases. This underscores the importance of CL, and the need to account for it as

an important component of the defective node.

5.4 Impact on static faults

In the previous section, the presence of parasitic node capacitance (Cn) in the defec-

tive node has been shown to exacerbate the faulty behavior in SRAMs [59]. It can

also induce the dependence of a successive faulty node’s voltage on the voltage of a

previous operation; an effect that is known as the parasitic memory effect. In fact,

resistive opens combined with parasitic capacitance on a defective node, can modify

the timing behavior of the circuit, which can cause faults. Such modified behavior

can result in different faults depending on the operating faulty node’s voltage, which

could be in the range GND < Vn < VDD.

This section presents the analysis and evaluation the the impact of the parasitic mem-

ory effect on the detection of single-cell faults in SRAMs, and shows that the de-

tection of single-cell faults is not determined by the value of the defect resistance

alone, but is significantly influenced by the parasitic components of the defective

node; something that is often not accounted for during memory testing. The section

thus identifies the impact of parasitic node components on all open defects in the

SRAM memory cell array, for varied node voltages ranging from GND to VDD. In
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brief, the section presents the following.

• An analysis and evaluation of the impact of parasitic memory effect on single-

cell static faults detection.

• A characterization of the impact of variation of the floating node voltages (from

GND to VDD) on the SRAM faulty behavior.

In this section, single-cell static faults are targeted. These are faults that are sensitized

by at most one operation. These FFMs and their corresponding fault primitives (FPs)

have been earlier discussed and presented in Section 3.3 and listed in Table 3.1.

5.4.1 Simulation parameters

Figure 5.11 shows an example of the model of an SRAM cell within the memory cell

array used in this evaluation. The parasitic components of the defective node (N) that

influence the fault space are the node voltage (Vn), the resistive open (Rdef) and the

parasitic line capacitance (Cn). In this model, for each defective node the parasitic

components are taken into consideration. Each injected open creates a floating node,

whose voltage varies between GND and VDD, in this case 0V to 1.2V. A floating

node is a memory node that is not properly controlled by a memory operation due to

a defect, which leads to an improper voltage on the floating node at the end of the

operation.

All open defects in the SRAM cell as depicted in Figure 5.11 are simulated and

analyzed. The simulations are performed using Rdef values in the range 0 < Rdef <
10GΩ. Logarithmic incremental steps (for example, 1, 10, 100, 1000, etc,.) have

been used while simulating values in the Rdef range. Also, CL within the range 0 <
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Table 5.2: Static faults for R1c F-node side using seq = {1r1} and seq = {0w1}

Vn 1k 10k 100k 1M 10M 100M 1G 10G

0.0 − − TF1 − IRF1 IRF1 IRF1 IRF1

TF1 TF1 TF1 TF1 TF1

0.1 − − TF1 − IRF1 IRF1 IRF1 IRF1

TF1 TF1 TF1 TF1 TF1

0.2 − − TF1 − IRF1 IRF1 IRF1 IRF1

TF1 TF1 TF1 TF1 TF1

0.3 − − TF1 − IRF1 IRF1 IRF1 IRF1

TF1 TF1 TF1 TF1 TF1

0.4 − − TF1 − IRF1 IRF1 IRF1 IRF1

TF1 TF1 TF1 TF1 TF1

0.5 − − TF1 − IRF1 IRF1 IRF1 IRF1

TF1 TF1 TF1 TF1 TF1

0.6 − − TF1 IRF1 IRF1 IRF1 IRF1 IRF1

TF1 TF1 TF1 TF1 TF1

0.7 − − TF1 IRF1 IRF1 IRF1 IRF1 IRF1

TF1 TF1 TF1 TF1 TF1

0.8 − − TF1 IRF1 IRF1 IRF1 IRF1 IRF1

TF1 TF1 TF1 TF1 TF1

0.9 − − TF1 IRF1 IRF1 IRF1 IRF1 IRF1

TF1 TF1 TF1 TF1 TF1

1.0 − − TF1 IRF1 IRF1 IRF1 IRF1 IRF1

TF1 TF1 TF1 TF1 TF1

1.1 − − TF1 IRF1 IRF1 IRF1 IRF1 IRF1

TF1 TF1 TF1 TF1 TF1

1.2 − − TF1 IRF1 IRF1 IRF1 IRF1 IRF1

TF1 TF1 TF1 TF1 TF1

CL < 10fF has been used. For each Rdef value, since Vn is floating, the simulation is

performed using 13 different possible values of Vn in the range 0.0V < Vn < 1.2V,

where the range corresponds to GND to VDD with incremental steps of 0.1V. After

injecting a defect, analysis is done while performing six operation sequences: seq =

{1r1 (i.e., apply read 1 to the defective cell initialized to 1), 0r0, 1w1, 1w0, 0w1
and 0w0}. Note that at most one operation is applied at a time; therefore the analysis

is static. Only static faults can be sensitized with such analysis. Irrespective of the

symmetry that exists between the T and F-nodes in SRAM cells, defects on both sides

can exhibit different behaviors, and therefore full simulations for all 18 defects have

been performed and analyzed. The analysis is based on observing the differences in

the electrical behavior at the output and the internal content of the cell through the

true node.
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Table 5.3: Static faults for R2c F-node side using seq = {1r1} and seq = {0w1}

R2c Defective node voltage (Vn) in Volts

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2

10G IRF1 IRF1 IRF1 − − − − − − − − − −
TF1 TF1 TF1 TF1 TF1 TF1 TF1 − − − − − −

1G IRF1 IRF1 IRF1 − − − − − − − − − −
TF1 TF1 TF1 TF1 TF1 TF1 TF1 − − − − − −

100M IRF1 IRF1 IRF1 − − − − − − − − − −
TF1 TF1 TF1 TF1 TF1 TF1 TF1 − − − − − −

10M IRF1 IRF1 IRF1 − − − − − − − − − −
TF1 TF1 TF1 TF1 TF1 TF1 TF1 − − − − − −

1M IRF1 IRF1 IRF1 − − − − − − − − − −
TF1 TF1 TF1 TF1 TF1 TF1 TF1 − − − − − −

100k − − − − − − − − − − − − −
10k − − − − − − − − − − − − −
1k − − − − − − − − − − − − −

5.4.2 Analysis for defect R1c

This defect is located between the drain of the pass transistor and the complementary

BL (BC) of the cell on the F-node side. The floating node is located between BC and

R1c. Results for the analysis of R1c are listed in Table 5.2. In the table, the first row

lists the simulated Rdef values, while the first column lists the values of Vn used. The

entries show the faults detected at the listed Rdef at the corresponding Vn value, while

the entry ’-’ indicates the absence of a fault.

Now, using seq = {1r1} for defect R1c, our results show that for Cn = 4.5fF and Vn

values 0.0V < Vn < 0.5V the correct logic value is yielded at the output when Rdef

is in the range 1KΩ < Rdef < 1MΩ. However, beyond this Rdef range, incorrect

logic values are yielded at the output. Inspection of the BLs indicates a distortion

such that the difference in potential between the true BL and the complementary BL

is greatly reduced, thereby making it hard for the sense amplifier to read the correct

value from the cell. Furthermore, an inspection of the true node shows that the cell

contains the correct logic values for all simulated Rdef values from 1KΩ to 10GΩ.

Thus, at 0.0V < Vn < 1.2V and for 10MΩ < Rdef < 10GΩ at Cn = 4.5fF the cell

exhibits an Incorrect Read Fault, IRF1 (< 1r1/1/0 >).

However, at an increased faulty node voltage of 0.6V < Vn < 1.2V, we observe that

IRF is detected for 1MΩ < Rdef < 10GΩ. This shows the impact of the floating

node voltage on the defective node, and that Rcr of a specific defect can vary based

on variation of the parasitic node components.

Now, using seq = {0r0} for R1c, we observe that this operation passed such that

the output and the content of the true node both recorded the correct logic 0 for all
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values of Vn. This result is expected since for a r0, only true BL is discharged while

complementary BL is expected to remain approximately at VDD. Thus the parasitic

components of the faulty R1c node will have no impact on r0 operation.

In the same way, using seq = {0w1} in the presence of R1c, we evaluate the impact on

the cell by observing the content of the true node. Results show that for all simulated

Vn values in the range 0.0V < Vn < 1.2V when 1KΩ < Rdef < 10KΩ the true

node shows that the cell contains the correct logic 1 value as expected. However,

for all Vn values, when Rdef is in the range 100KΩ < Rdef < 10GΩ, the true node

shows that the cell contains an incorrect logic 0. Thus, at 0.0V < Vn < 1.2V and for

100KΩ < Rdef < 10GΩ the cell exhibits the Transition Fault TF1 (< 0w1/0/− >).

Using seq = {1w1}, the performed operation passed and the true node shows that the

cell contains the correct logic 1 value as expected.

Also, using the operation sequences seq = {0w0} and seq = {1w0}, both operations

passed irrespective of the values of the parasitic node components used. The reason

is that for a w0 despite the initial content of the cell, the true BL is expected to be

discharged to GND, while BC is expected to remain at VDD. Since R1c is positioned

on the non-discharged path, its presence does not significantly influence the content

of the cell to necessitate a fail.

5.4.3 Analysis for defect position R2c

The defect R2c is located between the WL and the gate of the pass transistor on the F-

node side. The floating node is located between the defect and WL. An open between

WL and the gate of the pass transistor on F-node side will limit connectivity to the

gate such that the pass transistor will not function properly. Results for this analysis

are presented in Table 5.3.

Performing seq = {1r1} in the presence of defect R2c, it is observed that for Cn =

4.5fF and Vn values in the range of 0.0V < Vn < 0.2V, the correct logic value is

yielded by the sense amplifier at the output when Rdef is in the range 1KΩ < Rdef <
100KΩ. but, for Rdef = 1MΩ and above for the same Vn values, incorrect logic values

are recorded at the output. However, the content of the true node shows correct logic

values for all simulated Rdef values from 1KΩ to 10GΩ. Thus, at 0.0V < Vn < 0.2V

and for 1MΩ < Rdef < 10GΩ at Cn = 4.5fF the cell exhibits an Incorrect Read fault

IRF1 (< 1r1/1/0 >). Consequently, an inspection of the BLs indicated a distortion

such that the difference in potential between the true BL and the complementary BL

is greatly reduced for the values where the fails occurred, thereby making it hard for

the sense amplifier to read the correct value from the cell.

Furthermore, at increased faulty node voltages of 0.3V < Vn < 1.2V it is observed

that no fail occurs. Again, this underscores the importance of taking into considera-

tion the parasitic effects of the faulty node during fault detection.
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Table 5.4: Static faults for defects on T-node side

Vn Defects

R1 R2 R3 R4 R5 R6 R7 R8 R9

0.0 − − − RDF0 RDF0 RDF0 − − −
0.1 − − − RDF0 RDF0 RDF0 − − −
0.2 − − − RDF0 RDF0 RDF0 − − −
0.3 − − − RDF0 RDF0 RDF0 − − −
0.4 − − − RDF0 RDF0 RDF0 − − −
0.5 − − − RDF0 RDF0 RDF0 − − −
0.6 − − − RDF0 RDF0 DRDF1 − − −
0.7 − − − RDF0 RDF0 RDF1 − − −
0.8 − − − RDF0 RDF0 RDF1 − − −
0.9 − − − RDF0 RDF0 RDF1 − − −
1.0 − − − RDF0 RDF0 RDF1 − − −
1.1 − − − RDF0 RDF0 RDF1 − − −
1.2 − − − RDF0 RDF0 RDF1 − − −

Using seq = {0r0} in the presence of R2c, it is observed that this operation passes

such that the sense amplifier output and the content of the true node both record cor-

rect logic 0 values for all simulated Vn values. The is because for a r0, only the true

BL is discharged, while the complementary BL is expected to remain approximately

at VDD. Thus the parasitic components of the faulty node will have no significant

impact on this operation.

In the same way, using seq = {0w1}, the impact on the faulty behavior of the cell

by observing the content of the true node is evaluated. The results show that for Vn

values in the range 0.0V < Vn < 0.6V when 1KΩ < Rdef < 100KΩ, the true node

shows that the cell contains the expected correct logic 1 value thereby indicating a

successful write transition. But, when Rdef is in the range 1MΩ < Rdef < 10GΩ,

incorrect logic 0 is observed at the true node. Thus, at 0.0V < Vn < 0.6V, for

1MΩ < Rdef < 10GΩ the cell exhibits the Transition Fault TF1 (< 0w1/0/− >).

However, at 0.7V < Vn < 1.2V for all simulated values of Rdef at 1KΩ < Rdef <
10GΩ, the true node shows that the cell contains correct logic 1 and did not fail.

Now, using seq = {1w1}, the performed operation also passed successfully and the

true node shows that the cell contains the correct logic 1 value as expected. Likewise,

using the operation sequences seq = {0w0} and seq = {1w0}, both operations passed

irrespective of the value of the parasitic components used. The reason is that for a w0
despite the initial content of the cell, BT is expected to be discharged to GND, while

BC is expected to remain at VDD. Since R2c is positioned on the non-discharged

path, its presence does not significantly influence the content of the cell to necessitate

a fail.
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Table 5.5: Static faults for defects on F-node side

Vn R1c R2c R3c R4c R5c R6c R7c R8c R9c

0.0 RDF1 RDF1 − RDF1 RDF1 − − − RDF0

RDF1

TF1 TF1 TF0

0.1 RDF1 RDF1 − RDF1 RDF1 − − − RDF0

RDF1

TF1 TF1 TF0

0.2 RDF1 RDF1 − RDF1 RDF1 − − − RDF0

RDF1

TF1 TF1 TF0

0.3 RDF1 − − RDF1 RDF1 − − − RDF0

RDF1

TF1 TF1 TF0

0.4 RDF1 − − RDF1 RDF1 − − − RDF0

−
TF1 TF1 TF0

0.5 RDF1 − − RDF1 RDF1 RDF0 − − RDF0

WDF1

TF1 TF1 TF0

0.6 RDF1 − RDF1 RDF1 RDF1 RDF0 − − RDF0

WDF1

TF0

0.7 RDF1 − RDF1 RDF1 RDF1 RDF0 − − −
WDF1

TF1 TF1 TF0

0.8 RDF1 − RDF1 RDF1 RDF1 RDF0 − − −
WDF1

TF1 TF1 TF0

0.9 RDF1 − RDF1 RDF1 RDF1 RDF0 − − −
WDF1

TF1 TF1 TF0

1.0 RDF1 − RDF1 RDF1 RDF1 RDF0 − − −
WDF1

TF1 TF1 TF0

1.1 RDF1 − RDF1 RDF1 RDF1 RDF0 − − −
WDF1

TF1 TF1 TF0

1.2 RDF1 − RDF1 RDF1 RDF1 RDF0 − − −
WDF1

TF1 TF1 TF0
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5.4.4 Analysis for the other defect positions

A summary for the rest of the results for the open defects are presented in Table 5.4

and 5.5. Table 5.4 lists the results for defects at the T-node side, while Table 5.5 lists

the results for defects at the F-node side. In both tables, the first row indicates the

defect considered, while the first column lists the defective node voltages simulated.

For all operation sequences performed, only the detected faults are listed against the

corresponding defective node voltage value at which the fault is detected. The entry

’-’ indicates the absence of a fault for the corresponding defect and/or defective node

voltage listed.

As shown in the tables, some faults are only detected at specific Vn and Rdef values

and not throughout the whole range of the parasitic node components expressed.

This clearly buttresses the fact that the faulty behavior is influenced by parasitic node

components, and thus underscores the importance of taking these components into

consideration during fault detection.
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Chapter 6

Memory testing for parasitic fails

T
his chapter presents the approaches and techniques developed in this thesis,

for parasitic fails in SRAM memory devices. It describes the conditions nec-

essary and sufficient to test for, and detect such fails. These detection con-

ditions provide insight and demonstrate the limitations of already existing industrial

tests in the presence of parasitic effects. The first two sections of the chapter present

discussions on testing for parasitic BL coupling. They present novel march tests that

detect static faults in the presence of BL coupling. The third section presents a novel

optimization technique developed in this work, which utilizes only limited coupling

backgrounds to ensure proper detection of all targeted faults. The last section pro-

vides our testing approach for faults detection in the presence of parasitic memory

effects, and presents a novel test that detects static faults in the presence of parasitic

memory effect.

6.1 Data backgrounds for BL coupling

In order to ensure the detection of a given type of faulty behavior in the presence

of BL coupling, a test needs to ensure the use of the most stressful coupling back-

grounds. An important consequence for determining WCBs for each category of

spot defects (opens, bridges and shorts) is that it provides insight for determining

the detection conditions for failures occurring as a result of BL coupling effect. As

provided by the analysis and results, certain coupling backgrounds exacerbate the

failure mechanism, whereas some CBs rather support the faulty behavior. In sum-

mary, the necessary detection backgrounds for detecting opens, bridges and shorts in

the presence of BL coupling are as follows:

• Opens - CB00 and CB11

• Shorts - CB00 and CB11
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• Bridges - CB00, CB01, CB10 and CB11. This is the case since certain bridges

result in coupling faults with more than one cell involved.

During testing, to ensure the correct WCBs in the memory cells while the test is

being applied, the memory cell array is initialized using specific data backgrounds.

Now, data backgrounds refer to the specific arrangements of cells in the memory cell

array based on the logic content of each cell. There are different data backgrounds.

The solid, column stripes, row stripes and checkerboard backgrounds are depicted

in Figures 6.1, 6.2, 6.3 and 6.4 respectively. As shown, a solid-0 or solid-1 data

background has all the cells in the memory initialized to a logic 0 or logic 1, while a

column stripe background has alternate 0s and 1s written on each column, and so on.

For example, if a test is designed to detect a logic 1 from a given cell, and both

neighboring cells (on the left and on the right) on the same WL should each contain

a logic 1, then the memory cell array can be initialized to a solid-1 data background,

since the background will consistently ensure that each neighboring cell to the victim

contains a logic 1 irrespective of the position of the cell being tested. The same is

true when the test is supposed to detect a logic 0 from a given cell and both neighbors

are required to be logic 0, then a solid-0 background could be used, and so on.
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6.2 Tests for BL coupling

This section presents the new testing methodologies developed in this research work,

and memory tests generated for testing static faults in the presence of BL coupling

effect. Section 6.2.1 discusses BL coupling tests for single-cell faults, and clearly

demonstrates the limitation of existing tests in detecting such faults in the presence

of BL coupling. Section 6.2.2 also presents March SSSc, an optimal test that detects

all single-cell static faults in the presence and absence of BL coupling. Section 6.2.3

discusses testing for two-cell static faults, and shows the limitations of existing tests

to properly detect them, while Section 6.2.4 presents March m-MSS, a test that de-

tects all two-cell static faults in the presence and absence of BL coupling.

6.2.1 Single-cell faults: limitations of existing tests

For detecting single-cell static faults listed in Table 6.1, the WCB required is

CB=xxx. Therefore, for initializing the memory cell array, a solid (i.e., /0000. . . or

/1111. . . ) and a row stripe (i.e., /0000. . . 1111 or /1111. . . 0000) data background

could be used. This means that each cell should retain the same logic value at the

beginning and at the end of the march element in order to ensure worst-case BL

coupling.
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Table 6.1: Single-cell static FFMs and their corresponding FPs

Fault FP Fault FP

SF0 < 0/1/− > RDF0 < 0r0/1/1 >

SF1 < 1/0/− > RDF1 < 1r1/0/0 >

TF0 < 1w0/0/− > DRDF0 < 0r0/1/0 >

TF1 < 0w1/1/− > DRDF1 < 1r1/0/1 >

WDF0 < 0w0/1/− > IRF0 < 0r0/0/1 >

WDF1 < 1w1/0/− > IRF1 < 1r1/1/0 >

Table 6.2: Comparison of tests fault coverage for single-cell FFMs

FFM Scan March SSS March SR March MSS March SSSc

SF0 +/− +/− +/+ +/− +/+

SF1 +/− +/− +/+ +/− +/+

TF0 −/− +/− +/+ +/− +/+

TF1 +/− +/− +/+ +/− +/+

WDF0 −/− +/− −/− +/− +/+

WDF1 −/− +/− −/− +/− +/+

RDF0 +/− +/− +/+ +/− +/+

RDF1 +/− +/− +/+ +/− +/+

DRDF0 −/− +/− +/+ +/− +/+

DRDF1 −/− +/− +/+ +/− +/+

IRF0 +/− +/− +/+ +/− +/+

IRF1 +/− +/− +/+ +/− +/+

FC 7/0 12/0 10/10 12/0 12/12

TL 4n 9n 14n 22n 12n

Table 6.2 compares the fault coverage (FC) of a number of memory tests for single-

cell static FFMs. The first row lists the tests, while the first column lists the FFMs.

Under each FFM, the notation x/y is used. x shows whether the fault is detected (+)

or not (−) by the listed test in the absence of BL coupling, while y shows if the fault

is detected (+) or not (−) in the presence of BL coupling. FC lists the fault coverage

of the tests without/with BL coupling for the FFMs (12 in all). TL is the test length.

A test that can detect all single-cell static faults is March MSS [54]. However, in

the presence of BL coupling, the test fails to detect these faults. This is because

March MSS does not fulfill the necessary and sufficient requirement that each cell

must retain the same logic value at the beginning and end of the march element.

Now, one test that satisfies the BL coupling detection requirement is March SR =

{⇓(w0); ⇑(r0, w1, r1, w0); ⇑(r0, r0); ⇑(w1); ⇓(r1, w0, r0, w1); ⇓(r1, r1)} [43].

In this test, each accessed cell retains the same logic value at the beginning and at the

end of each march element, thereby generating the background xx. However, this
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test fails to detect the entire space of all targeted single-cell faults, thus falling short

of extensive use in detecting faults in the presence of BL coupling.

Another well-known test that satisfies the BL coupling detection requirement is Scan

= {m(w0); m(r0); m(w1); m(r1)} [1]. But, in the same way as March SR, Scan can

only detect a limited number of single-cell static faults.

6.2.2 March SSS and March SSSc

Here, we present a march test that detects all single-cell static faults in the presence

and absence of BL coupling.

First, the test March SSS is proposed, which is an optimal test for detecting all single-

cell static faults. However, as can be seen from this test, March SSS detects no faults

when worst-case BL coupling is needed. This is true since each march element in the

test inverts the value of the cell, thereby preventing the necessary xxx background

pattern from taking place.

March SSS = { m(w0); ME0

m(w1, w1, r1, r1); ME1

m(w0, w0, r0, r0)} ME2

Therefore, we present an efficient test, March SSSc that detects all single-cell static

faults both in the absence and in the presence of the influence of BL coupling. This

is done by modifying March SSS to March SSSc in the following way:

March SSSc = { m(w0); ME0

m(w1, w1, r1, r1, w0); ME1

m(w1); ME2

m(w0, w0, r0, r0, w1)} ME3

March SSSc should be performed using the checkerboard data background (i.e.,

/0101. . . /1010. . . ) or the column stripes (i.e., /0101. . . /0101. . . ) data background.

March SSSc has a time complexity of 12n, which is 3n higher than March SSS due

to the addition of 3 march operations. This test ensures that each read operation is

performed on a given cell when the neighboring cells contain exactly the same value,

by resetting the value of the tested cell at the end of ME1 and ME3. This ensures the

worst-case conditions necessary for detecting single-cell static faults in the presence

of BL coupling as follows.

March element ME0 initializes the memory to 0. ME1 starts by sensitizing TF1

during the first w1 operation, then WDF1 during the second w1 operation. These two

faults are detected during the first r1 of ME1, which also sensitizes and detects SF1,

RDF1 and IRF1. The second r1 operation of ME1 sensitizes and detects DRDF1.
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Thereafter, the content of the cell is reset to 0, thereby maintaining the worst-case

detecting condition for the faults.

In the same way, the complementary counterparts of these faults are sensitized and

detected as follows. At ME2 the memory is initialized to 1. ME3 starts by sensitizing

TF0 during the first w0 operation, then WDF0 during the second w0 operation. These

two faults are detected during the first r0 of ME3, which also sensitizes and detects

SF0, RDF0 and IRF0. The second r0 operation of ME3 sensitizes and detects DRDF0.

Thereafter, the content of the cell is reset to 1, thereby maintaining the worst-case

detecting condition for the faults.

6.2.3 Two-cell faults: limitations of existing tests

Table 6.3 and Table 6.4 compare the fault coverage (FC) of a number of memory tests

for single-cell and two-cell static faults respectively. The tables demonstrate that the

presence of BL coupling can reduce the fault coverage of memory tests. In Table 6.3,

the first column lists the tests, while the subsequent columns list the single-cell static

FFMs. In Table 6.4 the first column lists the FFMs and the subsequent columns list

the tests. Under each FFM, the notation x/y : a/b is used. x shows how many faults

out of the y specified FPs are detected by the listed test in the absence of BL coupling,

while a shows if all such faults out of b specified FPs are detected in the presence of

BL coupling. In the last column of Table 6.3 FC is listed, while in the last row of

Table 6.4 FC is listed. Again, the notation x/y is used. Here, x indicates the faults

detected in the presence of BL coupling, while y denotes the total number of FFMs

listed.

An industrial test that can effectively detect all single-cell and two-cell static faults

is March MSS [54]. However, in the presence of BL coupling, this optimal memory

test fails to detect all such faults. The reason is due to the absence of the necessary

WCBs required to detect the faults during testing under the influence of BL coupling.

Another well-known industrial test, which is used for detecting unique faults that are

not detected by other tests is the Galloping Pattern (GalPat) test [24]. This tests has

long been used in the industry, but is vaguely understood. The test effectively detects

most (but not all) single and two-cell faults in the presence of BL coupling. The

reason why GalPat can detect certain unique faults in the presence of BL coupling is

that it performs the test for each cell, using all possible neighborhood combinations

(thereby generating the worst case coupling backgrounds xx, xy and yx). However,

GalPat is known to be expensive both in test time and complexity. Therefore, these

factors prompt the necessity to develop cheaper and more efficient tests for BL cou-

pling.
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Table 6.3: Comparison of fault coverage for single-cell FFMs

Tests SF TF WDF RDF DRDF IRF FC

GalPat 2/2 : 2/2 2/2 : 2/2 0/2 : 0/2 2/2 : 2/2 0/2 : 0/2 2/2 : 2/2 8/12

MATS+ 2/2 : 0/2 1/2 : 0/2 0/2 : 0/2 2/2 : 0/2 0/2 : 0/2 2/2 : 0/2 0/12

March SR 2/2 : 0/2 2/2 : 0/2 0/2 : 0/2 2/2 : 0/2 2/2 : 0/2 2/2 : 0/2 0/12

March C- 2/2 : 0/2 2/2 : 0/2 0/2 : 0/2 2/2 : 0/2 0/2 : 0/2 2/2 : 0/2 0/12

March B 2/2 : 0/2 2/2 : 0/2 0/2 : 0/2 2/2 : 0/2 0/2 : 0/2 2/2 : 0/2 0/12

PMOVI 2/2 : 0/2 2/2 : 0/2 0/2 : 0/2 2/2 : 0/2 2/2 : 0/2 2/2 : 0/2 0/12

March MSS 2/2 : 0/2 2/2 : 0/2 2/2 : 0/2 2/2 : 0/2 2/2 : 0/2 2/2 : 0/2 0/12

March m-MSS 2/2 : 2/2 2/2 : 2/2 2/2 : 2/2 2/2 : 2/2 2/2 : 2/2 2/2 : 2/2 12/12

Table 6.4: Comparison of tests fault coverage for two-cell FFMs

FFM Gal MATS+ March March March PMOVI March March

Pat SR C- B MSS m-MSS

CFst 8/8 : 8/8 4/8 : 0/8 8/8 : 0/8 8/8 : 0/8 6/8 : 0/8 8/8 : 0/8 8/8 : 0/8 8/8 : 8/8

CFdsrx 8/8 : 8/8 3/8 : 0/8 8/8 : 0/8 8/8 : 0/8 7/8 : 0/8 8/8 : 0/8 8/8 : 0/8 8/8 : 8/8

CFdswx 8/8 : 8/8 0/8 : 0/8 0/8 : 0/8 0/8 : 0/8 0/8 : 0/8 0/8 : 0/8 8/8 : 0/8 8/8 : 8/8

CFid 8/8 : 8/8 3/8 : 0/8 8/8 : 0/8 8/8 : 0/8 8/8 : 0/8 7/8 : 0/8 8/8 : 0/8 8/8 : 8/8

CFwd 0/8 : 0/8 0/8 : 0/8 0/8 : 0/8 0/8 : 0/8 0/8 : 0/8 0/8 : 0/8 8/8 : 0/8 8/8 : 8/8

CFrd 8/8 : 8/8 4/8 : 0/8 8/8 : 0/8 8/8 : 0/8 4/8 : 0/8 8/8 : 0/8 8/8 : 0/8 8/8 : 8/8

CFdrd 0/8 : 0/8 0/8 : 0/8 8/8 : 0/8 0/8 : 0/8 0/8 : 0/8 0/8 : 0/8 8/8 : 0/8 8/8 : 8/8

CFir 8/8 : 8/8 4/8 : 0/8 6/8 : 0/8 8/8 : 0/8 4/8 : 0/8 8/8 : 0/8 8/8 : 0/8 8/8 : 8/8

CFtr 8/8 : 8/8 2/8 : 0/8 8/8 : 0/8 8/8 : 0/8 4/8 : 0/8 8/8 : 0/8 8/8 : 0/8 8/8 : 8/8

FC 7/9 0/9 0/9 0/9 0/9 0/9 0/9 9/9
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Figure 6.5: Double-column stripes backgrounds

6.2.4 March m-MSS

In this thesis, March m-MSS is presented for detecting all single-cell and two-cell

static faults in the presence of BL coupling. March m-MSS is derived by modifying

March MSS [54]. March MSS is modified by implementing a number of different

data backgrounds used with the test, such that all single-cell and two-cell static faults,

in the absence or presence of BL coupling are detected. The use of these data back-

grounds will ensure the generation of the WCBs xxx, yxx and xxy, which are nec-

essary for detecting all FFMs. This modification is achieved by using the following

data backgrounds in combination with the test:

1. Solid-0 data background (00000000...) in Figure 6.1

2. Solid-1 data background (11111111...) in Figure 6.1

3. Double-column stripes data background (00110011...) in Figure 6.5

4. Double-column stripes data background (11001100...) in Figure 6.5

5. Shifted double-column stripes data background (01100110...) in Figure 6.6

6. Shifted double-column stripes data background (10011001...) in Figure 6.6

March m-MSS = { m(w0); ME0

⇑(r0, r0, w1, w1); ME1

⇑(r1, r1, w0, w0); ME2

⇓(r0, r0, w1, w1); ME3

⇓(r1, r1, w0, w0); ME4

m(r0)} ME5

Thus, March m-MSS detects all single-cell faults in the presence of BL coupling as

follows. March element ME0 initializes the memory to 0. ME1 starts by sensitiz-

ing and detecting SF0, RDF0 and IRF0, while the second r0 sensitizes and detects

DRDF0. ME1 also sensitizes TF0 during the first w1 operation, and then WDF1 dur-

ing the second w1 operation. These two faults are detected during the first r1 of

ME2, as well as SF1, RDF1 and IRF1, while the second r1 detects DRDF1 and so on.

The complementary counterparts of the faults are sensitized and detected in the same
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Figure 6.6: Shifted double-column stripes backgrounds

way by ME3, ME4 and ME5.

This test is performed using a different data background each time. This ensures

that the worst case conditions necessary for detecting faults in the presence of BL

coupling are applied. Note that the data background pattern can be repeated for any

number of memory cells. The time complexity of March m-MSS is 108n because the

test is performed six times using each of the six different data backgrounds.

6.3 Test optimization for BL coupling

Optimizing a memory test can significantly reduce the test complexity and run time,

while retaining the quality of the test. This section introduces a systematic approach

for developing optimized tests for memory faults in the presence of BL coupling. The

section will show how to identify the required CBs for all static faults. Furthermore,

March BLC is presented, an optimized memory test that detects all static faults in the

presence of BL coupling.

In the presence of parasitic BL coupling, faults may be only detected by writing ap-

propriate CBs in the neighboring cells of the victim. Understanding how specific

initializations of a neighborhood of cells affects the sensing of a given faulty cell,

and in addition, identifying such neighborhood data for each fault for testing pur-

poses [57, 58], can increase fault/defect coverage and significantly reduce the test

time required for detecting such faults.

In order to ensure proper detection each fault is tested for, using all possible CBs.

However, using all possible CBs while testing for every fault consumes enormous

test time and hence increases cost. But the test time complexity can be significantly

reduced if the specifically required CBs (instead of all possible CBs) are identified

for each fault model, and written in the neighboring cells in order to maximally stress

such faults. Therefore, this section presents:

• A systematic approach demonstrating how to identify the limited required CBs

necessary for the testing of each static fault, instead of using all possible CBs;

something that significantly reduces the test time complexity.
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Figure 6.7: CB model for BL coupling

• An optimized test, March BLC, which detects all static faults in the presence

of BL coupling.

6.3.1 Impact of BL coupling on static FFMs

This section presents the impact of BL coupling on both single-cell and two-cell static

faults. Consider any three cells on the same WL: left (l), middle (m) and right (r)

cells as shown in Figure 6.7. The middle cell (i.e., memory cell Mm) is the faulty cell

under analysis. The BLs are connected to the sense amplifier (SA) to inspect the read

output. As already explained in Chapter 4 using detailed validation with electrical

Spice simulations by defect injection, in brief: the necessary detection backgrounds

for detecting opens, bridges and shorts in the presence of BL coupling are:

• Opens - CB00 and CB11

• Shorts - CB00 and CB11

• Bridges - CB00, CB01, CB10 and CB11. This is the case since certain bridges

result in coupling faults with more than one cell involved.

Impact on single-cell static FFMs

Single-cell static faults occur within the faulty cell, while BL coupling effect takes

place in the neighborhood of the faulty cell. Thus, these two effects are independent.

As a result, one can only maximally stress single-cell faults by ensuring the worst-

case BL CBs (CB00 for a logic 0, and CB11 for a logic 1) for such faults.
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Table 6.5: Detection conditions of two-cell static FFMs (x, y ∈ {0, 1})

FFM FP Detection condition (a < v) Detection condition (a > v)

1. CFst0,0
<0; 0/1/−> m(. . . , 0); m(. . . , r0, . . .) m(. . . , 0); m(. . . , r0, . . .)

2. CFst0,1
<0; 1/0/−> ⇑(. . . , r1, . . . , w0, . . .) ⇓(. . . , r1, . . . , w0, . . .)

3. CFst1,0
<1; 0/1/−> ⇑(. . . , r0, . . . , w1, . . .) ⇓(. . . , r0, . . . , w1, . . .)

4. CFst1,1
<1; 1/0/−> m(. . . , 1); m(. . . , r1, . . .) m(. . . , 1); m(. . . , r1, . . .)

5. CFds <0w0; 0/1/−> m(. . . , w0); m(r0, . . .) m(. . . , w0); m(r0, . . .)
6. CFds <0w0; 1/0/−> ⇑(r1, . . . , w0, . . .) ⇓(r1, . . . , w0, . . .)

7. CFds <1w1; 0/1/−> ⇑(r0, . . . , w1, . . .) ⇓(r0, . . . , w1, . . .)

8. CFds <1w1; 1/0/−> m(. . . , w1); m(r1, . . .) m(. . . , w1); m(r1, . . .)
9. CFds <0w1; 0/1/−> ⇑(r0, . . . , w1, . . .) ⇓(r0, . . . , w1, . . .)

10. CFds <0w1; 1/0/−> ⇓(. . . , 0, w1); m(r1, . . .) ⇑(. . . , 0, w1); m(r1, . . .)
11. CFds <1w0; 0/1/−> ⇓(. . . , 1, w0); m(r0, . . .) ⇑(. . . , 1, w0); m(r0, . . .)
12. CFds <1w0; 1/0/−> ⇑(r1, . . . , w0, . . .) ⇓(r1, . . . , w0, . . .)

13. CFds <0r0; 0/1/−> ⇑(r0, . . .) ⇓(r0, . . .)
14. CFds <0r0; 1/0/−> ⇓(r0, . . . , 1); m(r1, . . .) ⇑(r0, . . . , 1); m(r1, . . .)
15. CFds <1r1; 0/1/−> ⇓(r1, . . . , 0); m(r0, . . .) ⇑(r1, . . . , 0); m(r0, . . .)
16. CFds <1r1; 1/0/−> ⇑(r1, . . .) ⇓(r1, . . .)

17. CFwd <0; 0w0/1/−> ⇑(. . . , w0); m(r0, . . .) ⇓(. . . , w0); m(r0, . . .)
18. CFwd <1; 0w0/1/−> m(. . . , w1); ⇓(. . . , 0, w0); m(. . . , w1); ⇑(. . . , 0, w0);

m(r0, . . .) m(r0, . . .)
19. CFwd <0; 1w1/0/−> m(. . . , w0); ⇓(. . . , 1, w1); m(. . . , w0); ⇑(. . . , 1, w1);

m(r1, . . .) m(r1, . . .)
20. CFwd <1; 1w1/0/−> ⇑(. . . , w1); m(r1, . . .) ⇓(. . . , w1); m(r1, . . .)

21. CFtr <0; 0w1/0/−> m(. . . , w0); ⇓(. . . , w1); m(. . . , w0); ⇑(. . . , w1);
m(r1, . . .) m(r1, . . .)

22. CFtr <1; 0w1/0/−> m(. . . , 0); ⇓(. . . , w1); m(r1, . . .) m(. . . , 0); ⇑(. . . , w1); m(r1, . . .)
23. CFtr <0; 1w0/1/−> m(. . . , 1); ⇓(. . . , w0); m(r0, . . .) m(. . . , 1); ⇑(. . . , w0); m(r0, . . .)
24. CFtr <1; 1w0/1/−> m(. . . , w1); ⇓(. . . , w0); m(. . . , w1); ⇑(. . . , w0);

m(r0 . . .) m(r0 . . .)

25. CFdrd <0; 0r0/1/0> m(. . . , w0); m(r0, r0, . . .) m(. . . , w0); m(r0, r0, . . .)
26. CFdrd <1; 0r0/1/0> ⇑(r0, r0, . . . , w1) ⇓(r0, r0, . . . , w1)

27. CFdrd <0; 1r1/0/1> ⇑(r1, r1 . . . , w0) ⇓(r1, r1, . . . , w0)

28. CFdrd <1; 1r1/0/1> m(. . . , w1); m(r1, r1, . . .) m(. . . , w1); m(r1, r1, . . .)

29. CFir <0; 0r0/0/1> m(. . . , w0); m(r0, . . .) m(. . . , w0); m(r0, . . .)
30. CFir <1; 0r0/0/1> ⇑(r0, . . . , w1) ⇓(r0, . . . , w1)

31. CFir <0; 1r1/1/0> ⇑(r1, . . . , w0) ⇓(r1, . . . , w0)

32. CFir <1; 1r1/1/0> m(. . . , w1); m(r1, . . .) m(. . . , w1); m(r1, . . .)

33. CFrd <0; 0r0/1/1> m(. . . , w0); m(r0, . . .) m(. . . , w0); m(r0, . . .)
34. CFrd <1; 0r0/1/1> ⇑(r0, . . . , w1) ⇓(r0, . . . , w1)

35. CFrd <0; 1r1/0/0> ⇑(r1, . . . , w0) ⇓(r1, . . . , w0)

36. CFrd <1; 1r1/0/0> m(. . . , w1); m(r1, . . .) m(. . . , w1); m(r1, . . .)
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Impact on two-cell static FFMs

Two-cell static faults occur between two cells, and require a specific state or opera-

tion in an aggressor (a) as a necessary condition in order to sensitize a given fault.

Table 6.5 shows all two-cell static faults, their corresponding FPs and detecting con-

ditions needed to detect them. To effectively analyze the impact of BL coupling on

two-cell FFMs, differentiation is made between two scenarios, namely, when:

a. Aggressor is not one of the neighboring cells

In this case, the aggressor is neither Ml nor Mr, but is at another location within the

memory cell array. Thus, the influence of BL coupling is independent of the given

fault. In order to properly test and detect such faults, they are stressed by ensuring

the worst-case BL coupling backgrounds during testing.

b. Aggressor is one of the neighboring cells

In this case, the aggressor is either Ml or Mr. Thus, the influence of BL coupling

depends on the fault model. Since the fault model requires a specific state or logic

value (fault definition) in one of the neighboring cells in order to sensitize the faulty

behavior, only the other coupling cell can be used to stress such faulty behavior. We

distinguish between two types of these fault models:

1. Homogeneous fault models: In this case, the required logic value in the ag-

gressor is the same as the expected logic value in the victim after sensitization.

Therefore one only needs to identify the worst case coupling data in the other

background cell, which has not been defined by the fault.

For example, consider the Disturb Coupling Fault (CFds) = <1w0; 0/1/−>.

After the 1w0 sensitizing operation, the content of the aggressor becomes a

logic 0, while the content of the victim is also a logic 0. A subsequent r0 is

required to detect the fault.

2. Non-homogeneous fault models: In this case, the required logic value in the

aggressor is not the same as the expected logic value in the victim after sensiti-

zation. However, BL coupling requires the aggressor to have the same value as

the victim during detection. Selecting the aggressor value depends on which of

the two effects is dominant, which cannot be theoretically derived. Therefore,

for such fault models, both backgrounds should be tested for, in order to ensure

proper detection of the fault.

For example, the Transition Coupling Fault (CFtr) = <0; 0w1/0/−>. Here,

the expected content of the victim after the 0w1 sensitizing operation is a logic

1, while the aggressor remains at a logic 0. To properly test and detect this

fault, more than one CB is required in order to detect the effects of the faulty

condition, as well as BL coupling. The reason is that whereas CB01 is required

as a result of the FP’s fault definition when the faulty condition is dominant,
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Table 6.6: Required CBs for single-cell faults

Fault FP CBs Fault FP CBs

SF0 < 0/1/− > 00 RDF0 < 0r0/1/1 > 00

SF1 < 1/0/− > 11 RDF1 < 1r1/0/0 > 11

TF0 < 1w0/0/− > 11 DRDF0 < 0r0/1/0 > 00

TF1 < 0w1/1/− > 00 DRDF1 < 1r1/0/1 > 11

WDF0 < 0w0/1/− > 00 IRF0 < 0r0/0/1 > 00

WDF1 < 1w1/0/− > 11 IRF1 < 1r1/1/0 > 11

CB11 is the WCB required for detecting a logic 1 when BL coupling impact is

dominant. Thus CB01 and CB11 are used during testing.

6.3.2 CBs identification for static FFMs

This section shows how to identify the limited required CBs needed to properly detect

a fault given a set of all possible CBs {00, 01, 10, 11}.

CBs identification for single-cell FPs

For single-cell faults, the faulty behavior and BL coupling effects are independent of

each other since the fault occurs within the cell. Therefore, WCB due to BL coupling

is applied in detecting the faults. For example, consider the single-cell Up-Transition

Fault (TF0) with FP = <0w1/0/−>. Here, the memory is initialized to 0, and the

fault is sensitized by a w1 operation. Thereafter, a r1 is required to detect the fault.

In this case, because the faulty behavior and BL coupling effects are independent,

since both sensitizing and detecting occur on a single cell, the required CB is the

WCB for r1, which is CB11. In brief, the required CBs to detect any static single-

cell fault is the same as the WCB for the required read operation (i.e., CB00 for a r0
and CB11 for a r1) necessary to detect the fault. Table 6.6 lists all single-cell static

faults, their FPs and the required limited CBs for their detection.

CBs Identification for two-cell FPs

In this section, all two-cell FPs are considered. Because two-cell FPs require specific

state or value in the aggressor as a necessary condition for sensitizing a given fault, it

is important to consider such specific conditions while identifying the required CBs

for each given fault. Now, let the required CBs due to the fault definition necessary

for sensitization be referred to as Fault Coupling Background (FCB). Also, let the

WCB due to BL coupling effect be WCB, thus coupling background,
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CB = {FCB,WCB} (6.1)

where {FCB, WCB} ⊂ {00, 01, 10, 11}. For example, the FCB for FP =

<0; 0w1/0/−> is 01 and is obtained as follows. At first, the memory is initial-

ized to a logic 0. w1 is performed on the victim in order to sensitize the fault, thus

making the expected content of the victim a logic 1 after sensitization. Thereafter, a

r1 is required to detect this fault. As defined by the FP, the content of the aggressor is

0 and the expected content of the victim is 1 after sensitization. Therefore, we choose

the content of the other neighboring cell such that would ensure stressing a logic 1 in

the victim. Therefore, FCB in this case is 01.

CBs identification for homogeneous two-cell FPs

For homogeneous two-cell fault models, the logic value in the aggressor (x) and

the expected content of the victim (y) are the same after sensitization, such that:

FP = <. . . x; . . . y/ȳ/−>, where x = y.

For example, consider the disturb coupling fault, CFds, with FP = <0; 0w0/1/−>.

Here, the memory is initialized to 0. Then, this fault is sensitized by a non-transition

w0 performed on the victim. After sensitization, the expected content of the victim

remains 0, which is the same as the logic content of the aggressor, thus, x = y.

Thereafter, a detecting r0 is performed to detect the fault.

However, the content of the aggressor is already determined by the FP’s definition,

i.e., a logic 0. Thus, we may only choose the content of the other coupling cell, such

that the expected content of the victim is maximally stressed during the detecting r0.

In this case, the other coupling cell should also contain a logic 0 because to stress a

logic 0 in the victim, both neighboring cells must not contain a logic 1. Therefore,

since the aggressor contains a logic 0, and the remaining coupling cell also contains

logic 0, FCB is 00.

Table 6.7 presents a list of all two-cell homogeneous fault models. In this table,

the first column lists the homogeneous FFMs, while the second column lists their

corresponding FPs. Their FCBs when a < v are listed in the third column, and

FCBs when a > v are listed in the fourth column. Finally, the fifth column shows

the required CBs necessary to detect the faults. The table shows that homogeneous

two-cell faults can be detected using only CB 11 or CB 00, instead of testing with all

possible CBs.

CBs identification for non-homogeneous two-cell FPs

For non-homogeneous fault models, the logic value in the aggressor and in the victim

cell after sensitization are not the same. That is, for non-homogeneous fault model,
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Table 6.7: Required CBs for homogeneous FPs

FFM FP = <Sa;Sv/F/R> FCBs Required CBs

when a < v when a > v (FCB, WCB)

CFst <0; 0/1/−> 00 00 00

CFst <1; 1/0/−> 11 11 11

CFds <0w0; 0/1/−> 00 00 00

CFds <1w1; 1/0/−> 11 11 11

CFds <0w1; 1/0/−> 11 11 11

CFds <1w0; 0/1/−> 00 00 00

CFds <0r0; 0/1/−> 00 00 00

CFds <1r1; 1/0/−> 11 11 11

CFwd <0; 0w0/1/−> 00 00 00

CFwd <1; 1w1/0/−> 11 11 11

CFtr <1; 0w1/0/−> 11 11 11

CFtr <0; 1w0/1/−> 00 00 00

CFdrd <0; 0r0/1/0> 00 00 00

CFdrd <1; 1r1/0/1> 11 11 11

CFir <0; 0r0/0/1> 00 00 00

CFir <1; 1r1/1/0> 11 11 11

CFrd <0; 0r0/1/1> 00 00 00

CFrd <1; 1r1/0/0> 11 11 11

Table 6.8: Required CBs for non-homogeneous FPs

FFM FP = <Sa;Sv/F/R> FCBs Required CBs (FCB, WCB)

when a < v when a > v when a < v when a > v

CFst <0; 1/0/−> 01 10 01, 11 10, 11

CFst <1; 0/1/−> 10 01 10, 00 01, 00

CFds <0w0; 1/0/−> 01 10 01, 11 10, 11

CFds <1w1; 0/1/−> 10 01 10, 00 01, 00

CFds <0w1; 0/1/−> 10 01 10, 00 01, 00

CFds <1w0; 1/0/−> 01 10 01, 11 10, 11

CFds <0r0; 1/0/−> 01 10 01, 11 10, 11

CFds <1r1; 0/1/−> 10 01 10, 00 01, 00

CFwd <1; 0w0/1/−> 10 01 10, 00 01, 00

CFwd <0; 1w1/0/−> 01 10 01, 11 10, 11

CFtr <0; 0w1/0/−> 01 10 01, 11 10, 11

CFtr <1; 1w0/1/−> 10 01 10, 00 01, 00

CFdrd <1; 0r0/1/0> 10 01 10, 00 01, 00

CFdrd <0; 1r1/0/1> 01 10 01, 11 10, 11

CFir <1; 0r0/0/1> 10 01 10, 00 01, 00

CFir <0; 1r1/1/0> 01 10 01, 11 10, 11

CFrd <1; 0r0/1/1> 10 01 10, 00 01, 00

CFrd <0; 1r1/0/0> 01 10 01, 11 10, 11
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FP = < . . . x; . . . y/ȳ/− >, where x 6= y. In addition, the coupling effect has its own

requirement during the fault’s detection.

For example, consider the Disturb Coupling Fault CFds with FP = <1w0; 1/0/−>.

The fault is sensitized by a transition w0 operation performed on an aggressor, and

thereafter detected by a r1 performed on the victim. Thus, when a < v, FCB is 01.

The reason is that after the sensitizing w0, the content of the aggressor is expected to

change from a logic 1 to 0, while the victim should still be 1. Since x 6= y, both FCB

and WCB are required to properly test for, and detect the fault. FCB is necessary to

ensure that the FP’s non-homogeneous requirement is maintained, whereas WCB is

required to invoke the worst-case stressful condition due to BL coupling. All non-

homogeneous FFMs, their corresponding FPs, FCBs, and the required CBs for proper

detection are listed in Table 6.8.

Table 6.7 and Table 6.8 show that only a limited number of CBs are required to

properly test and detect static faults.

6.3.3 Optimized test for BL coupling: March BLC

March SSSc, an optimal test for detecting all single-cell static faults in the presence

of BL coupling has been proposed in this work. This test ensures that each read

operation is performed on a given cell when the neighboring cells contain exactly the

same value. This is achieved by retaining the value of the tested cell at the end of

specific march elements.

Also, March MSS a test that detects all single-cell and two-cell static faults in the

presence of BL coupling has been proposed with a test complexity of 108n. But,

in order to detect all such faults, March m-MSS applies all possible CB combina-

tions while testing (i.e., CBs 00, 01, 10 and 11), thereby consuming much test time.

However, the required test time can be reduced by optimizing the test such that only

limited or required CBs are applied.

March BLC = { m(w0); ME0

⇑(r0, r0, w0, r0, w1, w1, r1); ME1

⇑(r1, r1, w1, r1, w0, w1); ME2

⇑(r1, r1, w0, w0, r0); ME3

⇑(r0, r0, w0, r0, w1, w1, w0); ME4

⇓(r0, r0, w0, w1, w1, r1); ME5

⇓(r1, r1, w0, w1); ME6

⇓(r1, r1, w0, w0, r0); ME7

⇓(r0, r0, w1, w1, w0)} ME8

Therefore, March BLC, an optimized test that detects all single-cell and two-cell

static faults in the presence of BL coupling with limited CBs is presented in this sec-
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Table 6.9: Comparison of tests fault coverage and test time

FFM March SSS March SSSc March MSS March m-MSS March BLC

Single-cell

SF +/− +/+ +/− +/+ +/+

TF +/− +/+ +/− +/+ +/+

WDF +/− +/+ +/− +/+ +/+

RDF +/− +/+ +/− +/+ +/+

DRDF +/− +/+ +/− +/+ +/+

IRF +/− +/+ +/− +/+ +/+

FC 0 : 6 6 : 6 0 : 6 6 : 6 6 : 6

Two-cells

CFst −/− −/− +/− +/+ +/+

CFds −/− −/− +/− +/+ +/+

CFwd −/− −/− +/− +/+ +/+

CFtr −/− −/− +/− +/+ +/+

CFdrd −/− −/− +/− +/+ +/+

CFir −/− −/− +/− +/+ +/+

CFrd −/− −/− +/− +/+ +/+

FC 0 : 7 0 : 7 0 : 7 7 : 7 7 : 7

TL 9n 12n 18n 108n 46n

tion. March BLC has a test time complexity of 46n. The test ensures that while de-

tecting single-cell and two-cell homogeneous faults the required WCBs are applied,

and while detecting two-cell non-homogeneous faults only the required WCBs and

FCBs are applied. This approach reduces the number of CBs used. Consequently,

Compared to March m-MSS (108n) that applies all possible CBs, the test complexity

of March BLC is reduced by over 50% since only required CBs are applied.

Table 6.9 compares the fault coverage (FC) and test length (TL) of March BLC and

some tests for single-cell and two-cell faults. The first row lists the tests, and subse-

quent rows list the FFMs. On each row, the notation x/y is used. x shows if the listed

test detects the FFM (+), or not (−) in the absence of BL coupling, and y shows if it

is detected, (+), or not (−) in the presence of BL coupling.

For FC, the notation x : y is used. For each test in the single-cell part of the table,

x indicates the number of faults out of all y single-cell FFMs that are detected by

the listed test in the presence of BL coupling, while for two-cells part of the table, x
shows the number of faults out of all y two-cell FFMs are detected in the presence

of BL coupling. The table shows that March BLC gains the most in terms of FC and

cost effective test time.
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6.4 Testing for parasitic memory effect

Parasitic memory effect can occur due to the impact of parasitic node capacitances

and faulty node voltages on the electrical behavior of SRAMs. This memory effect

can cause detectable faults to become undetectable using existing industrial tests.

However, no fault detection mechanism nor memory tests have been developed that

account for the faulty behavior induced by parasitic memory effects in SRAMs.

Therefore, this work aims at determining the detection conditions for all single-cell

FFMs, and developing a test that detects all such faults irrespective of the prevailing

faulty node conditions (voltages and parasitic capacitance).

The work specifically identifies and describes the detection conditions for all single-

cell static faults taking into consideration the impact of parasitic node components,

thereby demonstrating the limitation of existing industrial tests. Finally, March SME

is presented, which is a memory test that detects all targeted single-cell static faults

in the presence of parasitic memory effect.

Thus this section presents the following contributions:

• Simulation, analysis and evaluation of memory effect on single-cell static faults

detection.

• Identification and description of the detection conditions (i.e., for both initial-

ization and fault sensitization for targeted static faults.

• March SME, which ensures the detection of targeted static faults in the pres-

ence and absence of parasitic memory effect.

Resistive opens combined with parasitic capacitance on a defective node, can modify

the timing behavior of the circuit, which can cause faults. Such modified behavior

can result in faults being manifested depending on the operating faulty voltage on the

defective node. Such faults can only be detected using tests that expose the incorrect

timing behavior due to these parasitic effects. This paper focuses on the generation

of such tests.

Implications for static faults detection

As can be seen from Table 5.4 and Table 5.5, it is clear that certain single-cell static

faults are only observed at specific Vn values and not throughout the whole range of

the faulty node’s voltage. The fact that the faulty behavior depends on the different

parameters of the parasitic node components underscores the importance of taking

into consideration the presence of parasitic memory effects on the faulty node dur-

ing fault detection. Whereas the value of the defective resistance cannot be readily

pre-determined or influenced by external operations, it is possible to influence and

determine the value of the parasitic node voltage using memory operations, such that
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the appropriate Vn values are initialized in the faulty nodes prior to sensitization and

detection. In this way, one can ensure proper detection of each possible faults in the

presence of parasitic memory effect.

Having observed these challenges posed by parasitic memory effect in detecting

memory faults, it is clear that most industrial tests would not properly detect static

faults in the presence of parasitic memory effect. Thus, it is important to specifically

develop suitable detection conditions and therefore tests that would detect such faults.

6.4.1 Detection conditions for parasitic memory effect

Now, for the simulation an electrical Spice model of the SRAM cell has been used.

In this model, the transistor parameters are based on the 65nm BSIM4 model card as

described by the Predictive Technology Model [101]. The defect resistance Rdef of

0 < Rdef < 10GΩ with logarithmic incremental steps of 1, 10, 100, 1000, etc., and

parasitic node capacitance Cn of 4.5fF are used. Note that other close values of Cn

will yield the same behavior shown in this thesis.

Each injected resistive open within the cell creates a floating node (Vn), whose volt-

age varies between GND and VDD. A floating node is a memory node that is not prop-

erly controlled by a memory operation due to a defect, which leads to an improper

voltage on the floating node at the end of the operation. The analysis require perform-

ing memory operations, while observing the impact on Vn. For all injected defects,

the performed memory operations are write-0 (w0), read-0 (r0), write-1 (w1), and

read-1 (r1). For each fault, the failing Vn range is simulated and determined.

Our aim is to determine what specific memory operations are needed to ensure that

the required Vn range is induced prior to sensitization and detection of each fault.

Now, three important phases are considered during test development and generation,

namely, the initialization, sensitization and detection phases. This work focuses on

the initialization phase. The reason is that the sensitization and detection require-

ments for the faults remain the same, whereas the initialization conditions (appropri-

ate Vn range) required for proper sensitization must be induced. For detection of a

given type of faulty behavior in the presence of parasitic memory effect, a test must

ensure that the required Vn range is initialized prior to sensitization and detection.

Note that on the one hand, different faults require different Vn ranges to be detected.

For example, Table 5.5 shows that to detect an Incorrect Read Fault (IRF1) caused as

a result of defect R3c, Vn should be in the range 0.6V < Vn < 1.2V, below which

the fault could be undetectable. On the other hand, the same fault model induced

when a specific defect has been injected could have different Vn requirement when

induced by another injected defect. For example, the Incorrect Read Fault (IRF1)

observed when R2c is injected requires a lower Vn range, while the same Incorrect

Read Fault (IRF1) induced in the presence of R3c requires higher Vn range. These
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Figure 6.8: Impact on Vn when R2c is injected at Vn = 1.2V
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Figure 6.9: Impact on Vn when R2c is injected at Vn = 0.0V

unique requirements have been accounted for in our analysis.

Figure 6.8 shows simulation results for multiple w0 operation performed when defect

R2c is injected for the detection of the Transition Fault (TF1). Assuming a scenario,

where Vn = VDD = 1.2V, the figure shows that when the operation is performed, Vn

significantly decreases from 1.2V to between 0.4V and 0.5V. The figure also shows

that a single w0 will not be sufficient to appropriately initialize Vn to any value lower

than 0.6V at which this fault can be detected.

Likewise, assuming a scenario, where Vn = GND = 0.0V, Figure 6.9 shows that the

performed multiple w0 operations causes Vn to increase from 0.0V to about 0.5V at

which the fault can be detected. In addition, a single w0 operation could be sufficient

to initialize Vn of lower than 0.6V such that this fault can also be detected.
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Furthermore, Figure 6.10 shows the simulation result for multiple w0 operations

when defect R6 on the T-node side is injected. The figure shows that for multiple

w0 operations, Vn increases from 0.0V to about 1.0V at which the Read Destructive

Fault (RDF1) is detected. It also shows that a single w0 operation will initiate Vn at a

value less than the 0.5V value necessary for detecting Read Destructive Fault (IRF0).

Table 6.10 presents a summary of the initializing operations that yield proper condi-

tions for the sensitization and detection of the occurring fault models. In the table,

the first column lists the defects, while the second column states the fault model.

The third column lists the Rdef range where the corresponding fault occurs, while the

fourth column gives the required Vn range to enable sensitizing the fault. The entries

in this column are high indicating that a Vn is needed between 0.6V to 1.2V, and low

which implies values between 0.0V to 0.6V. The fifth column lists the initializing

operations needed to achieve the required Vn values. An entry ′−′ indicates that no

operation is able to initialize Vn to the required voltage range needed to sensitize the

fault. This means that we only need to test for those faults that can be initialized

to the required Vn. The sixth column states the sensitizing operations for the fault

model.

Table 6.10: Detection conditions for single-cell FFMs

Defect Fault Rdef (KΩ) Required Vn Initializing op Sensitizing op

R2c TF1 > 100 Low w0, w1, r0, r1 0w1
IRF1 > 1000 Low — 1r1

R3c IRF1 > 1000 High w0, r1, r0 1r1

R6c WDF0 > 100 High w0, w1, r1 1w1
RDF0 > 1000 High w0, w1, r1 0r0
RDF1 > 1000 Low — 1r1

R9c RDF0 > 1000 Low — 0r0

R6 RDF0 > 1000 Low — 0r0
RDF1 > 100 High w0 1r1

6.4.2 March SME

Several tests exist that are generated to detect all single-cell static faults, but from the

analysis in this thesis, several such tests will not detect these faults in the presence of

parasitic memory effect. For example, March SSS shown below is an optimal test for

detecting all single-cell static faults. March SSS detects these faults as follows.

March element ME0 initializes the memory to 0. ME1 starts by sensitizing TF1

during the first w1 operation, then WDF1 during the second w1 operation. These

two faults are detected during the first r1 of ME1, which also sensitizes and detects



110 Memory testing for parasitic fails

                           

0

0

2n

2n

4n

4n

6n

6n

8n

8n

10n

10n

12n

12n

0

0.2

0.4

0.6

0.8

1

1.2

v
o
lt
 

Defective node signal 

W
L

 s
ig

n
a

l

Figure 6.10: Impact on Vn when R6 is injected

SF1, RDF1 and IRF1. Finally, the second r1 operation of ME1 sensitizes and detects

DRDF1. The complementary counterparts of these faults are sensitized and detected

in the same way by ME2.

However, March SSS will not detect all faults in the presence of parasitic memory

effect. This is true since all march elements in the test do not ensure the required

initialization to sensitize and detect all faults.

March SSS = { m(w0); ME0

m(w1, w1, r1, r1); ME1

m(w0, w0, r0, r0)} ME2

Now, we present March SME, a test that detects single-cell static faults in the absence

of parasitic memory effect, and the faults shown in Table 6.10 in the presence of

parasitic memory effect. March SME is presented below.

March SME = { m(w0, (r0)i); ME0

m(w1, w1); ME1

m(r1)i; ME2

m(w0)i; ME3

m(r0, r0); ME4

m(w1, r1)} ME5

In March SME, (op)i represents the number of times (i) that an initialization opera-

tion (op) is performed. The test has a time complexity of 7n+3ni. This test ensures

that the required operations are performed on a given cell that would yield exactly

the proper range of initializing voltage. It ensures the detection of single-cell static

faults both in the presence and absence of parasitic memory effect in the following

way.
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1. Detection in the absence of parasitic memory effect

In march element ME0 the entire memory is initialized to 0. ME1 starts by sensitizing

TF1 during the first w1 operation, then WDF1 during the second w1 operation. These

two faults are detected during the first r1 of ME2, which also sensitizes and detects

SF1, RDF1 and IRF1, as well as DRDF1 in the subsequent read. In ME3, TF0 is

sentistized during the first w0 operation, and WDF0 during the second w0. These

two faults are detected during the first r0 of ME4, which also sensitizes and detects

SF0, RDF0 and IRF0, as well as DRDF0 in the second r0.

2. Detection in the presence of parasitic memory effect

March element ME0 initializes the entire memory to 0, while a subsequent (r0)i

initializes the required low Vn value for the fault TF1 associated with the defect R2c

shown in Table 6.10. ME1 starts by sensitizing TF1 during the first w1 operation,

which is detected during the first r1 of ME2. In addition, (r1)i of ME2 also initializes

the required high Vn and ensures the sensitization and detection of IRF1 associated

with R3c. Subsequently in ME3, (w0)i ensures the initialization of the required Vn

value and sensitization of WDF0 associated with R6c, which is then detected by the

first r0 in ME4. RDF0 associated with R6c is also initialized in ME3, then sensitized

and detected in ME4. Finally, ME3 also initializes the required Vn for sensitizing

RDF1 associated with R6, which is sensitized and detected in ME5.
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Chapter 7

Conclusions and recommendations

In this thesis, the analysis of parasitic fails, fault modeling, memory test development

and optimization for static faults in SRAMs have been presented. The first part of the

analysis of parasitic fails investigated the impact of parasitic bit line coupling effect

on the faulty behavior of SRAM memory cells. The defects analyzed include resis-

tive opens, bridges and short defects. The analysis modeled the failure mechanisms

and investigated the impact on the faulty behavior on single-cell and two-cell static

faults, and determined the detection conditions of these static faults in the presence

of parasitic bit line coupling. The second part of the analysis of parasitic fails inves-

tigated the impact of parasitic memory effect on the faulty behavior of memory cells

in SRAMs. The modeling of the parasitic node component was presented, and the

impact of the parasitic memory effect on the detection of static faults, and the nec-

essary and sufficient detection conditions of these faults in the presence of parasitic

memory effect were addressed. The results have been verified using circuit simula-

tions. Thereafter, new systematic approaches and memory test generation techniques

have been developed for generating new tests that detects static faults in the presence

of the evaluated parasitic fails.

This chapter summarizes the overall investigation and results presented in this thesis.

In Section 7.1, the key issues discussed in each chapter are summarized. Section 7.2

presents specific contributions to the frontiers of knowledge by this research, and

thereafter Section 7.3 discusses recommendations for future research in this field.

7.1 Summary of thesis chapters

Chapter 1, introduction, presented an introduction to semiconductor memories.

The chapter described semiconductor memory technology and discussed the two

broad classes of memory, which are the random access memory (RAM) and the read

only memory (ROM). For RAM, it discussed both the dynamic random access mem-
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ory (DRAM) and the static access memory (SRAM), which is the focus of this thesis.

The chapter also discussed the motivation for memory testing, challenges in testing

memories and provided insight into future emerging memory technologies. Finally,

it listed the main contributions of the research work, and gave a general outline of the

rest of the discussions in the thesis.

Chapter 2, modeling memory devices, described semiconductor memory models

and their usefulness towards detection and localization of faults. The models dis-

cussed were geometrical models, which provide layout implementation of the device;

logical models that aim at localizing faults in the logic gates; electrical models, which

give information on the electrical components and internal structures of a given de-

vice; functional models, which are derived from the functional specifications and

partly the internal structures of the device; and behavioral models that represent a

device based on its specification, with little or no information on the internal struc-

tures. The chapter also presented discussions on DRAM and SRAM models and their

characteristics.

Chapter 3, functional fault modeling approaches, discussed the functional fault

models and their corresponding fault primitives. It introduced the classification

of fault primitives based on the number of cells involved or the number of opera-

tions performed. Furthermore, the chapter presented static fault models and explains

single-cell, two-cell and multiple cell static faults.

Chapter 4, parasitic BL coupling effect, introduced parasitic fails focusing on par-

asitic BL coupling effect in SRAMs; something that can make detectable faults be-

come undetectable. This chapter presented a modeling of the failure mechanism and

established the impact parasitic BL coupling effect on the SRAM faulty behavior.

The chapter reported the evaluation of the impact of this effect for resistive opens,

bridges and shorts using detailed SPICE circuit simulations. The results showed that

different data combinations referred to as coupling backgrounds (CBs), i.e., CB 00,

CB 01, CB 10 and CB 11 when written in the two adjacent neighbors of a victim,

can stress the SRAM faulty behavior in different ways. From the evaluation, the

worst-case coupling backgrounds (WCBs) were derived, which stressed the faulty

behavior. Thereafter, from these WCBs the necessary and sufficient detection condi-

tions for detecting faults in the presence of parasitic BL coupling were derived.

Chapter 5, parasitic memory effect, introduced, analyzed and evaluated the pres-

ence of parasitic memory effect in SRAMs. Analysis of the scenario where a de-

fective node in the memory cell array is characterized by both a resistive component

and a parasitic capacitive component was evaluated. The modeling of the failure

mechanism and the impact of the parasitic node capacitance were also analyzed and
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described. It provided analysis of the faulty behavior of the SRAM in the presence

of this effect, and explained why certain faults are undetectable (or detectable) in

the presence of parasitic memory effect. Furthermore, the analysis in this chapter

included the impact of the parasitic memory effect on the detection of static faults.

Using detailed circuit simulations, the chapter lists the static faults detected (unde-

tected) in the presence of parasitic memory effect. Results from this analysis under-

scores the importance of accounting for the impact of floating node voltages on static

faults. Thereafter, the chapter presents the detection conditions required to properly

detect faults in the presence of parasitic memory effect; something that must be con-

sidered while generating efficient memory tests.

Chapter 6, memory testing for parasitic fails, established the fact that new system-

atic techniques and testing approaches are required in order to properly detect faults

in the presence of parasitic fails in SRAMs. In this chapter, the limitations of existing

memory tests in detecting faults in the presence of parasitic fails were shown. For de-

tecting single-cell static faults, the chapter presented March SSS, an optimal memory

test that detects all single-cell static faults in the absence of BL coupling, and demon-

strated how this test fails to detect the same faults in the presence of BL coupling.

Therefore, March SSSc was introduced, an efficient test that accounted for the re-

quired detection conditions, and detects all single-cell static faults in the presence of

BL coupling. Likewise, for two-cell static faults, March m-SSS was presented. This

test is a modification of March MSS, a well-known industrial test for detecting all

single-cell and two-cell faults, but which fails to detect all such faults in the presence

of BL coupling. Because March m-MSS required the use of all possible CBs in order

to ensure proper fault detection, the test time complexity was high, which invariably

affect test cost. Therefore, a novel systematic approach for optimizing memory tests

was developed. Thus, the chapter presented March BLC, an optimized memory test

that detects all single-cell and two-cell static faults in the presence of BL coupling,

with over 50% reduction in test time complexity with respect to March m-MSS.

Finally, for detecting static faults in the presence of parasitic memory effect, the chap-

ter presented March SME, a test that takes variations in parasitic node voltages into

consideration, while detecting all single-cell static faults in the presence of parasitic

memory effect.

7.2 Specific thesis contributions

The thesis presented the analysis, modeling, simulation, evaluation and validation of

the impact of parasitic component on the faulty behavior of memory devices. It has

also presented new test methodologies and developed techniques for the generation

of appropriate memory tests to detect memory fails in the presence of parasitic com-
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ponents. The specific contributions of this thesis to scientific knowledge can then be

summarized as listed below:

1. A theoretical framework that modeled BL parasitic capacitance, and the effect

of capacitive BL coupling on the faulty behavior of the memory cell array.

This behavior have been validated theoretically and through electrical SPICE

simulations.

2. This thesis analyzed, simulated and evaluated the impact of parasitic BL cou-

pling and neighborhood coupling data backgrounds on the faulty behavior of

SRAMs. It validated this analysis through defect injection and circuit simula-

tion of all possible spot defects in the memory cell array.

3. The thesis investigated and established the worst case coupling backgrounds

required to induce worst case coupling effects in deep sub-micron devices.

It presented the conditions necessary to ensure proper detection of memory

faults, while taking BL coupling into consideration.

4. This thesis has clearly demonstrated the inadequacies and limitations of several

well-known industrial tests in detecting memory faults in the presence of BL

coupling effect.

5. The thesis has presented March SSS, March SSSc and March m-MSS, which

are tests that target and detect all single and two-cell static faults in the presence

and absence of BL coupling for any possible spot defect.

6. This thesis introduced a systematic approach for developing optimized tests

for memory faults in the presence of BL coupling. It showed how to identify

the required coupling backgrounds for all static memory faults, and presented

March BLC, an optimized test that detects all static memory faults in the pres-

ence of BL coupling.

7. The thesis investigated and analyzed the impact of parasitic node capacitance

on defective resistive nodes, referred to as parasitic memory effect. It demon-

strated that the faulty behavior in the memory is exacerbated in the presence of

parasitic node capacitance; something that reduces the fault coverage of current

memory tests, and increases the DPM rate.

8. This thesis analyzed, evaluated and characterized parasitic memory effect, and

the variation of the floating node voltages on the faulty behavior of the memory.

It demonstrated that the detection of memory faults is not determined by the

value of the defect resistance alone, but is significantly influenced by the para-

sitic components of the defective node; something that is often not accounted

for during memory testing. It presented the detection conditions for faults in

the presence of parasitic memory effect, and finally presented March SME,

which detects all targeted faults in the presence of parasitic memory effect.
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7.3 Recommendations for future research

This thesis has analyzed and evaluated parasitic fails caused by spot defects in deep

sub-micron memory devices. It has presented new systematic approaches and test

optimization techniques required to develop efficient memory tests that can detect

such fails. New memory tests have also been proposed, which can detect static faults

in the presence of parasitic fails. In view of the research work presented in this thesis,

recommended areas for further investigation include:

• Dynamic faults: Based on the number of successive operations performed on a

cell to sensitize a fault, memory faults can be divided into static and dynamic

faults. Whereas for static faults at most one operation is required for fault

sensitization, for dynamic faults multiple operations are required. The analysis

for BL coupling effect focused so far on static faults. In addition to the work

already completed for static faults, the analysis and test development could

be extended to evaluate dynamic faults, determine the necessary and sufficient

conditions for the detection of dynamic faults, and further develop efficient

memory tests to detect these faults.

• Evaluation of the impact of BL coupling effect on faulty behavior using write

operations: In the analysis presented in this thesis for BL coupling effect in

SRAMs, read operations (r0 and r1) were considered. The reason is that the

read circuitry is more complex than the write, and thus presents more vulner-

ability to fails. However, for reasons of completeness, we need to apply the

analysis and evaluation using write operations.

• Impact of parasitic memory effect on two-cell static faults: The analysis in this

thesis on the parasitic memory effect in SRAMs had focused on evaluating the

impact of this effect on single-cell static faults. Detection conditions have been

determined for the single-cell fault space and a memory test has been generated

to detect such faults in the presence of parasitic memory effect. However, this

analysis could be extended to evaluate the impact on two-cell faults, deriving

the essential detection conditions, and thus, generating efficient memory tests

that can detect two-cell static faults in the presence of parasitic memory effect.
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