
Aeroacoustics of Airborne
Wind Energy Systems

N. Bouman

Te
ch

ni
sc

he
Un

iv
er

sit
eit

D
elf

t



Note. The cover photo is taken in Dirksland, The Netherlands, showing the kite and microphone during the
acoustic measurements at the test flight of Kitepower on May 12, 2023.

© 2023 N. Bouman, BSc. All rights reserved.



AEROACOUSTICS OF AIRBORNE WIND
ENERGY SYSTEMS

by

N. Bouman

in partial fulfillment of the requirements for the degree of

Master of Science
in Aerospace Engineering

at the Delft University of Technology,
to be defended publicly on Wednesday June 28, 2023 at 13:00 PM.

Supervisor: Dr.-Ing. R. Schmehl
Dr. D. Ragni

Thesis committee: Dr. ir. M. F. M. Hoogreef, TU Delft
Dr. R. Merino-Martinez, TU Delft

An electronic version of this thesis is available at http://repository.tudelft.nl/.

http://repository.tudelft.nl/




PREFACE

I am pleased to present this report titled "Aeroacoustics of Airborne Wind Energy Systems". The objective
of this thesis is to identify the noise sources of airborne components in airborne wind energy systems that
utilize a fixed-wing kite and a Leading-Edge Inflatable (LEI), soft kite. This research combines analytical sim-
ulations and experimental measurements to achieve its goals. The analytical simulations provide predictions
of the noise spectra, which are then compared to the experimental results to identify the noise sources and
differences between the two kite types. Additionally, this study aims to establish a foundation for future re-
search in this emerging field and has the potential to contribute to noise reduction in airborne wind energy
systems.

The intended audience of this report includes individuals and organizations involved in the field of air-
borne wind energy, ranging from companies working with these systems to researchers investigating the en-
vironmental impact and social acceptance of such systems. It also appeals to researchers interested in further
exploring the aeroacoustics of airborne wind energy systems.

My motivation for undertaking this research stems from the increasing global demand for renewable en-
ergy sources and the need to address climate change. While wind energy is a well-established renewable en-
ergy source, traditional wind turbines face challenges such as noise and visual impact complaints, as well as
logistical difficulties in transportation and installation. Airborne Wind Energy (AWE) systems offer a promis-
ing alternative by requiring less materials and being easily transportable. This research focuses on two AWE
systems, namely the Kitepower system using a leading-edge inflatable kite and the Kitemill system using a
fixed-wing kite.

One relevant aspect of AWE systems is the noise they generate, which affects not only (future) regulatory
compliance, but also social acceptance and environmental impact. Therefore, this thesis concentrates on
investigating the noise emissions, aiming to enhance our understanding of its acoustic characteristics and
provide a basis for future noise regulations and noise reduction strategies.

Throughout the research process, several challenges were encountered. Limited resources related specif-
ically to the acoustics of airborne wind energy systems required exploring related fields for valuable insights.
Furthermore, the study relied on a limited number of measurements from Kitepower and Kitemill, empha-
sizing the need for more extensive data collection and analysis in future research efforts.

The key findings and recommendations resulting from this study offer valuable insights for the optimiza-
tion and noise reduction of AWE systems. Notably, velocity control and targeted noise reduction strategies,
such as modifying the tether or tripping the boundary layer, can help manage noise emissions and mitigate
dominant noise sources.

I would like to express my sincere gratitude to Kitepower and Kitemill for their invaluable support through-
out this research. Their willingness to provide access to their test sites, allow measurements, and share (flight)
data, significantly contributed to the analysis. I would also like to extend my appreciation to my supervisors,
who provided guidance and support throughout the entire research process.

I hope that this report serves as a valuable resource for researchers, industry professionals, and all those
interested in the aeroacoustics of airborne wind energy systems. By addressing the noise challenges associ-
ated with AWE systems, we can further advance this exciting and promising technology to meet our renewable
energy needs.

N. Bouman
Delft, June 2023
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ABSTRACT

Airborne wind energy systems offer a promising approach for renewable energy generation. However, the
noise emissions associated with these systems should be understood and minimized as well to promote
their integration and (social) acceptance. This thesis aims to identify the noise sources of airborne wind
energy systems and establish a foundation for future research in this field. Analytical simulations using the
Brooks, Pope, and Marcolini model and the Amiet model were combined with experimental measurements
conducted at Kitepower and Kitemill test sites.

The analysis of Kitemill’s airborne wind energy system revealed prominent peaks around 1500 Hz and
2000 Hz in the noise spectra, with the higher frequency peak observed at higher kite velocities. Analytical
predictions indicated laminar boundary layer vortex shedding and tether vortex shedding as the main noise
sources. The study also investigated the directivity of the turbulent boundary layer trailing edge noise, which
revealed dipoles that exhibited slight deformations at higher frequencies.

For Kitepower’s system, noise analysis identified peaks in the sound pressure level around 300-400 Hz
and 1000-2000 Hz. Analytical predictions highlighted turbulent boundary layer trailing edge noise and vortex
shedding from the tether and bridle lines as the dominant noise sources. Differences between predictions
and measurements were likely attributed to phenomena characteristic for soft kites not fully accounted for
in the models.

The findings have implications for noise reduction strategies in airborne wind energy systems. Imple-
menting velocity control mechanisms can help manage noise emissions, with lower velocities reducing noise
for fixed-wing kites, as well as for soft kites. However, for soft kites also phenomena like trailing edge flutter
and seam-rippling have to be investigated and taken into account to ensure this mitigation to have the desired
effect. Refining analytical models, modifying the tethers, tripping the laminar boundary layer of fixed-wing
kites, and reinforcing critical areas of soft kites are recommended possible noise reduction measures.

Furthermore, the research provides valuable insights for (future) regulatory compliance and minimizing
the environmental impact of airborne wind energy systems. Limitations in the analytical methods and data
collection were identified, emphasizing the need for future research to refine models, expand data collection,
and investigate additional factors influencing noise emissions.

By considering the implications of these findings and addressing the identified research opportunities,
the noise impact of airborne wind energy systems can be minimized, fostering their sustainable deployment
and acceptance.
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1
INTRODUCTION

The concept of using kites to generate energy dates back to the early years of the 20th century. Several con-
cepts were developed in that time that varied from kites that were used to deploy wind turbines at higher
altitudes [1] to trains of large lifter kites that had been used for high altitude measurements by observatories
around the world [2]. The idea of harvesting high altitude wind was concretized in the 1980s by Hermann
Oberth, who proposed it as an alternative energy source [3]. Only a few years later, Miles L. Loyd laid the
foundation for quantitative analysis of Airborne Wind Energy (AWE) systems [4].

In the early 2000s, interest in AWE technology renewed, spurred on by concerns about climate change
and the need for renewable energy sources. Even more so, the desire to move from fossil fuels to renewable
energy has been even increasing more within the last decade and becomes a more urgent topic every day [5,
6]. Currently, there are five major renewable energy sources, which include: solar energy, geothermal energy,
wind energy, biomass and hydropower. This report takes a closer look into one of the fastest-growing energy
sources in the world: wind energy [7]. Wind energy is commonly associated with towered wind turbines.
Wind turbines have been around for multiple centuries now [8] and many improvements and innovations
regarding wind turbines have been implemented, such as more efficient blade shapes and add-ons to reduce
the produced noise [9]. However, despite these improvements, there still remain some downsides to wind
turbines, which makes them not suitable for all applications and locations. Noise and visual impact com-
plaints remain an issue for the building of wind plants. Additionally, those 80 meter tall wind turbines require
a lot of material with a weight that can reach over 366 tons for a 3.45 MW turbine [10]. Also, transporting these
heavy and large structures to their desired location requires a special and costly operation [11]. As a 20-foot
wind turbine requires approximately 100 square foot of empty space surrounding it, in order to have opti-
mum working conditions [12], one can imagine, it might not always be the best and most practical solution
to place a wind turbine at a location to provide energy. This is where AWE systems could potentially provide
a solution. The AWE system of Kitepower for example only requires little ground space, can be transported
in one 20ft container and can be integrated into existing microgrids, such as batteries, solar, diesel or grid [13].

AWE is a wind energy technology that is based on a flying component, which are often blades or wings,
that are attached to the ground by a tether and generate power. AWE systems are divided into two main
categories: on-board power generation and ground power generation [14]. This research focuses on two sys-
tems which make use of ground power generation systems: Kitepower BV and Kitemill AS. The system used by
Kitepower makes use of a Leading Edge inflatable (LEI) kite, while Kitemill makes use of a fixed-wing kite [15].

As the AWE systems are a relative new technology, there are no regulations yet related to noise emission
as there are for wind turbines. However, as the technology is upcoming, there definitely will be regulations in
the future.Therefore, this thesis focuses on the noise of the kite power system of Kitepower and Kitemill. As
noise will not only play part in the regulations, but also in the (social) acceptance [16] and the environmental
impact on its surroundings, it is important to obtain knowledge in this area.

The AWE system can be divided into different components. Each component can be analyzed separately
for its expected noise characteristics. The focus for this research is into the airborne components of the sys-
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2 1. INTRODUCTION

tem, which in general includes the tether and kite. It is important to understand the characteristics of the
components, which is why each component and their acoustic characteristics will be discussed.

An analytical method is used to predict the noise spectra, and field experiments are carried out to measure
the noise produced by the systems. Due to flight test limitations and time constraints, the field experiments
are limited to a single weather condition and a single flight for each of the systems.

Ultimately, the goal of this research is to gain insight into the aeroacoutics of AWE systems and to estab-
lish fundamental knowledge for optimizing these systems to reduce their noise levels as much as possible.

This report is structured such that it first discusses the literature, which includes the AWE systems and
its components, as well as the different aeroacoustic characteristics that one may encounter in AWE systems.
The next chapter then discusses the methodology for both the analytical methods, as well as for the exper-
imental methods. The analytical methods include the Amiet model for the directivity of the noise and the
Brooks, Pope and Marcolini model for the airfoil self-noise components. The experimental methods present
the test setup and the acoustic measurement system, meaning the measurement characteristics, as well as
the signal processing of the audio. In the chapter following, the results of the experiments are analyzed and
compared to the analytical methods, as well as a previous study. Eventually, the discussion follows, as well as
some recommendations that are made based on the outcome of this research.

1.1. RESEARCH QUESTIONS
The main research question of this thesis is: "What are the primary noise sources and acoustic properties ex-
hibited by the airborne components of a fixed-wing kite system, as used by Kitemill, and of a soft, Leading Edge
Inflatable (LEI) kite system, as used by Kitepower?"

From the main research question, the sub-research questions, that follow, which shall be answered for
both systems, are:

1. What are the distinct noise sources exhibited by the airborne components of the fixed-wing kite system
used by Kitemill and the soft, LEI kite system used by Kitepower, and how do these sources contribute
to the overall noise emissions?

2. What are the characteristics of the boundary layer at the trialing edge of the kite for the positions of the
kite during normal operation?

3. How do the noise characteristics, including frequency spectra and sound pressure levels, differ between
the fixed-wing kite system and the soft, LEI kite system?

4. What are the key factors influencing the noise characteristics of the airborne components in the Kitemill
and Kitepower systems?

1.2. HYPOTHESIS
The following hypothesis was formulated for this study:

The noise generated by the tether will significantly contribute to the overall noise emissions in both
the Kitepower and Kitemill systems. Additionally, the Kitepower system is expected to exhibit turbulent
boundary layer noise, while the Kitemill system is expected to primarily produce laminar vortex shed-
ding noise.

1.3. OBJECTIVE
The objective of this thesis is to identify the noise sources of the airborne components of airborne wind en-
ergy systems that make use of a fixed-wing kite and a leading-edge inflatable, soft kite. This will be achieved
through a combination of analytical simulations and experimental measurements. The analytical simula-
tions will provide a prediction of the noise spectra, which will then be compared to the experimental results
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to identify the noise sources. This also makes it possible to identify the differences between the noise emitted
by the two different kites. Additionally, the aim is to establish a foundation for future research in this area. As
no research has been conducted in this field, the study aims to set the fundamentals for future investigations.
This research results in potential implications for the improvement of the systems, as it can be used to reduce
the noise production.





2
LITERATURE REVIEW

2.1. AIRBORNE WIND ENERGY
The fundamental working principles in AWE technology are fly-gen and ground-gen. Fly-gen systems gen-
erate the electricity in the airborne subsystem, while ground-gen systems generate electricity on ground.
Besides the fundamental working principles, there are more variations, such as design choices and meth-
ods of takeoff and landing. As for the design choices, the kite designs vary from fixed wing to soft wing and
even hybrid wings. An overview of different concepts of AWE systems as the status of 2019 can be found in
Figure 2.1. However, it is worth noting that the landscape within the airborne wind energy field has been
undergoing rapid and significant changes since 2019, with continuous advancements, new technologies, and
evolving system classifications shaping the current state of the field.

Figure 2.1: Overview of the classification of AWE systems as the status of 2019. Obtained from Schmehl [17].

The positions of the kite are indicated by using the ground station as a reference. The direction of the
wind is indicated as upwind or downwind. The kite is only flown in the downwind area of the ground station.
This area can be represented by a quarter spherical region, which is often referred to as the wind window. The
angle between the downwind direction and the kite’s perpendicular projection on the surface of the earth is
the azimuth (φ) and the angle between the kite and the surface of the earth is the elevation (β).

Along the wind window of the kite, common phases and states can be indicated. Continuously flying
towards the kite towards 12 o’clock is referred to as parking. In case the kite is flown to a more downward
position in the wind window, it reaches the power zone, where the kite experiences the highest angle of attack
(α) and therefore also the highest pulling force. In order to keep the kite close to the power zone, figure-
of-eight or, in case of crosswind operation, circular patterns are flown. The figure-of-eight pattern can be

5



6 2. LITERATURE REVIEW

performed in both an up-loop or down-loop manner. While flying these patterns, the tether is reeled off,
which is referred to as the traction phase. The traction phase is then followed by the reel-in or retraction
phase, which then results in a completed cycle.

Figure 2.2: Wind window and basic terminology in the kite’s flight envelope. Obtained from Friedl [18].

This report looks at two different types of kites: fixed-wing kite and soft, LEI kite. For the fixed-wing
kite, the Kitemill kite is analyzed, while for the soft, LEI kite the kite of Kitepower is analyzed. Both kites are
discussed in the next subsections. Additionally, also the flight envelopes and operational conditions are dis-
cussed of both systems.

2.1.1. KITEMILL
Kitemill is a Norwegian company working on the development of an AWES. Kitemill’s kite allows vertical take-
off and landing, also referred to as VTOL. Its design consists of a fixed-wing, vertical and horizontal stabilizers
and four propellers. Out of these four propellers, two are in use during normal operation, while the remaining
two allow for the VTOL procedures. The latest system of Kitemill is the KM1 system, which has a wingspan
of 7.4 m [19] and a mean aerodynamic chord of 431.047 mm. The Kitemill KM1 kite is shown in Figure 2.3.
The kite is attached to a tether, which has a diameter of 3.5 mm. The tether connects the kite to the winch,
which allows for tether to be reeled-in or reeled-out. The tether and winch of the Kitemill system are shown
in Figure 2.4. From Figure 2.4 it can be seen that a braided tether is used. To get a better idea of what a braided
tether looks like from up close, Figure 2.5 is presented. The advantage of a braided tether is that it does not
untwist when loaded [20], which is particularly relevant for the application of airborne wind energy systems.

Figure 2.3: Kitemill KM1 prototype. Obtained from Oland and Van der Brink [19].
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The Kitemill KM1 kite flies at an average altitude of 220 m, where it flies a circular, crosswind trajectory.
The trajectory can be seen in Figure 2.7, which includes both the traction and the retraction phase. During the
traction phase, or production phase, the traction force is converted to electricity in the ground system. Once
this phase is completed, the kite is withdrawn to the starting point during the retraction phase. During the
flight tests in 2022, where the kite flew continuous cycles for more than one hour, shows the system reaches
the targeted average of 20 kW and even already peaks beyond the 20 kW [21].

Figure 2.4: Tether and winch of the Kitemill system. Figure 2.5: Braided tether. Obtained from
Bosman et al. [20].

Taking a closer look at the kite, it can be observed that the airfoil along the wing span varies, due to the
shape of the wing and the rounded wing tips. For research purposes the NACA6615 airfoil is used, due to
the unavailability of proprietary airfoil data, as well as the NACA6615 airfoil showing great resemblance to
the actual main airfoil used for the KM1 kite. The differences between the two airfoils can be seen from
Figure 2.6.

Kitemill
NACA6615

Figure 2.6: Comparison between the NACA6615 airfoil and the airfoil of Kitemill.

The characteristics of the kite, such as the velocity and angle of attack (AoA), are relevant pieces of infor-
mation when trying to get an understanding of the sources of the noise generated by the system. During the
test flight in June 2022, the measured airspeed of the kite was about 30 m/s to 50 m/s, as can be found in Fig-
ure 2.8a. For those same measurements, the altitude of the kite varied between approximately 160 meters to
300 meters (Figure 2.8b) and the tether length varied between 415 meters to 455 meters (Figure 2.8c) during
the production phase. Additionally, the wind speed was measured to be around 9.26 m/s (Figure 2.8d). Al-
though the angle of attack is not accurately measured by Kitemill, there are some estimates available, which
show values varying from 0° to 10°.
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Figure 2.7: Kitemill kite trajectory. Obtained from Kitemill [21].
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Figure 2.8: Data measured during a test flight of Kitemill conducted in June 2022. Obtained from Kitemill.
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2.1.2. KITEPOWER

The Kitepower system currently makes use of the 60 square meter kite V9.60, as shown in Figure 2.9. The kite
has an arc-shape with inflated tube struts starting from the leading edge inflated tube to the trailing edge of
the kite. Spanwise the kite is divided into thirteen canopy sections by twelve inflated tube struts. Out of these
twelve inflated tube struts, two are located relatively close to half-span of the kite. This means that one of the
thirteen canopy sections is considerably smaller than the other sections. The membrane out of which each
canopy section consists, is a tensile structure with a very small thickness in comparison to the chordwise and
spanwise length of the section. The V9.60 kite is part of the Kitepower Falcon system, which has a rated power
of 100 kW [22].

Figure 2.9: Photo of the 60 m2 compared to the smaller kite designs (25 m2 and 40 m2) of Kitepower. Obtained from Kitepower [23].

At the tips of the kite, the leading edge and the trailing edge join smoothly, leading to a chord length of 0
m at the tips. The projected area of the kite is Apr o j = 47 m2 with a flattened area of A f l at = 60 m2. The largest
strut is located at the center of the wing, which has a chord length of about 4 meters, while the smallest strut is
located at the tip. The airfoil of the mid-strut of the V3 kite is shown in Figure 2.10. The airborne components
of the kite power system are shown in Figure 2.12. Although the dimensions in Figure 2.12 are of the older
25 m2 V3 kite design, the components and angle indication are still representative for the 60 m2 kite design.
As can be seen from Figure 2.12, the kite is attached to bridle lines, which are at their turn attached to the
tether. The tether used for this specific research is a braided rope with a diameter of 14 mm [24], which has a
similar structure are the braided tether presented in Figure 2.5. The bridle lines are present in a wide range of
diameters, namely 2 mm, 3 mm, 4 mm, 5 mm, 6 mm and 8 mm.

Figure 2.10: Visualization of the airfoil of the mid-strut of Kitepower LEI V3 kite.

The cycle of operation of the kite is also referred to as the pumping cycle, which can be divided into two
phases, reel-out and reel-in, as shown in Figure 2.13. These two phases can be further divided into the follow-
ing three states: reel out, reel in and transition states. During the reel out phase, the kite flies a figure-of-eight
pattern. These flight phases and their respective height and ground distance from the perspective of the
ground station are visualized in Figure 2.11.
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Figure 2.11: Computed flight path of a kite power system using a flexible wing with suspended kite control unit and single tether (kite
and drum not to scale). Retrieved from Schmehl [17].

Figure 2.12: Front view (a) and side view (b) of the LEI V3 kite. Obtained from Oehler & Schmehl [25].
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Figure 2.13: The reel-out (top) and reel-in (bottom) of the tether, combining to the periodic pumping cycles. Retrieved from Vlugt et al.
[26].

From an aerodynamic perspective, the angle of attack of the kite is of interest. On March 24, 2017, a test
flight was performed by Kitepower of which the results are available. Based on the results of the one hour test
flight of the prototype of the LEI V3 kite [27], the range of angles of attack is obtained. The definition of the
angle of attack of the relative flow with respect to the reference chord for these results is calculated from the
measured inflow angle (αm) and the depower angle (αd ):

α=αm −αd . (2.1)

Additionally, the angle of attack of the relative flow with respect to the tether angle of attack (αt ) is calculated
as:

αt =αm +λ0, (2.2)

with λ0 being the contribution of the line angle, which is caused by the pitch of the entire kite.

In total, the angle of attack thus consists of three contributions:

α=αt −λ0 −αd . (2.3)

All mentioned angles are indicated in Figure 2.12.

The results of the test flight showing the lift-to-drag ratio over the angle of attack (α) is illustrated in Fig-
ure 2.14a. Important to note is that the angles of attack are defined as discussed earlier. The plot of Fig-
ure 2.14a can be divided into the two main flight phases: retraction and traction. For the retraction phase,
a lower angle of attack region can be distinguished, being −7° < α< 3°, while for the traction phase a higher
angle of attack region can be distinguished, being 7° <α< 15°.

Besides the angle of attack, also the turning maneuvers of the kite are of interest, as they influence the
flow over the kite. Steering induces deformation of the wing as well as possible additional drag and causes a
change in side slip angle, which refers to the angle between the kite’s flight direction and the wind direction.
These factors attribute to a change in the flow over the kite. Figure 2.14b shows the results of the lift-to-drag
ratio over the angle of attack colored by the steering intensity. This figure clearly shows that the high steering
intensities mainly occur at angles of attack ranging from 9° < α < 17°. This coincides with higher steering
intensities being applied during the traction phase of the flight.
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(a) Measured lift-to-drag ratio of the kite plotted over the angle of attack and
colored by the relative power setting.

(b) Measured lift-to-drag ratio of the kite plotted over the angle of attack of
the wing and colored by the steering intensity ranging from blue for no steer-
ing up to yellow and red for strong steering and turning maneuvers.

Figure 2.14: Plots relating to the angle of attack of the LEI V3 kite. Obtained from Oehler & Schmehl [25].

Next to the positions and movement of the kite, the velocity of the kite is an important factor for the
characteristics of the airflow over the kite. The velocity of the kite has been analyzed for two different cases:
moderate wind (5.9 m/s) and strong wind (9.9 m/s). These cases were measured on June 23, 2012 and August
23, 2012 and analyzed by Van der Vlugt et al. [28]. Figure 2.15 illustrates the flight velocity of the kite as mea-
sured during the experiment in 2012. It can be seen that for the moderate wind condition the kite velocity
ranges between 10 m/s and 33 m/s, while for the strong wind condition the range becomes 18 m/s to 44 m/s.

Figure 2.15: Flight velocity of kite over a full pumping cycle. Retrieved from Van der Vlugt et al. [28].

2.2. LEI KITE DEFORMATION MODES

Due to the geometry of the LEI kite and the flexible nature of the material, the kite membrane can mainly
only resist tensile forces. As a consequence of this flexible characteristics of the kite, the kite deforms during
operation. Deformation modes refer to the various ways in which a LEI kite can change its shape or exhibit
structural deformations during operation. These deformation modes arise due to the flexible nature of the
kite’s material and the forces acting upon it. The kite’s ability to resist primarily tensile forces means that it
undergoes specific types of deformations under different conditions. In standard operation, a LEI kite expe-
riences several deformation modes. The deformation modes can be classified from local to global and slow
to fast. The global deformations, ordered from fast to slow are: canopy billowing, jellyfishing, bunny-ear flap-
ping and leading edge indention, which can lead to the collapse of the kite. Likewise, the local deformations,
ordered from generally fast to slow are: trailing edge flutter and seam-rippling. Note that the local deforma-
tions are usually faster than the global deformations.
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Figure 2.16: Typical kite deformation modes in normal pumping-cycle kite operation. Obtained from Leuthold [29].

Leuthold [29] has performed an analysis based on video footage of a flight test with the TU Delft KitePlane,
geometrical data and flight path data to determine the relevant frequencies. A summary of this analysis is
shown in Figure 2.17. Note that the grey-scale colors corresponds to flight-path frequencies, while the other
colors correspond to deformation mode frequencies.

Figure 2.17: Summary of frequencies of typical kite deformation modes in normal pumping-cycle operation. Obtained from Leuthold
[29].

As the audible frequencies range from 20 Hz to 20 kHz, the trailing edge flutter deformation mode is ex-
pected to be the main cause of noise of the kite due to deformation. Trailing edge flutter can be described as
the deformation of the free trailing edge of the canopy of the kite, caused by the aerodynamic force oscilla-
tion due to vortex shedding. Seam-rippling, on the other hand, can be described as the occurrences of small
waves or ripples near the struts of the structure, close to the trailing edge. Seam-rippling occurs, due to the
tension along the wing’s span being greater than the tension across the chord of the wing.

It is important to note that the kite is still in the research and development phase, which means it is
anticipated to address and eliminate these deformations in the final product, ensuring their absence in the
commercialized version.
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2.3. AWES NOISE

Just as any technology that involves moving parts and fluid flows, noise is an inherent issue that must be
addressed. Airborne wind energy systems are no exception to this. Noise emissions from AWES can have
a significant impact on the environment and surrounding communities, affecting both wildlife and human
health. Therefore, understanding the noise sources and characteristics of each component in an AWES is
crucial.

This section focuses on providing a literature basis for AWES noise, discussing the pioneering study in
which initial recordings were carried out, as well as the noise sources and characteristics of each component
separately for which also the flow characteristics are taken into account.

2.3.1. PIONEERING STUDY

In 2017, Szücs [30] carried out the first research done into the environmental impact of the airborne wind en-
ergy system of Kitepower. Additionally, the dominant noise sources of the system were evaluated. In order to
identify the dominant noise sources, Szücs performed noise measurements during a flight test at six different
locations, which are displayed in Figure 2.18. An important remark is that the wind has not been excluded
from the taken measurements, which is something that would be desirable in future measurements.

Figure 2.18: Illustration of setup of measurement by Szücs. Reproduced from Szücs [30].

At the measurement taken at location 2, high frequency noise was indicated due to the reel-in phase.
This noise was labelled as the tether noise for a range between 500 Hz - 1000 Hz. Moreover, during the mea-
surements the noise of the generator appeared to be dominant up to a distance of 25 meters (location 3). At
100 meters distance, some high frequency noise appeared again, which Szücs identified as noise from the kite
itself. The periodical changes have been related to the movement of the kite, which can be seen in Figure 2.19.

From all measurements, Szücs was able to identify three zones with the different main sources of noise.
Between 0 m to 38 m the generator and the tether are the main noise sources of the system. Between 38 m
and 88 m the main noise source is solely the tether. Beyond 88 m up to 200 m, which was the furthest distance
measured, the kite is the main noise source.
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Figure 2.19: Measured noise at a distance of 100 meters from the generator, including the kite position and periodicity. Obtained from
Szücs [30].

2.3.2. SYSTEM NOISE SOURCES
The research of Szücs, as discussed in Subsection 2.3.1, provides a basis for the noise emissions of the Kitepower
system. Although the research showed some distances at which different components of the kite appeared to
be dominant, it is not further looked at what specific characteristics of the kite and the airflow are responsible
for this noise. Obtaining this knowledge results in the ability to predict the noise emissions of the components
of the kite power system, as well as applying possible noise reduction methods.

When looking at the full system of Kitepower (as shown in Figure 2.20), four different types of noise sources
can be distinguished: ground station/generator, tether and bridle, Kite Control Unit (KCU) including ram air
generator/turbine and the kite. As this thesis will only focus on the airborne components of the kite power
system, the ground station will be disregarded.

Figure 2.20: Illustration of the components of the kite power system of Kitepower. Retrieved from Van der Vlugt et al. [28].

The same can be done for the system of Kitemill, which is shown in Figure 2.21. From this system, three
different types of noise sources can be distinguished: ground station, tether and kite. An important note here
is that the kite contains four propellers, which are also a source of noise. However, these propellers are only
required for take off and landing and can be mainly disregarded during most of the operation cycles. Once
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again, the focus will be on the airborne components of the system and therefore the ground station will be
disregarded.

The next sections will discuss each of the mentioned components, which are analyzed regarding their
flow characteristics to obtain an understanding of the present phenomena and thus the possible resulting
noise generated. The first component that is analyzed is the tether (and bridle).

The second component analyzed is the KCU. The KCU is split into two parts: the KCU bullet and the
turbine attached to the KCU. The third component that is analyzed is the kite. The noise sources of the kite
are traced back to two sources: trailing edge scattering including flutter and tip noise. Additionally, the noise
induced due to the recirculation zone has been analyzed to a limited extent due to a lack of available research.

Figure 2.21: Photo of the components of the system of Kitemill. Obtained from Kitemill [31].

2.3.3. TETHER (AND BRIDLE LINES)

FLOW CHARACTERISTICS

Cylindrical bodies, such as a tether, that encounter a uniform flow, induce the development of coherent vor-
tical structures in their downstream wake. The vortical structures are a result of the complex interactions
between the airflow and the geometric features of the cylinder, leading to the generation of swirling patterns
and turbulent eddies in the flow field. These vortical structures form a Von Kármán vortex street that consists
of equally spaced vortices that are convected downstream at a constant speed. Visualization of this process is
shown in Figure 2.22. At Reynolds numbers within the range 40 < Red < 5·104, which is defined as Red = U∞d

ν ,
the vortical structures are found to shed periodically. For Airborne Wind Energy applications the relevant
phenomenon is that of a fully turbulent vortex street, which occurs in the range from 300 < Red < 2.9 ·105.
The frequency of this vortex shedding is given by the Strouhal number, which is found by making use of the

equation St = f d
U∞ . The Strouhal number can be approximated by St = 0.198(1− 19.7

Red
), following the theory of

Goldstein [32].
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Figure 2.22: The vortex street that occurs behind a cylinder in a steady flow. Obtained from Cunha et al. [33].

NOISE CHARACTERISTICS

Vortex-Induced Vibrations are caused by unsteady flow separation from an elastic structure and the result-
ing cyclic variation of fluid forces. For Airborne Wind Energy systems the main implication is the case when
the flow shedding frequency is in harmonic resonance with a natural frequency of the tether and bridle line
system. This phenomenon is referred to as lock-in, which is the alignment of vortex shedding frequencies
( fs ) with the natural frequency ( fn) of the vibrating structure. A common range as prone to lock-in is when
0.7 fs > fn > 1.3 fs , as mentioned by Dunker [34]. Across this range, the tether or bridle line experiences a near
constant vibration at the nearest natural frequency.

The natural frequencies fn of an elastic string are the integer multiples of the fundamental frequency,
which can be formulated as follows:

fn = n

2lt

√
Ft

λ
, (2.4)

with n = 1,2,3, ... being the vibration node number, lt the length of the string, Ft the tensile force and λ the
mass per unit length.

For a vibrating string, a common assumption is that both ends of the string are fixed. However, for the kite
power system, this is not the case as the upper end of the tether is attached to a flying kite moving in space
and exerting a traction force on the tether. However, for the vibration dynamics, due to the mass of the kite
compared to the tether, the kite is considered to be an end point with prescribed motion.

The tether of the Kitepower V3 kite is made of Dyneema® SK75, which has a diameter of 4 mm. Dyneema®

SK75 has an approximate mass per unit length of λ = 6.5 ·10−6 kg/m per unit strength Ft = 9.81N. The gen-
eral form to obtain the mass per unit length is thus: λ = Ft · 6.5

9.81 ·10−6 kg/(Nm). This results in the following
mass per unit length values for the different line tensions: λ500N = 0.00075 kg/m, λ5000N = 0.01193 kg/m,
λ50000N = 0.09542 kg/m according to Dunker [34]. By making use of these values and the equation given in
Equation 2.4, the natural frequencies are obtained and presented in Table 2.1.

Line tension (N) Length of tether or bridle line (m)
50 400 >400

500 8.2 Hz 1.0 Hz <1.0 Hz
5000 6.5 Hz 0.8 Hz <0.8 Hz

50000 7.2 Hz 0.9 Hz <0.9 Hz

Table 2.1: Natural frequencies occurring for an Airborne Wind Energy System. Reproduced from Dunker [34].

However, according to King [35] the shedding frequency varies with inclination for angles of attack within
30 degrees of perpendicular with respect to the flow as follows:

fS,i ncl i ned = fS,(θ=0°) · cos(θ), (2.5)

with θ being the angle from perpendicular to the flow.

An experiment has been conducted by Dunker [36], which investigates the impact of vortex induced vi-
bration on kite lines. This experiment focused on the vibration correlated to the vortex shedding frequency
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dependent on the Strouhal number. Other sources of vortex induced vibration, such as galloping, Aeolian,
or strumming vibration were not taken into account, as they were not reproducible during the testing. The
test results confirmed that kite lines are susceptible to Strouhal vibration frequencies. Furthermore, it was
observed that the vibration of the line was dependent on more than just the Strouhal number. A frequency
increment existed between achieved Strouhal frequencies, which was equal to a couple of times more than
the natural frequency of the lines. Additionally, the lock-in of a vibration frequency was observed at small
ranges of airspeeds, where a single vibration frequency was maintained.

Figure 2.23: Dominant vibration frequencies and lock-in for Dyneema® line with d = 1.5 mm andα= 76.5° at Re = 300 to 1000. Obtained
from Dunker [36].

Figure 2.23 shows that for a line with a diameter of 1.5 mm, the dominant vibration frequency matches a
Strouhal number of St = 0.172. Also, the lock-in phenomenon is visible across certain velocity ranges of which
408 Hz and 665 Hz are examples. Moreover, a major secondary vibration frequency was observed at twice the
shedding frequency, although they were not always the dominant frequencies. Both vibration modes are
clearly visible in Figure 2.24, which represents the vibration spectrum map. The magnitude of the peaks in
the vibration spectrum map represents the relative dominance of the vibration frequency.

Figure 2.24: Vibration spectrum map for a Dyneema® line with d = 1.5 mm and α= 76.5°. Obtained from Dunker [36].
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2.3.4. FIXED-WING KITE
There are different types of airfoil self-noise sources that can be identified, namely: turbulent boundary layer
and laminar boundary layer trailing edge noise, separation/stall noise, trailing edge bluntness noise and tip
vortex noise [37]. These different types of airfoil self-noise are also shown in Figure 2.25.

Figure 2.25: Airfoil self noise. Obtained from Brooks et al. [37].

Any arbitrary-shaped body placed in a turbulent flow will generate surface pressure fluctuations. These
pressure fluctuations, when encountering a sharp trailing edge, will be scattered. The scattering results in the
generation of acoustic energy and is propagated to the far field [38]. As mentioned by Lee et al. [39], certain
types of trailing edge noise dominate at high frequencies, making them potential key elements that cause
annoyance to human hearing. Trailing edge noise resulting from vortex shedding, such as laminar boundary
layer noise and trailing edge bluntness noise, is known to generate tonal noise and is commonly associated
with high-frequency emissions. These noise sources are also relevant for kites, emphasizing the importance
of analyzing them in noise simulations. The diffraction of turbulent boundary layer trailing edge noise, on the
other hand, generates broadband noise that extends to higher frequencies. In the lower frequency range, the
suction side of the airfoil predominantly contributes to the noise emission, while the pressure side becomes
dominant in the higher frequency range [40]. The intensity of the emitted sound is lower for the pressure side,
which results in a decreasing pattern in the acoustic spectrum. An example of the spectrum of a turbulent
boundary layer scattered by the trailing edge is shown in Figure 2.26. Over the years, several semi-analytical
models for trailing-edge noise have been developed, which will be discussed in Section 3.1.
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Figure 2.26: Illustration of the contribution of the pressure and suction side boundary layers to the overall acoustic spectrum. Obtained
from Pröbsting [40].

Moreau and Doolan [41] performed an experimental study of airfoil tip vortex formation noise. The ex-
periment consisted of taking aeroacoustic measurements of a finite airfoil with a flat ended tip in an anechoic
wind tunnel. The results of this experiments show that compared to the total airfoil noise spectrum, the tip
noise is dominant at high frequencies and shows a peak, which becomes steeper for increasing angles of at-
tack. The broadband component of the tip noise indicates that the tip noise in the low and high frequency
range is due to trailing edge scattering of vorticity in the tip region. Moreover, the frequency of the dominant
tip noise contribution is observed to reduce, as the flow speed is decreased. Figure 2.38 shows the noise spec-
tra of the total airfoil noise, as well as that of the tip, for a range of flow velocities and angles of attack.

2.3.5. SOFT LEI KITE

FLOW CHARACTERISTICS

Increasing the angle of attack of a membrane wing, results in an increase of the aerodynamic loading. This
results in a deformation of the trailing edge of the membrane in the upward direction. The membrane wing
therefore experiences an effective reduction in the angle of attack, due to the chord line being tilted tail-up
and effectively nose-down, which is referred to as "adaptive washout". Lian et al. [42] confirmed this phe-
nomenon of a decrease in effective angle of attack due to deformation of the membrane wing. A decrease
in the effective angle of attack results in a delay of flow separation. However, the trailing edge of the kite is
supported by a wire to provide tension and the inflated tubular structure, which causes a minimization of
the experience of adaptive washout. The kite is therefore less prone to adaptive washout, although "adaptive
camber", due to canopy flexibility, might still occur.

Nielsen [43] performed an experiment on flexible wings, which suggests that separation occurs when a
membrane reaches an adaptive camber above 15%. However, Nielsen did not account for the leading edge
cylinder that is included for the LEI kite. Mendenhall et al. [44] does include a prominent leading edge cylin-
der to a flexible membrane and showed that it results in a delay of leading edge separation to higher angles
of attack. Important to note is that this delay is more noticeable for supercritical Reynolds numbers than for
subcritical Reynolds numbers.

As the LEI kite flies at high angles of attack during the power generation phase, which results in a large
wind-shadow behind the LEI tube, there will be flow separation. Newman and Low performed a study on
separation and reattachment of flow on 2D, impermeable and flexible sails. From this study, three main
separation types are found:

1. Pressure-side leading edge separation bubble (S1)

2. Suction-side trailing edge separation region (S2)

3. Suction-side leading edge separation bubble (S3)
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Figure 2.27: The dimensions of the three different types of separation. Retrieved from Newman & Low [45].

The results found by Newman and Low are shown in Figure A.1. The trends of these findings can be
generalized into the following statements:

• Increasing the angle of attack results in a decrease of the separation bubble along the leading edge of
the pressure-side.

• Increasing the angle of attack moves the separation bubble along the trailing edge suction-side forward.
• The leading edge separation bubble shows slightly different characteristics for the different excess-

length ratios (ϵ). Primarily at moderate (5°) to large (25°) angles of attack the suction-side leading edge
separation bubble occurs. Generally, at angles of attack smaller than 5°, no leading edge separation oc-
curs, while at angles of attack around 20° to 25° the separation bubble merges to join the suction-side
trailing edge separation region.

Moreover, Folkersma et al. [46] performed a computational fluid dynamic analysis of boundary layer tran-
sition on leading edge inflatable kite airfoils used for airborne wind generation. The study makes a distinction
between two main phases, which are the retraction and traction phase. For the retraction phase, the Reynolds
numbers are estimated to be around 105 ≤ Re ≤ 7.5 ·105, while the Reynolds number for the traction phase is
in the order from 106 to 108. Figure 2.28 shows the flow topology for some of the main characteristics of the
flow of a LEI kite airfoil.

Figure 2.28: Flow topology around the leading edge inflatable (LEI) kite airfoil. Obtained from Folkersma et al. [46].

As can be seen from Figure 2.28, the suction side of the airfoil shows similar characteristics as that of a
conventional airfoil. However, on the pressure side, a recirculation zone appears behind the leading edge
tube. The size of the recirculation zone is dependent on the angle of attack and the Reynolds number.

The streamlines and normalized flow velocity around the LEI kite airfoil, generated by the CFD simulation
of Folkersma et al. are shown in Figure 2.29 for different angles of attack and Reynolds numbers. It can be
seen that for an increased angle of attack, the size of the recirculation zone decreases. For lower Reynolds
numbers there appears to be a smaller secondary recirculation zone on the pressure side, which can be seen
in Figure 2.29b (top). As the Reynolds number increases, this secondary recirculation zone disappears.



22 2. LITERATURE REVIEW

(a) Computed without transition modeling at Re = 106 for α= 0° (top), α=
6° (center), and α= 12° (bottom).

(b) Computed with transition modeling at α = 6° for Re = 105 (top) and
Re = 5 ·105 (bottom).

Figure 2.29: Streamlines and normalized flow velocity around the leading edge inflatable (LEI) kite airfoil. Obtained from Folkersma et
al. [46].

Furthermore, Folkersma et al. took a closer look into the location of the different flow regions. Based
on the skin friction coefficient c f , the transition, separation and reattachment regions are identified. Flow
separation typically leads to a more significant increase in the skin friction coefficient compared to flow tran-
sition. This is because flow separation involves a complete detachment of the flow from the surface, resulting
in a recirculation zone and a strong resistance in flow. In contrast, flow transition involves the development
of turbulent fluctuations, which do increase the skin friction coefficient but to a lesser extent. Even more,
flow separation often leads to a localized increase in the skin friction coefficient in the region where the flow
separates from the surface. This is then observed as a distinct spike or peak in the coefficient at that spe-
cific location. On the other hand, flow transition effects a larger region on the surface, resulting in a more
distributed increase in the coefficient along the surface. Additionally, also a negative friction coefficient can
indicate a separation of the flow, as the separated flow can have a reverse flow direction or a flow with ad-
verse pressure gradients, leading to a negative value of the skin friction coefficient in that particular region.
Although, it should be noted that additional analysis is required to confirm the presence of a separation bub-
ble, such as flow visualization.

The skin friction coefficient around a LEI wing at an angle of attack of 10° is given in Figure 2.30. It is
observed that at Re = 5 ·106 no laminar separation bubble exists for the suction side. For the lower Reynolds
numbers, the laminar separation bubble on the suction side starts around x/c = 0.08 with reattachment of
the flow varying between 0.12 ≤ x/c ≤ 0.19, which can be recognized from the negative skin friction coeffi-
cient in the plot for where the laminar separation bubble exists.

Figure 2.30: Friction coefficient around LEI wing at α = 10°, computed with transition modeling. Solid line represents the suction side
and dashed line the pressure side. Obtained from Folkersma et al. [46].



2.3. AWES NOISE 23

It should be noted however, that the analysis of Folkersma et al. assumes free boundary layer transition
from laminar to turbulent. In practice, the flow will be tripped at the leading edge, due to the seams (see
Figure 2.31). Therefore, the flow is always turbulent.

Figure 2.31: Zig-zag seams at the leading edge tube of the TU Delft V3 kite. Obtained from TU Delft [47].

NOISE CHARACTERISTICS

Trailing Edge Scattering
The fluttering trailing edge phenomenon of the kite already indicates that the trailing edge of the kite is not
rigid, as would be the case for a conventional airfoil. The kite trailing edge is capable of producing trailing
edge noise. Trailing edge noise is generated by the interaction of a sharp trailing edge with pressure fluctua-
tions caused by aerodynamic turbulence. Due to a sharp discontinuity between two regions that exist at the
trailing edge, pressure fluctuations are scattered form the trailing edge in the form of acoustic pressure waves.

Howe [48] analytically addressed the noise scattering phenomenon of a semi-infinite elastic plate in the
presence of a turbulent boundary later, by making use of theoretical methods. Howe found in his work that
besides the noise produced by the trailing edge scattering, additional noise was produced due to structural
bending waves. The sound power levels generated by these bending waves are found to be quite large and
can exceed the total sound power level from a rigid edge by 10-20 dB at low frequencies. Note that the precise
amount depends on the frequency and the characteristics of the edge and flow.

Nardini et al. [49] followed up on Howe’s paper and researched the effect of the structural compliance
on the noise scattered from an elastic trailing edge by making use of high-fidelity direct numerical simulation
(DNS). Nardini models aerodynamic fluctuations by placing a vortex generator in the form of a cylinder above
the surface of a semi-infinite plate, within the boundary layer and upstream of the trailing edge. This vortex
generator is chosen to mimic the vortex shedding produced by the laminar separation bubble of a NACA0012
airfoil at an angle of attack. However, unlike the airfoil under an angle of attack, the considered flat plate
is kept at zero angle of attack. A schematic representation of the modeled pressure fluctuations is given in
Figure 2.32.

Figure 2.32: Schematic representation of the pressure fluctuations on the surface of an elastic trailing edge produced by boundary layer
instabilities by the wake of a vortex generator. Obtained from Nardini et al. [49].
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For a rigid trailing edge, the pressure field incident to the trailing edge represents the main input to the
trailing edge scattered noise. However, for an elastic trailing edge, the contribution of the motion-induced
pressure field cannot be neglected, as shown by Nardini et al. The total scattered acoustic pressure fluctua-
tions (p ′

s ) for the elastic trailing edge is found to be decomposed into the contribution of a motion-induced
acoustic scattered pressure field (p ′

s f
) and an additional scattered pressure field (psi ), which is generated by

the incident surface pressure only. As for a rigid trailing edge, there is no structural motion, the total scattered
acoustic pressure fluctuations is equal to the scattered pressure field generated by the incident surface pres-
sure.

Figure 2.33: Recirculation region on the upper surface of the plate. The plate portion that is considered flexible is colored in white.
Obtained from Nardini et al. [49].

Figure 2.34: Acoustic directivity and frequency spectra of the total scattered pressure fluctuations, motion-induced pressure fluctuations
and the scattered pressure fluctuations generated by the incident pressure field. Obtained from Nardini et al. [49].
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The acoustic directivity and frequency spectra of the total scattered pressure fluctuations and its separate
components of the test case used by Nardini et al. are shown in Figure 2.34. Comparing the acoustic direc-
tivity plot of the total scattered pressure fluctuations of the rigid and elastic trailing edge, which is given in
Figure 2.34(a), it can be found that the structural motion of the elastic trailing edge produces an attenuation
of the acoustic field due to the incident fluctuations with respect to the rigid case. The structural motion
shows a large peak at the first structural frequency ( fs = 1.42) and a secondary peak at the recirculation fre-
quency ( fb = 0.91), shown in Figure 2.34(c and f). Note that the recirculation region is considered to be the
recirculation at the trailing edge as illustrated in Figure 2.33. In Figure 2.34, it can be observed that there ap-
pears to be a significant noise reduction with respect to the rigid trailing edge at the recirculation frequency,
as for this frequency the elastic trailing edge appears to benefit from a cancellation effect. Simultaneously, at
the first structural frequency an increase of the amplitude of fluctuations is present.

From Nardini et al. it is concluded that the aeroacoustic response of an elastic trailing edge depends on
the complex fluid-dynamic interactions between the turbulent vortical structures of the incident wake and
the unsteady deflection of the structure. The structural motion appeared to be responsible for an alteration
of the incident surface pressure field as well as for excess noise at structural frequencies.

(a) k0 = 1 (b) k0 = 10

(c) Line quadrupole source.

Figure 2.35: Directivities for different plate configurations due to a point quadrupole source (a) & (b) and a line quadrupole source (c)
placed at the trailing edge with a sweep angle of 0 degrees. Retrieved from Pimenta et al. [50].

Pimenta et al. [50] also looked at acoustic scattering of elastic plates by means of a computation. Pimenta
et al. expended the analysis as well by including a poroelastic plate. However, as the kite should not be able
to let air (or water) pass through its surface, as this would reduce the efficiency of the kite power system, the
kite is considered to be non-porous. For the elastic plate, the vacuum bending wave Mach number (Ω) is set
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to be equal toΩ= 0.1. The vacuum bending wave Mach number is given byΩ= k̃0/k̃B , which is the acoustic
wavenumber divided by the bending wavenumber. Ω = 0.1 therefore means that the bending wavenumber
of the plate is 10 times larger than the acoustic wavenumber. Pimenta et al. analyzed the noise scattering
by a quadrupole source for low and high frequencies. A quadrupole source is representing turbulent flow
behaviour, which is also expected to be the case for the soft kite.

In Figure 2.35 it can be seen that the directivity plots are of similar shape for both the rigid as the elastic
plate. The elastic plate clearly shows a reduction in the noise compared to the rigid plate. For higher frequen-
cies, the reduction of the noise for the elastic plate only holds for certain angles, mainly between 120° and
240°.

The total sound power level for the different plate configurations are shown for different wavenumbers
for the case with the point quadrupole source in Figure 2.36. It can be seen that applying elasticity (as well
as porosity) results in a reduction of the total sound power level compared to the rigid-impermeable square
plate. For elasticity, this effect becomes more pronounced at higher wavenumbers.

Figure 2.36: Sound power level differences for different plates. Obtained from Pimenta et al. [50].

As mentioned before, the elastic trailing edge results in an enhancement of the noise compared to the
rigid trailing edge at the structural frequency and a reduction of the noise at the recirculation frequency. This
statement is supported by Nilton et al. [51]. Nilton et al. investigated the effects of structural damping inter-
action of a turbulent eddy with flexible plates with respect to the aerodynamic noise generation. It was found
that structural damping of the flexible structure results in a reduction of the scattered sound at the structural
frequencies. In Figure 2.37, it can be seen that for the non-damped elastic plate, sharp peaks exist, which
correspond to the structural frequency. At other frequencies, a reduction of the sound power can be seen.

Figure 2.37: Sound power radiated by a rigid and non-damped elastic plates as a function of k0. Obtained from Nilton et al. [51].
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(a) α= 0° (b) α= 12° (c) α= 0°−12°

Figure 2.38: Integrated 1/12th octave band airfoil and tip noise spectra at U∞ = 30−60m/s. For (a) and (b): The solid black line with
filled circular markers is the airfoil spectrum, while the dotted blue line with open circular markers is the tip noise spectrum. The dashed
black line is the background noise spectrum of the empty wind tunnel. Note that with each increase in flow speed, the spectra have been
offset by 20 dB for clarity. Retrieved from Moreau and Doolan [41].

Recirculation Zone Induced Noise
Unlike conventional airfoils, the LEI kite has a recirculation zone on the pressure side of the airfoil. However,
a recirculation zone is not completely unknown for a conventional wing, as this also appears for the case that
a slat is implemented. The shear layer of the recirculation zone of the slat reattaches near the tip of the slat.
The resulting vortices are then shed at the tip of the slat, which generates noise. Nevertheless, looking at the
recirculation zone of the kite, the reattachment point is at a relatively large distance to the trailing edge, which
means that the trailing edge scattering is unlikely to be directly influenced by the recirculation zone, although
this depends on the velocity and angle of attack. However, what is influenced by the recirculation zone is the
boundary layer on the pressure side of the kite.

Noise generated due to a recirculation zone is a phenomena that is not as extensively studied as for ex-
ample noise due to vortex shedding. Moreover, no studies have yet been conducted on the recirculation zone
of an LEI kite. Therefore, this literature review takes a closer look into the noise generated at the recirculation
zone of a leading edge slat, also known as a high-lift device, as its geometry and airflow shows similar charac-
teristics as that of the LEI kite airfoil. Just as the LEI kite airfoil, the slat has a cylindrical leading edge, sharp
trailing edge and a recirculation zone.

Figure 2.39: A generic slat acoustic spectrum based on Strouhal
frequency. Obtained from Khorrami and Lockard [52].

Figure 2.40: Sound pressure level at r=10C, θ=270 deg based on
1C chord length. Obtained from Chen et al. [53].

In the paper of Khorrami and Lockard [52], which takes a closer look into the aeroacoustics of a slat, the
generic spectrum for landing conditions is visualized. The spectrum, as shown in Figure 2.39, is comprised of
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a low- to mid-frequency broadband component, followed by a high-frequency tonal component. This spec-

trum is based on Strouhal frequency, which in this case is defined as: St = f ·Cs
U∞ , with Cs being the slat chord,

U∞ the freestream velocity and f the frequency.

Another example of the acoustic spectrum of a slat is shown in Figure 2.40, which is obtained from the
paper of Chen et al. [53]. The paper of Chen et al. researches a novel wall treatment method to improve the
aeroacoustic and aerodynamic performance of high-lift devices. The baseline case is the case in which no
wall treatment is applied, which is thus the case looked at for this literature review. From Figure 2.40, it can
be seen that the maximum sound pressure level (SPL) is around 80 dB for a Strouhal number of 1, which is in
agreement with the spectrum obtained from Khorrami and Lockard. The second peak is found at a Strouhal
number of about 8 and has a SPL value of about 55 dB. Note that these SPL values are recorded at a distance
of 10 times the chord length of the slat and at an angle of 270 degrees.

Translating this to the case of the LEI kite, it is expected to find the first peak around a frequency around
2.5 to 10.3 Hz and the second peak around a frequency of 20.5 to 82.1 Hz. Important to note is that the actual
values can differ also due to the more slender configuration of the LEI kite compared to the slat.

2.3.6. KCU (Kitepower)
When in operation, the KCU is covered by a so-called "bullet". The interaction between the KCU bullet and
the airflow, is considered comparable to the phenomenon of flow over a bluff body. When in flight, the bullet
will face the direction of the airflow from two main positions and every angle in between, where the two main
positions are facing "forward" and facing "sideways". A photo of the KCU within the bullet during flight is
shown in Figure 2.41.

Figure 2.41: Kite control unit during flight. Photo by M. Dereta [54].

The bluff body interaction with the airflow will result in vortex shedding. Matsumoto [55] describes the
various types of vortex generation and the related response characteristics of the bluff bodies. The considered
2D rectangular cylinder with a 0.5 side-ratio is taken as a simplified, yet comparable shape as the KCU bullet.

Matsumoto found that different types of vortices were found at different angles of the rectangular cylin-
der, which is displayed in Figure 2.42. For the range of angles 67° < β< 90°, both Kármán vortex shedding as
well as one-shear-layer-instability vortex generation could appear. For 7° < β < 67° only the Kármán vortex
shedding exists, while for 0° <β< 7° again both Kármán vortex shedding as well as one-shear-layer-instability
vortex generation could exist apparently or latently for some vortices. The obtained Strouhal numbers at the
different angles of β are shown in Figure 2.43. From Figure 2.43, it can be seen that the largest Strouhal num-
ber appears around β= 25°, while the lowest Strouhal number occurs at β= 90°.
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Figure 2.42: Illustration of flow separation depending on β for a 2-D rectangular cylinder with B/D = 0.5. Retrieved from Matsumoto
[55].

Sarioglu [56] conducted a study on vortex shedding of rectangular cross-sections as well. Sarioglu con-
ducted a wind tunnel experiment and made use of hot-film measurements in the wake of the models at
Reynolds numbers in the range 1 ·104−2 ·105. The obtained results for the rectangular shapes with w/h = 0.5
and w/h = 2.0 are shown in Figure 2.44.

Figure 2.43: Stouhal number, St, versus the angle of attack β for a 2-D rectangular cylinder with B/D = 0.5. Retrieved from Matsumoto
[55].

The dimensionless Strouhal number is obtained by making use of the equation St = fs h
U∞ . The shedding

frequency parameter is a non-dimensional frequency, which is given by F = fs h2

ν . Sarioglu found that the
Strouhal numbers decreased with increasing width-to-height ratios. Furthermore, it was observed that the
angle of incidence only had very little to no effect on the Strouhal numbers for the rectangular shape with
w/h = 0.5, while a more pronounced effect is seen for w/h = 2.0.

For the KCU bullet, with kite velocities ranging from 10 m/s to approximately 45 m/s in operation, the
Reynolds number can be approximated. The kinematic viscosity is found by making use of the International
Standard Atmosphere properties for an altitude of 250 m, which results in ν = 1.4897 · 10−5 m2/s [57]. The
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Reynolds number is expected within a range of 3.98 ·105 ≤ Re ≤ 2.98 ·106. This then results in a Strouhal num-
ber around St = 0.198. Thus, the expected shedding frequency range is 3.3 Hz ≤ fs ≤ 8.91 Hz.

(a) Measured at x/h = 2.5, y/h = 0.3125 for w/h = 0.5.

(b) Measured at x/h = 5.0, y/h = 0.625 for w/h = 2.0.

Figure 2.44: Strouhal number and shedding frequency parameter versus Reynolds number for a rectangular cylinder. Obtained from
Sarioglu [56].

2.3.7. PROPELLERS

On the KCU of Kitepower a Ram Air Turbine (RAT) is attached. The RAT is required to provide power to the
KCU, as the battery of the KCU itself cannot last for longer duration flights. The RAT has similar noise char-
acteristics as that of a propeller, although the loading of the RAT remains limited. Due to the rapid rotation of
the blades and the interaction with the airflow, the noise generated by these propellers outweigh the trailing
edge noise in terms of dominance and audibility. Logically, this also applies to the propellers of the kite of
the system of Kitemill, which are used for the VTOL. When considering propellers, two types of noise can
be distinguished: tonal and broadband noise [58]. In the report of Marinus [59] both noise types and their
characteristics are discussed as well, which will be summarized below.

TONAL NOISE

Due to the rotation of the propeller, periodic noise is generated. Two noise components can be found that
occur periodically, namely the thickness noise and the loading noise. The thickness noise is caused by the
displacement of the air flow by the volume of the propeller blades. The loading noise on the other hand is
caused by the fact that the pressure field of the propeller blades, which generates lift and drag, is moving
in a medium, in this case: air. The moving pressure field causes pressure fluctuations, which then generate
loading noise [60]. Loading noise is significant at low and moderate speeds [61], which is why for the case of
the RAT the thickness noise is expected to be dominant. As can be seen in Figure 2.45, the tonal peaks of a
typical envelope of a propeller noise spectrum are located at the Blade Passing Frequency (BPF). The BPF is
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defined by BPF = n·r pm
60 , in which n equals the amount of propeller blades and r pm the rotations per minute

of the propeller.

BROADBAND NOISE

Typically, broadband noise is induced by turbulence. When considering propeller noise, the contribution of
broadband noise is often much smaller than the tonal noise components [60]. Broadband noise of the pro-
peller is induced by an unsteady pressure field around the blades. This occurs when for instance, vortices are
being shed from the tips and trailing edges of the propeller blades. [58]

Figure 2.45: Typical envelope of a propeller noise spectrum. Obtained from Marinus [59].

2.4. SOUND PROPAGATION
When looking at AWES the ground effect is something one should be taking into account when assessing the
noise from the system. The ground effect for sound refers to the influence of the ground on the propagation
of sound waves. When sound waves propagate through air, they encounter different types of soils, including
grass, gravel, sand, and concrete, which can affect the speed and direction of the waves.

One of the most significant factors that influences the ground effect for sound is the physical properties
of the soil. For example, soft and loose soils like sand or loam tend to absorb more sound energy than hard
surfaces like concrete or asphalt, which can cause a decrease in sound level as the sound waves propagate
through the soil. Grass on the other hand, can have a mixed effect on sound propagation, depending on the
height, density, and moisture content of the vegetation. [62]
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METHODOLOGY

3.1. ANALYTICAL METHODS

In this section, two common analytical methods for acoustic simulations will be discussed: the Amiet model
and the Brooks-Pope-Marcolini (BPM) model. The Amiet model is a semi-empirical model that is used for
the prediction of the sound radiation from turbulent flows. The BPM model, on the other hand, is a compu-
tational aeroacoustic model that is used to predict sound propagation for different airfoil self-noise mecha-
nisms. Both the BPM model and the Amiet model require boundary layer parameters as inputs. Therefore,
also the boundary layer parameters that are required for the models are discussed in this section. To better vi-
sualize the analytical model, a scheme is set up in Figure 3.1. The scheme illustrates the relationship between
the boundary layer parameters, the Amiet model, the BPM model, and the resulting directivity plot and SPL
spectrum.

Boundary Layer 
Parameters

Analytical Model

SPL Spectrum
TE Airfoil Noise

Directivity TE
Turbulent Boundary

Layer

BPM Model Amiet Model

Figure 3.1: Scheme of the analytical model.

In addition to these analytical models, an estimation of the peak sound pressure level (SPL) of the tether
vortex shedding noise is also used. This is an important noise source that can occur due to the flow around
the tether of the airborne wind energy system. The calculation of this noise source is based on an equation
that takes into account the velocity and the diameter of the tether among other parameters. This formula will
be discussed towards the end of this section.

33
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3.1.1. AMIET MODEL

Amiet [63] has its formulation for trailing edge noise based on the diffraction theory applied to a flat plate
and thereby ignores the shape of the airfoil. The model consists of a turbulent flow that is convecting past
a trailing edge. Additionally, Amiet [64] was the first to consider the finite-chord effects for the leading-edge
noise mechanism. In order to do so, Amiet made use of two semi-infinite Scharzschild solutions, which were
based on the velocity potential for this noise mechanism. Now, for the trailing edge noise, Roger and Moreau
[65] made use of this same principle, which is shown in Figure 3.2. This correction made to the Amiet model
by Roger and Moreau [65] is known as the first backscattering correction.

Figure 3.2: Roger and Moreau trailing-edge noise model. The top figure represents an incident gust on a finite-chord airfoil, the bottom
left figure represents the main scattering half-plane problem with the bottom right representing the leading-edge correction. Note that
all coordinates are made non-dimensional by the half chord with the reference being at the trailing edge. Obtained from Lee et al. [39].

The formulation of the noise power spectral density is given in the report of Casalino and Barbarino [66].
This equation includes the wall pressure frequency spectrum. For the wall pressure frequency spectrum dif-
ferent definitions exist, which are essentially all improvements of the previous definition. The latest improve-
ment is done by Lee [67], who presents a new empirical model, which has been validated against measure-
ment data. The formulation of this new model of the wall pressure frequency spectrum is given by:

Φpp (ω)Ue

τ2
wδ

∗ = max(a, (0.25βc −0.52)a)(ωδ∗/Ue )2

[4.76(ωδ∗/Ue )0.75 +d∗]e + [8.8R−0.57
T (ωδ∗/Ue )]h∗ , (3.1)

with βc = (θ/τw )(d p/d x), a = 2.82∆2(6.13∆−0.75 +d)e [4.2(Π/∆)+1], ∆= δ/δ∗,Π= 0.8(βc +0.5)0.75,
RT = (δ/Ue )(ν/u2

τ), d = 4.76(1.4/∆)0.75[0.375e −1], e = 3.7+1.5βc and h∗ = min(3,(0.139+3.1043βc )).

Furthermore, the noise spectral density formulation includes a non-dimensional constant (C ), which is
related to the spanwise correlation length. This constant is defined as a calibration constant and often re-
ferred to as Corcos’ constant. In literature Corcos’ constant often varies between 0.2 and 0.9, as also shown
in Table 3.1. An appropriate value of Corcos’ constant is obtained through comparing the Reynolds number
and airfoil shape to the values stated in Table 3.1, which can thus differ per type of AWE system and operation.

# Airfoil/Reference U0 [m/s] Chord Length [cm] C

1 Flat Plate/Corcos [68] 69 any 0.714
2 Flate Plate/Amiet [69] 102 any 0.476
3 NACA0012/Brooks and Hodgson [70] 38.6 61 0.62
4 NACA0012/Brooks and Hodgson [70] 69.5 61 0.58
5 NACA0012/Garcia and Gérard [71] 60 50 0.9
6 Airbus A320/Pérennès and Roger [72] 80 30 0.28
7 Valeo CD/Moreau and Roger [73] 16 13.6 0.83
8 Valeo CD/Moreau and Roger [73] 30 13.6 0.83
9 NACA5510/Rozenberg and Moreau [74] 70 20 0.68

10 NACA0012/Stalnov et al. [75] 20 20 0.71
11 NACA0012/Stalnov et al. [75] 40 20 0.71
12 NACA0012/Stalnov et al. [75] 60 20 0.71

Table 3.1: Comparison of different airfoils for different conditions and their respective Corcos’ constant.
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Figure 3.3: Example of a dipole Amiet directivity plot.

The Amiet directivity plot provides valuable information about the sound radiation pattern of an airfoil.
Understanding how to interpret the plot correctly is crucial for analyzing the directivity characteristics. In
the plot, the center of the polar plot represents the trailing edge of the airfoil, which is also indicated in Fig-
ure 3.3. The direction of the freestream velocity, or the incident airfoil, is indicated by an arrow in that same
plot, which is coming from the left-hand side of the plot. The polar plot represents the sound radiation pat-
tern in different angular directions relative to this reference point. The radial distance from the center of the
plot indicates the sound pressure level in decibels emitted in each direction for a certain distance from the
reference point. It’s important to note that the directivity plot provides information about the relative contri-
butions of different angles to the overall sound radiation, rather than absolute sound levels or frequencies.

3.1.2. BPM MODEL

Brooks, Pope and Marcolini have written a report [37] describing a method of a model for trailing edge noise,
also referred to as the BPM model. The BPM model can not only predict turbulent boundary layer trailing
edge noise, but vortex shedding noise from laminar boundary layer instability and from a blunt trailing edge,
separation-stall noise and tip noise as well. The spectral scalings of these airfoil self-noise mechanisms are
the foundation for the BPM model. Furthermore, by making use of an anechoic wind tunnel, exhaustive ex-
perimental data has been acquired and used to tune the model.

In this subsection, each of the noise sources related to AWE systems and their BPM prediction are dis-
cussed. Combining all noise sources will lead to a full prediction of the trailing edge noise based on the BPM
model.

TURBULENT BOUNDARY LAYER TRAILING EDGE NOISE

The model distinguishes three contributions for the overall model for turbulent boundary layer trailing edge
noise: the suction side boundary layer (SPLs ), the pressure side boundary layer (SPLp ) and the effect of the
angle of attack (SPLα). The spectral power of the three contributions are formulated as:

SPLs = 10log

(
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r 2

)
+ A

(
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)
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(3.5)

with δ∗ being the boundary layer displacement thickness on both sides of the airfoil, St the Strouhal number
based on δ∗ and A,B ,K1,K2 and ∆K1 empirical functions based on the Strouhal number.
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Combining these three contributions then leads to the total spectral power of the TBL-TE noise to be
defined as:

SPLT BL−T E = 10log

(
10

SPLp
10 +10

SPLs
10 +10

SPLα
10

)
. (3.6)

LAMINAR BOUNDARY LAYER VORTEX SHEDDING NOISE

Besides turbulent boundary layers, also laminar boundary layers can be a source of airfoil self-noise. For
laminar boundary layers, the noise is generated by a feedback loop between shed vortices at the trailing edge
and instability waves in the boundary layer. The shedding of these vortices creates fluctuations in the pres-
sure and velocity of the air, which propagate as sound waves, which leads to noise. This noise is typically
distributed on a narrow band of frequencies. The equation given by the BPM model to estimate this noise
spectrum is:

SPLLBL−V S = 10log

(
δp M 5dDh

r 2
e

)
+G1

(
St′

St′peak

)
+G2

[
Rec

(Rec )0

]
+G3(α∗), (3.7)

with G1, G2 and G3 representing empirical functions.

BLUNTNESS TRAILING EDGE VORTEX SHEDDING NOISE

Bluntness trailing edge vortex shedding noise is characterized by the height of the trailing edge, which can,
when large enough in relation to the boundary layer thickness, result in vortex shedding. This noise is typ-
ically of tonal nature and the frequency and amplitude of this noise source depends on the geometry of the
trailing edge. By making use of the average displacement thickness of both sides of the airfoil (δ∗av g ), the
height of the trailing edge (h) and the angle between the suction and pressure sides of the airfoil (Ψ), the
bluntness trailing edge vortex shedding noise is estimated:

SPLBLT−V S = 10log

(
δ∗p M 5.5hDh

r 2
e

)
+G4

(
h

δ∗av g
,Ψ

)
+G5

(
h

δ∗av g
,Ψ,

St′′

St′′peak

)
. (3.8)

Again, this equation makes use of empirical functions given by G4 and G5.

TIP VORTEX FORMATION NOISE

Tip vortex formation noise is a phenomenon that occurs when air flows over a sharp edge, such as the tip of a
wing. As the air flows over the sharp edge, it creates a swirling vortex of fluid at the tip, which is known as the
tip vortex. The formation of these vortices can create significant noise, particularly at higher velocities. Tip
vortex formation noise is predicted as follows:

SPLT I P = 10log

(
M 2M 3

maxl 2Dh

r 2
e

)
−30.5(log(St′′)+0.3)2 +126. (3.9)

In this case, the Strouhal number is found by making use of the spanwise extent at the trailing edge of the
viscous core of the tip vortex, which is given by l in Figure 3.4.

Figure 3.4: Formation of tip vortex. Obtain from Brooks et al. [37]
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3.1.3. BOUNDARY LAYER PARAMETERS
As described in the previous subsections, airfoil self-noise caused by the trailing edge of the airfoil can be pre-
dicted by making use of boundary layer parameters as an input. These parameters can be obtained through
XFOIL [76] or a CFD simulation, but also by making use of the flat-plate boundary layer theory is an option.
Appendix B discusses these parameters and gives a formulation of these parameters for both laminar and
turbulent flow, as given by the flat-plate boundary layer theory.

The flat-plate boundary layer theory provides a well-established framework for estimating the boundary
layer parameters. However, it is important to note that the theory is limited to flow over a flat surface, and
thus may not accurately describe the behavior of flow over complex geometries such as airfoils with varying
thickness and camber. Nonetheless, the flat-plate boundary layer theory remains a useful tool in predicting
the behavior of the boundary layer in a variety of scenarios, including those found in airborne wind energy
applications. The ease of use and computational efficiency make these formulations a valuable tool to an-
alyze the effects of different boundary layer parameters and could provide rough, but reasonable estimates.
[77]

3.1.4. VALIDATION

AMIET MODEL

In order to validate the Amiet model used in this report, the paper of Teruna et al. [78] is used. This paper
discusses the far-field noise spectra and far-field noise directivity patterns for a NACA0018 airfoil with a solid
trailing edge and a porous trailing edge. For this report, the focus is solely on the results of the airfoil with the
solid trailing edge. The paper analyzes two freestream velocities, 20 m/s and 40 m/s, which are installed at an
AoA of 0° and 7.8°, where the case of 40 m/s is only analyzed at an AoA of 7.8°. On both sides of the airfoil, the
boundary layer is forced to transition by spanwise zigzag strips that were installed at 20% of the chord length
from the leading edge. For each of these cases, the boundary layer parameters are obtained through XFOIL
[76] and given in Table C.1. Moreover, the NACA0018 airfoil has a chord length of 20 cm and a span of 8 cm.

The boundary layer parameters as presented in Table C.1 are used in the analytical noise model. The
obtained values are then compared to the results from the paper of Teruna et al. [78] that contains only the
trailing edge noise of the airfoil observed from location x/c = −0.68, y/c = 4.95. Looking at the sound pres-
sure level spectra that are obtained from the analytical model and presented in Figure C.1, it can be seen that
the analytical model and the results of the paper generally align relatively well. For the first case, shown in
Figure C.1a, the difference between the model and the paper is around 3 dB with a maximum of 6 dB. The
second case, shown in Figure C.1b, shows a difference around 2 dB with a maximum of 6 dB. And the third
case, shown in Figure C.1c, has a difference of approximately 3 dB with a maximum of 5 dB. Moreover, it can
be found that the model differs more from the paper data at lower Strouhal numbers than at higher Strouhal
numbers.

Besides validating the Amiet model for a single observer point, the model is also compared against the
data obtained from the paper for the full directivity, which is shown in Figure C.2. Again, the same three cases
are used as given in Table C.1. The directivity plots are shown for three ranges of Strouhal numbers, St=[4,8],
St=[8,16] and St=[16,32]. The directions for which the model and paper differ most is from 300° to 360°, while
the directivity ranging from 0° to 300° shows minimal differences. It can thus be stated, that the model pre-
dicts the directivity with relatively minor error.

BPM MODEL

The validation of the BPM model is divided into its four different contributors: turbulent boundary layer trail-
ing edge noise, laminar boundary layer vortex shedding noise, bluntness trailing edge vortex shedding noise
and tip vortex formation noise. In order to validate these parts, the model is compared to the data obtained
from the original report of Brooks, Pope and Marcolini [37]. The obtained data applies to a NACA0012 air-
foil with a span of 45.72 cm, which is equal throughout this whole section. Other parameters, however, are
varying and are therefore mentioned in the corresponding part. The report [37] also includes equations on
how to obtain the boundary layer parameters for the different conditions, such as the tripped and untripped
boundary layer. These formulations will be used for the validation of the components of the model.
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The retarded source to observer distance is equal to 1.22 m with the retarded source to observer angle
measured from downstream being 90 degrees, as well as the lateral directivity angle.

Turbulent Boundary Layer Trailing Edge Noise
From Figure C.3e and Figure C.3f it can be seen that the model slightly underestimates the spectrum at the
lower frequencies and slightly overestimates the spectrum at the higher frequencies for the cases with large
angles of attack. Nonetheless, besides these slight deviations, the model shows great agreement with the ex-
perimental data.

Besides the comparison of the model to the results produced in the BPM report, the model is checked for
its response to an increase of the distance from the source to the observer. This is done by using different
distances as an input for the conditions where the NACA0012 airfoil is exposed to a velocity of 31.7 m/s at an
angle of attack of 0 degrees. The input distances increase from 1.22 m to 200 m. The results can be observed
in Figure C.4, which shows that the model behaves as expected for increasing distances.

Laminar Boundary Layer Vortex Shedding Noise
The comparison between the data from the BPM report [37] and the prediction model can be found in Fig-
ure C.5. From Figure C.5a, Figure C.5b, Figure C.5c and Figure C.5d, it can be seen that the prediction model
slightly overestimates the values at the left-hand side of the peak. However, for all cases, lower and higher
angles of attack, applies that the peaks are accurately estimated.

Bluntness Trailing Edge Vortex Shedding Noise
Now, looking at the results of the comparison between the model and the experimental values in Figure C.6, it
can be seen that the model shows some overestimation for the lower frequency range for the smallest trailing
edge height, but besides that closely matches the experimental values.

Tip Vortex Formation Noise
The comparison in Figure C.7 shows consistency with the prediction made in the report. In the report [37],
a comparison is made between the prediction that includes the tip noise and the noise data obtained in
another report written by Brooks and Marcolini [79]. This comparison shows that the prediction creates a
slight overprediction at higher frequencies, for the particular case that is used in this example. Nonetheless,
the comparison shows consistency and compatibility with the data.

3.1.5. SENSITIVITY ANALYSIS
In order to investigate the sensitivity of the analytical models to boundary layer inputs, a sensitivity analysis
was performed. The analysis aimed to identify the influence of different boundary parameters on the perfor-
mance of the models. The focus is on the impact of the boundary layer thickness for the suction and pressure
side and mean wind speed on the sound pressure level and directivity for both turbulent and laminar cases.
The results of this sensitivity analysis will provide insight into the relative importance of these parameters.

The results of this sensitivity analysis are presented in section D.3. When examining the cases for the
laminar boundary layer, it becomes apparent that the laminar boundary layer vortex shedding produces a
peak in the total SPL output. This peak shifts to higher frequencies as the freestream velocity increases. Addi-
tionally, as the velocity increases, it can be observed that the turbulent boundary layer noise becomes more
dominant. Simultaneously, the tip noise and blunt trailing edge vortex shedding have increased SPL values
for an increase in velocity, although the turbulent trailing edge noise remains to be the main source for the
broadband noise. For the turbulent cases, one of the key findings is that the tonal laminar vortex shedding
contribution remains at much lower frequencies as compared to the laminar cases. Finally, comparing the
results for the turbulent boundary layer cases with one side of the airfoil having an increased boundary layer
thickness, it can be seen that increasing the boundary layer thickness on the pressure side results in a "flatten-
ing" of the tonal contribution of the laminar boundary layer vortex shedding. Another relevant observation,
is that the contribution of the turbulent boundary layer in the model is especially sensitive to changes in ve-
locity rather than boundary layer thickness.

The results of the Amiet model sensitivity analysis are shown in section D.2. For the first part of this anal-
ysis, the influence of the Reynolds number is looked at. It can be seen that for all frequencies an increase in
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Reynolds number results in an increase in the overall sound pressure level (OSPL) values as well, while the
shape of the directivity remains equal. The difference between the cases increases for higher frequencies,
where the frequency peak for the lowest Reynolds number appears to be at much lower frequencies than
for the higher Reynolds numbers. For the varying angles of attack, the results show the opposite occurring,
namely larger angles of attack have a lower frequency peak than the lower angles of attack. Again, the direc-
tivity plots for the different frequency ranges remain broadly the same with the difference being in the value
of the OSPL. Finally, the tripped boundary layer shows clear increased OSPL values for all frequency ranges,
except for the highest frequency range (2500 Hz - 5000 Hz), where both cases show nearly equal values. All
cases show dipole directivity patterns that are near perfect dipoles for the lower frequencies and show some
more deviations towards the higher frequency ranges.

3.1.6. TETHER VORTEX SHEDDING PREDICTION MODEL
Obtaining the Strouhal number of the vortex shedding of a tether has already been described in Subsec-
tion 2.3.3 by the equation St = 0.198(1− 19.7

Red
). However, this does not include an estimation of the sound

pressure level generated by this vortex shedding. Obtaining an estimation of this value can be done by mak-
ing use of the equation for the mean-square pressure due to vortex shedding by Fujita [80]:

p2(r ) =
ρ2

0U 6∞St2C 2
L,rmsLlc

16c2
0 r 2

, (3.10)

with L the span length of the cylinder, in this case the tether, lc the spanwise correlation length, CL,rms the
root mean square (rms) of the lift coefficient and r the distance from the source to the observer.

In order to obtain the values for the rms lift coefficient and the spanwise correlation length, the sugges-
tions of the empirical functions for the Reynolds number dependence of the report on fluctuating lift on a
circular cylinder by Norberg [81]. This report provides the values for different Reynolds number ranges of
which the total range is from Re = 47 to Re = 3.0×105.

It should be noted the the Fujita equation assumes that the cylinder is rigid, and that the sound generated
by the vortex shedding is not affected by any reflective surfaces in the environment. Additionally, by making
use of this equation, it is assumed that the flow velocity is constant along the length of the tether, which is
likely to not be the case, as the tether moves faster closer to the kite than at the winch.

After obtaining the peak sound pressure level from the vortex shedding by making use of the Fujita equa-
tion, an estimate of the rest of the spectrum is needed. For this, a Gaussian distribution is used. This distri-
bution is described by its mean, which determines the location of the peak, and its standard deviation, which
determines the width of the distribution. In this study, the standard deviation of the Gaussian distribution
was empirically determined by fitting the distribution to the measured noise data from the report of Iglesias
et al. [82], which describes an experimental study of the aerodynamic noise radiated by cylinders in different
conditions. The formulation then looks as follows:

Lp ( f ) = A · exp

(−( f − fv s )2

2 ·σ2

)
+B , (3.11)

where A is the amplitude of the vortex shedding peak, fv s the peak frequency of the vortex shedding, σ the
standard deviation and B an additional constant that can be used to adjust the graph to the proper peak
shape.

The validation of the estimation, which is fitted by making use of the experimental data of Iglesias et al.
[82], can be found in Figure 3.5. The validation is carried out for two cases, for which one has a freestream
velocity of 31.5 m/s and the other 50 m/s.

It’s important to note that the estimation of the vortex shedding noise using the Fujita equation and the
Gaussian distribution only provides an estimation of the peak of the vortex shedding. However, the actual
noise spectrum measured in the experimental data may include additional sources of noise, such as back-
ground noise or other turbulence-induced noise. Therefore, while the peak sound pressure level as pre-
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sented by the estimation may match well with the peak observed in the experimental data, as also shown
in Figure 3.5, the overall noise spectrum may not match as closely or at all.
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Figure 3.5: Validation of the estimation of the vortex shedding versus the experimental data obtained by Latorre Iglesias et al. [82].

3.2. EXPERIMENTAL METHODS
The experimental methods used to investigate the acoustic properties of the airborne wind energy system
involve measurements in the field and processing and analyzing the obtained audio recordings. Due to the
nature of the systems being studied, all measurements were conducted in the field. This section is divided
into two parts: the test setup and the acoustic measurement system. The test setup describes the locations of
the measurements and the distances between the microphone and the systems. The acoustic measurement
system details the equipment used to collect the data, as well as the signal processing techniques.

3.2.1. TEST SETUP
The test setup consisted of two outdoor locations at which the airborne wind energy systems were operat-
ing to perform test flights. One of the locations being an airport (Kitemill) and the other being farmland in
(Kitepower). The soil at the airport at the flight zone of the kite consists of organic soil in combination with
water, plants, grasses and sediments, such as clay and some soil containing solely grass. The farmland, on the
other hand, consists of a loam soil with grass. Although not directly included in the analysis, it is important to
keep in mind that the propagation of sound waves does have a potential impact on the perceived sound. To
measure the sound generated by the kite, a microphone was placed at a distance of approximately 600 to 700
meters downwind from the winch. This resulted in a radius of 300 to 600 meters from the kite’s location in
operation. The test setup is illustrated in Figure 3.6, showing the downwind location of the microphone and
the simplified visualization of the airborne wind energy system. Details about the microphone that is used
for this test setup are discussed in Subsection 3.2.2.

The location of the microphone was obtained via a GPS device to mark both the location of the micro-
phone as the location of the winch. Additionally, the microphone was placed on a tripod, having the micro-
phone at a height of about 1 meter above the ground.

The kite was flying several loops during the test flight, and the microphone was positioned towards the
kite to capture sound data during the flight. The test was conducted during a single day, due to limits in the
equipment and wind conditions. This limits the test to a single range of wind conditions and flight scenarios
at each test site.

As one test was performed with Kitemill and one with Kitepower, two types of kites are used for these test:
a fixed-wing kite (Kitemill KM1) and a soft, leading edge inflatable kite (Kitepower V9.60). Additionally, the
flight pattern of both systems are different, as Kitemill flies a circular pattern and Kitepower flies figures of
eight. Both systems, however, do work with a fixed ground station.
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Figure 3.6: Test setup of the acoustic measurements of an airborne wind energy system.

KITEMILL

The test site of Kitemill is located at Lista, Norway. The audio recording is obtained during the flight test on
March 27 2023. On March 27 2023, the wind was coming from the North West (↘), 308º to be more specific,
which means the flight direction was South East. The microphone was placed downwind at a distance of 679
meters away from the winch of the kite. The flight zone of the kite, the winch and the location of the micro-
phone are shown in Figure 3.7.

Figure 3.7: Overview of the measurement setup at Kitemill with the flight zone indicated in the yellow area. The GPS location of the
winch was 58.099656°, 6.641725°.

The total flight time for this test was 11 minutes and 45 seconds, during which the kite completed 41
loops. The flight, as well as the recording, can be divided into three phases: takeoff, production and return.
Although it should be noted that the last phase was not completed properly and shall therefore be referred to
as return rather than landing.
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(a) Takeoff of the KM1 kite. (b) Positioning of the microphone.

Figure 3.8: Photos captured during the flight test of Kitemill.

The wind speed is obtained from a weather station located at Lista Fyr and was measured to be 9.1 m/s
at the time of the flight. During the production phase of the flight, which starts 2 minutes and 24 seconds
after the takeoff, the airspeed varied between around 30 m/s to 45 m/s. While flying its loops, the kite flew at
heights between 130 m and 230 m. The tether, to which the kite was attached during the flight, had a decreas-
ing length during the flight. The tether length started around 335 m for the start of the production phase and
goes down to around 315 m. More detailed information on this data can be retrieved from Figure 3.9.
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Figure 3.9: Data of the test flight of Kitemill on March 27, 2023.

KITEPOWER

The audio recording for this study for the system of Kitepower was obtained at the test site located in Dirk-
sland, The Netherlands on May 12 2023. On this day, the wind direction was North East (↙), resulting in the
flight direction of the kite being South West. The microphone was placed downwind at a distance of 650 me-
ters from the winch of the system. The flight zone of the kite, the winch and the location of the microphone
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are shown Figure 3.10.

Figure 3.10: Overview of the measurement setup at Kitepower with the flight zone indicated in the yellow area. The GPS location of the
winch was 51.76862°, 4.1189°.

An important note is that during the flight test, the propeller of the KCU was tied down, such that it was
unable to move during the flight. This prevented the propeller from making excessive noise from (free)spinning.
For the actual operating conditions of the propeller, Kitepower is able to set the propeller to be spinning at a
chosen rpm. Additionally, two cameras were attached to the kite to record the kite from up close during the
flight. One camera was facing the trailing edge of the kite, while the other showed the kite from the position
of the KCU.

Figure 3.11: Photo captured during the flight test of Kitepower. The microphone is in the bottom left and the kite is at the upper right of
the photo.

The total flight time for this test was 17 minutes and 44 seconds. During this period the kite flew a total
of 17 full figure-eight patterns. For the analysis, only the production phase, meaning the traction phase is
looked at. At the moment of flight, the wind was rather gusty, but the mean wind, as recorded by the weather
station of Rotterdam The Hague Airport, was about 6 m/s at the moment of the flight. The measured wind
velocity by Kitepower during the flight was between 4 m/s and 10 m/s.
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Figure 3.12: Data of the test flight of Kitepower on May 12, 2023.

While flying the figure-of-eight pattern, the altitude of the kite varied between 100 m and 250 m with an
airspeed between 20 m/s and 40 m/s. The kite velocity, kite altitude and the radius between the kite and mi-
crophone during the test flight on May 12 2023 are given in Figure 3.12.

3.2.2. ACOUSTIC MEASUREMENT SYSTEM

The acoustic measurement system is a key component of this study, as it provides the means to measure and
analyze the acoustic signals generated by the airborne wind energy system. This section describes the instru-
mentation and techniques used to measure and analyze the acoustic signals in this study.

The sound pressure level (SPL), denoted by Lp , is a commonly used measure of acoustic noise that pro-
vides information on the acoustic wave strength at a particular location in space [83]. SPL measurements are
often used to asses the impact of noise, as also done for wind turbines [84], and are useful for comparing the
noise levels of different airborne wind energy systems. Moreover, the SPL correlates well with human percep-
tion of loudness, as the reference sound pressure is set to the threshold of human hearing, which is equal to
pr e f = 2 ·10−5 Pa [83].

To measure the SPL of an airborne wind energy system, a microphone is used to record the sound pressure
at a certain location in the acoustic environment. The measurement is taken at a fixed point. It is important
to take into account that SPL measurements can be affected by various factors, such as the wind speed, atmo-
spheric conditions, and the location of the microphone [85]. Although this study did not incorporate explicit
corrections for these factors, it is important to recognize their potential impact on the accuracy and reliability
of the obtained SPL data. Therefore, the findings should be interpreted with caution and the limitations of
the measurement setup should be taken into account.

Besides the acoustic wave strength, it is of interest to take a closer look into the frequency context of those
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waves. The frequency analysis provides a way to decompose the sound wave into its constituent frequency
components and is used to identify specific features of the sound signal. By making use of the Fourier trans-
form, the different frequency components present in a sound wave can be analyzed [86].

INSTRUMENTATION

The audio is recorded by making use of a single microphone, the Brüel&Kjær 4189 microphone connected to
a sound calibrator and a microphone preamplifier, which is connected to the Brüel&Kjær 2250 sound level
meter, with a windscreen placed over the microphone of type UA-1650 from Brüel&Kjær as well. As specified
by Brüel&Kjær [87], the microphone is designed for free-field measurements with high sensitivity over a fre-
quency range of 6.3 Hz to 20 kHz. When making use of the windscreen, the sound level meter has the ability
to apply a correction. The specific values of this correction are given in the instruction manual of the sound
level meter [87]. The setup of the measurement device is shown in Figure 3.13.

The sound level meter is a single-channel, single-range sound level meter, which means that it only makes
use of a single microphone to measure sound pressure levels and is designed to measure within a single range
of sound pressure levels (14 dB to 143 dB). Therefore, the sound level meter can only measure the sound
pressure levels at a single point in space, and cannot provide information about the directionality or spatial
distribution of the acoustic sources.

Data Parameters
The sampling rate and data parameters are important considerations in the acoustic measurement system.
The sampling rate refers to the rate at which the sound pressure levels are measured and recorded by the
system. This rate determines the frequency range that can be captured by the measurement system. In
general, higher sampling rates can capture a wider range of frequencies and provide more accurate mea-
surements of sound power levels. However, higher sampling rates do require more memory and processing
power, which results in larger data files that can be more difficult to manage and analyze. The sampling rate
of the Brüel&Kjær 2250 is equal to fs = 48 kHz.

Figure 3.13: Measurement device setup. Obtained from Brüel&Kjær [87].
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In addition to the sampling rate, other data parameters, such as the bit depth and file format can impact
the accuracy and usability of the acoustic measurements. The bit depth refers to the number of bits used to
represent each sample of the sound pressure signal. The bit depth can impact the dynamic range and reso-
lution of the measurements. The Brüel&Kjær 2250 measures sound pressure levels using an analog-to-digital
converter (ADC), which converts the analog sound signal into a digital signal that can be analyzed and pro-
cessed by the device. The Brüel&Kjær 2250 makes use of a 16-bit ADC, which provides a high level of accuracy
and resolution for sound level measurements.

The recorded data is stored as a WAV file. WAV files store uncompressed audio and therefore retain all
of the original audio data, which ensures high audio quality and fidelity. Note, prior to the analysis, it is
necessary, for this particular measurement device, to amplify the data by a factor of 416.8984.

BACKGROUND NOISE

Background noise can have a significant impact on the accuracy and reliability of the measured results and
refers to any unwanted sound that is present in the measurement environment. It can introduce additional
sound energy that interferes with the desired signal, leading to possible measurement errors. Background
noise can come from a variety of sources, such as ambient noise in the surrounding area, electrical or me-
chanical equipment, or wind and weather conditions.

In order to limit the background noise of the ground components of the airborne wind energy system, the
measurement device is placed at a large distance from these components. Additionally, due to the remote
locations of the test sites, the ambient noise is limited. However, a primary factor in the background noise for
the flight tests is the wind. To limit the influence of the wind, a windscreen is placed over the microphone, as
also mentioned in Subsection 3.2.2.

Although the use of a windcap or windscreen on the measurement device (sound pressure level meter)
helps to reduce wind noise, it is no guarantee that wind noise will be completely eliminated. Wind noise is
caused by the turbulence of air flow around the microphone, which can create variations in pressure and re-
sult in unwanted noise. A windscreen helps to reduce this noise by diffusing the incoming wind and prevent-
ing it from directly hitting the microphone. This is especially effective for low to moderate wind conditions.
However, in very high wind conditions the windscreen may not completely eliminate wind noise. In this
study, although the windcap provided some noise reduction, the challenging wind conditions encountered
exceeded its capacity to completely eliminate wind noise. The influence of the wind on the measured results
should therefore be taken into account when analyzing the data and interpreting the findings.

Background noise can be accounted for in different ways, such as spectral subtraction or by applying a
filter. The post-processing of background noise will discussed further in the next part of this subsection.

SIGNAL PROCESSING TECHNIQUES

The WAV files are read in Python by making use of the SoundFile library, which returns an array with the data
that was stored in the WAV files, as well as the sample rate of the audio. After obtaining the data array, it can
be used for the application of signal processing techniques.

Background Noise
When post-processing the audio recordings of the flight tests, one must also take into account background
noise, wind noise in particular for these flight tests. Removing background noise from the audio files can
be one of the steps in the audio signal processing. One common approach to removing background noise
is spectral subtraction, which works by subtracting the noise spectrum from the signal spectrum [88]. The
resulting spectrum contains only the signal components, with the noise components removed. In order to
be able to apply spectral subtraction, one must obtain the background noise profile. This can be done by
recording an audio file that only contains the background noise.

For the spectral subtraction, both the signal and background noise have to be transformed to the fre-
quency domain by making use of the Fourier transform. The noise spectrum is then estimated by taking the
median of the power magnitude of the signal across all time frames. The median filter is then used to smooth
the noise spectrum and reduce the effect of spectral outliers. The actual spectral subtraction is carried out by
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subtracting the estimated noise spectrum from the magnitude of the signal spectrum and makes use of the
obtained spectral subtraction factor [88]. This spectral subtraction factor can be adjusted if needed to either
remove more or less noise.

While spectral subtraction can be effective in removing some types of noise, it may not be effective in all
cases. Some sources of noise are not stationary and may change over time. In such cases, applying a filter
may be a more effective approach. For example, a high-pass filter (HPF) can be used to remove low-frequency
noise, while a band-pass filter can be used to remove noise within a specific frequency band. The choice of
the filter type and parameters depends on the characteristics of the noise and the desired signal. [89]

A HPF is a filter that allows high-frequency signals to pass through, while attenuating or blocking low-
frequency signals and is also referred to as a low-cut filter, as it cuts or attenuates frequencies below a certain
cutoff frequency. In order to apply a high pass filter, one can make use of the Butterworth filter. This filter is
designed to use a set of normalized coefficients that define the filter response, which are the desired filter or-
der and the cutoff frequency. The cutoff frequency is thus required to be normalized to the Nyquist frequency,
as this makes the filter parameter independent of the sampling rate of the audio signal, making it easier to
apply the filter to audio data sampled at different rates. The Nyquist frequency is defined as half of the sam-
pling rate of the audio signal, fN = fs /2. The Nyquist frequency is based on the Nyquist-Shannon sampling
theorem, which states that in order to accurately represent a continuous signal using discrete samples, the
sampling rate must be at least twice the highest frequency contained in the signal. [90]
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Figure 3.14: Signal processing of the audio recorded of the background noise of the flight test of Kitemill on March 27, 2023.
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Figure 3.15: Signal processing of the audio recorded of the background noise of the flight test of Kitepower on May 12, 2023.
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Figure 3.14 shows the spectrogram and sound pressure levels for the background noise during the flight
test of Kitemill on March 27, 2023. It can be seen that the sound pressure levels are the highest for the lowest
frequencies, but also appear at the higher frequencies, for which it slowly lowers the sound pressure level.
Figure 3.16 presents the audio of a random moment during the production phase of the flight test of Kitemill.
Also for these plots, it can be seen that the background noise has a significant effect on especially the lower
frequencies. A similar pattern can be found for the background noise during the flight test of Kitepower on
May 12, 2023, although the higher frequency noise is a bit less compared to Kitemill.

(a) Spectrogram (b) Sound pressure level at t=3 seconds

Figure 3.16: Example audio of the recording of the flight test of Kitemill on March 27, 2023.

In order to observe the effect of the different methods to remove the background noise, Figure 3.17 and
Figure 3.18 have been created. Although, removing the background noise by either spectral subtraction, ap-
plying a high-pass filter or a combination of both, clearly highlights the peak frequency of the system, it does
remove more than desired from the spectrum, as can be seen in Figure 3.18. For this reason, the signal pro-
cessing for the analysis in Chapter 4 does not have the background noise removed from the audio recordings.

(a) High-pass filter (b) Spectral subtraction (c) Spectral subtraction plus a high-pass filter

Figure 3.17: Spectrograms for different methods of background noise removal.

(a) High-pass filter (b) Spectral subtraction (c) Spectral subtraction plus a high-pass filter

Figure 3.18: Sound pressure levels for different methods of background noise removal.
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Windowing
The analysis is based on a finite set of data, while the actual Fourier transform assumes a finite data set where
the endpoints are interpreted as though they were connected. The finiteness of the data set may result in a
truncated waveform with different characteristics that could result in sharp transition changes in the mea-
sured signals, which equals discontinuities. To minimize this effect, a technique is used called windowing.
Windowing consists of multiplying the recorded data set by a finite-length window with an amplitude that
varies smoothly and gradually towards zero at the edges. This ensures that the endpoints of the waveform
meet, which therefore results in a continuous waveform without the sharp transitions. [91]

Windowing is a common signal processing technique used in acoustic measurements to thus reduce the
effect of spectral leakage and improve the accuracy of the frequency analysis. Spectral leakage is the phe-
nomenon that occurs when a signal is analyzed using Fourier analysis with a finite duration window, result-
ing in spectral "smearing" and a reduced frequency resolution. In other words, spectral leakage occurs due
to the spectrum of a signal leaking into adjacent frequency bins due to the truncation of the signal in the time
domain during the Fourier transform of a non-periodic signal. Spectral leakage can cause errors in frequency
analysis and is therefore desired to be kept to a minimum. [91]

Figure 3.19: Application of a rectangular window versus a Hanning window. Obtained from Johnson [92].

As mentioned before, windowing involves multiplying the measured data by a window function, which
reduces the amplitude of the signal at the edges of the window and improves the frequency resolution of the
Fourier analysis. However, there are many different types of window functions that can be used, each with
their own characteristics and advantages. Common window functions are the Hanning window, the Ham-
ming window, and the Blackman-Harris window, among others. The Hanning window is a common used
window for acoustic measurements, as it provides a good balance between frequency resolution and spec-
tral leakage. The Hamming window has a slightly sharper roll-off than the Hanning window and is usually
preferred when the signal contains sharp features, such as sudden transitions or impulse-like events. [91]
However, the Hamming window does have more spectral leakage than the Blackman-Harris window. The
Blackman-Harris window on the other hand has a more complex shape than the Hanning window and pro-
vides better frequency resolution and lower levels of spectral leakage. However, this also comes with a higher
required processing power and can introduce additional noise into the measurement [93]. A visualization
of the effect of the Hanning window versus a rectangular window is shown in Figure 3.19. The rectangular
window is not yet mentioned, as although it is easy to apply, it does induce spectral leakage, which affects the
accuracy of the frequency analysis.
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As mentioned, the Hanning window provides a good balance between frequency resolution and spectral
leakage, without the need of high processing power, as would be the case for the Blackman-Harris window.
Therefore, the Hanning window is applied for the signal processing of the obtained audio recording of the
airborne wind energy system.

Frequency-domain Analysis
The frequency-domain analysis involves transforming the time-domain signal into the frequency domain us-
ing the Fourier transform. For this analysis the Short Time Fourier Transform (STFT) is applied. The STFT is
a sequence of Fourier transforms of a windowed signal. This makes the STFT capable of providing frequency
information that is localized in time, meaning the analysis of the signal’s frequency content is performed
over short intervals of time rather than over the entire duration of the signal, which is useful in cases where
the frequency components of a signal vary over time. In contrast, the standard Fourier transform provides
the frequency information averaged over the entire signal time interval. As the STFT has smaller time frames,
consequently, the frequency spectrum moves smoother over time than for example for the Fast Fourier Trans-
form (FFT), and is therefore more accurate.

An important parameter to take into account when performing the frequency-domain analysis is the bin
size. The bin size determines the frequency resolution of the spectrum and is directly related to the sampling
rate and the length of the recorded data. A smaller bin size results in a higher frequency resolution, but also
requires a longer data record to obtain a reliable estimate of the spectrum. Conversely, a larger bin size results
in a lower frequency resolution, but requires a shorter data record and can be more computationally efficient.
Moreover, the bin size also influences the magnitude of the SPL, as the bin size affects the frequency resolu-
tion of the Fourier transform, which in turn affects the accuracy of the SPL measurement. Although a smaller
bin size provides a better frequency resolution, it may cause less accurate SPL results [93]. The bin size is thus
a trade-off between frequency resolution, computational time and data accuracy.

The bin size is determined by making use of the following equation:

N = 2M . (3.12)

As it is a power of two, the efficiency of the Fourier algorithm is optimized [94].

Like mentioned before, selecting the appropriate bin size requires a balance between frequency resolu-
tion, computational time and data accuracy. In order to investigate the effect of the bin size on computational
time, Fourier transforms have been performed on a audio recording of 20 seconds using bin sizes raging from
256 to 2048. The results of this investigation are shown in Table 3.2. This suggest that for this case, the choice
of bin size may have little impact on the computational time required for the Fourier transform.

Bin size 256 512 1024 2048
Computational time, s 2.843 2.770 2.711 2.604

Table 3.2: Comparison of the bin size versus the computational time. The hardware makes use of an Intel Core i7-9750H processor.

To further evaluate the effect of the bin size on the frequency resolution and the SPL calculation, spectro-
grams (Figure 3.20) and SPL plots (Figure 3.21) have been obtained for the same 20 second audio recording
as mentioned before. The SPL values are obtained at a specific time point for each bin size, which is equal to
3 seconds in the spectrograms.

The spectrograms clearly demonstrate the trade-off between frequency resolution and spectral details.
Using a larger bin size (e.g., 2048 (Figure 3.20d)) improves frequency resolution and produces smoother spec-
trograms with less frequency leakage. However, for the SPL values, a larger bin size averages the values over a
wider frequency range, potentially obscuring important spectral details. Conversely, a smaller bin size (e.g.,
256 (Figure 3.21a)) increases the sensitivity of the SPL calculation to small variations in the spectrum.

After careful consideration of these trade-offs, a bin size of 1024 is selected as a reasonable compromise.
This choice strikes a balance between capturing essential spectral details and avoiding excessive sensitivity
to minor variations in the spectrum.
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(a) Bin size = 256 (b) Bin size = 512 (c) Bin size = 1024 (d) Bin size = 2048

Figure 3.20: Spectrograms of the audio recording obtained at the Kitemill flight test in March 2023 for different bin sizes.

(a) Bin size = 256 (b) Bin size = 512 (c) Bin size = 1024 (d) Bin size = 2048

Figure 3.21: SPL plots of the audio recording obtained at the Kitemill flight test in March 2023 for different bin sizes.

Sound Pressure Level
One of the things that can be obtained from the frequency domain analysis is the sound pressure level (SPL).
Once the signal has been converted to the frequency domain, the power spectral density (PSD) can be calcu-
lated. The PSD is found by squaring the absolute value of the Fourier transform output. The PSD is then used
to obtain the SPL, as shown in the following equation:

SPL = 10 · log

(
PSD ·d f

p2
r e f

)
, (3.13)

with again the reference pressure being the threshold of human hearing, thus pr e f = 2 ·10−5 Pa.

The SPL can be analyzed and presented in different frequency bands, such as 1/1 octave and 1/3 octave
bands. 1/1 octave and 1/3 octave refer to the division of the frequency spectrum into different frequency
bands. In 1/3 octave analysis, the frequency range is divided into logarithmic spaced band where each band
has a approximately a width of one-third of an octave. A 1/3 octave representation can result in a cleaner plot
than the original measured data.

Even more, the sound pressure level can be scaled to examine the relationship between the sound pres-
sure level and other variables, such as distance and kite velocity. By scaling the sound pressure level, the
research aims to normalize the noise. In order to scale the sound pressure level with respect to distance, the
inverse square law principle is used, which states that sound intensity decreases proportionally to the square
of the distance from the source [95]. By applying this principle, the measured sound pressure level is scaled
to account for the varying distances between the microphone and the kite during the data collection.

SPL(rr e f = 1m) = SPL(rm)−20 · log10

(
rr e f

rm

)
. (3.14)

Similarly, to account for the influence of the kite velocity on noise emissions, a scaling factor can be ap-
plied. A common scaling approach for airfoil trailing edge noise is given in Equation 3.15 [96]. The exper-
iments of Brooks et al. [37] showed that for trailing edge noise the exponent n is in the range of 4.5 to 5.
However, the exact value of the exponent for this research has yet to be determined based on the results of
the measurements.

SPL(Ur e f = 1m/s) = SPL(Um)−10 · log

(
Um

Ur e f

)n

. (3.15)
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Spectrogram
The spectrogram is a visual representation of how the spectral content of a signal changes over time. It is
obtained by dividing the signal into small segments and taking the frequency content for each segment. The
results are then stacked to create a two-dimensional image in which the x-axis represents time, the y-axis
represents frequency, with the intensity of the color indicating the magnitude of the SPL at that time and fre-
quency.

Time-domain Analysis
One of the fundamental measurements in the time-domain is the measurement of the overall sound pressure
level (OSPL) over time. The OSPL quantifies the total sound energy present in a given sound field. This can be
used to characterize the noise level of a particular environment or source. The OSPL is calculated by taking
the root-mean-square (RMS) of the sound pressure values over a certain time interval and frequency range,
which is also referred to as the effective pressure (pe f f ). The OSPL is thus given as follows:

OSPL = 10 · log

( p2
e f f

p2
r e f

)
, (3.16)

the reference pressure has a value of pr e f = 2 ·10−5 Pa, as also in the previous instances.

The OSPL is an unweighted representation of the total sound pressure level, which is also referred to as the
Z-weighting. Another representation is the A-weighted overall sound pressure level. The A-weighted overall
sound pressure level, also referred to as OASPL or L A , represents the human ear’s response to sound pressure
levels. The A-weighting curve, shown in Figure 3.22, is based on a set of weightings filters that mimic the
response of the human ear to sound at different frequencies. The curve attenuates low and high frequencies,
while giving more weight to frequencies in the range of human speech and other important sounds. [97]

Figure 3.22: SPL frequency weightings. Obtained from Martyr and Rogers [97].

The A-weighting filter is, according to the International Electrotechnical Commision (IEC) 61672-1:2013
[98], represented by the following equation:

∆L A =−145.528+98.262log( f )−19.509
(

log( f )
)2 +0.975

(
log( f )

)3, (3.17)

with f being the frequency. This value has to be added to the sound pressure level found at the respective
frequency. The OASPL is then obtained by making use of the following equation:

O ASPL = 10 · log

(∑
i

10
Lp (i )+∆L A (i )

10

)
, (3.18)

which gives the overall A-weighted sound pressure level in dBA.
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RESULTS

4.1. EXPERIMENTAL RESULTS AND ANALYSIS
This section presents the results of the noise measurement campaigns conducted to assess the aeroacoustic
characteristics of the airborne wind energy systems developed by Kitemill and Kitepower. The data collected
from these experiments will be analyzed in this section, which results in the identification of some key find-
ings related to the noise emission of the systems.

4.1.1. KITEMILL

The results are divided into two phases: the takeoff phase and the production phase. The takeoff phase
takes about 2.5 minutes and the production phases lasts for about 6 minutes. For the takeoff phase, the
period near the end of the phase is selected, after which it transitions to the production phase. Also, for the
production phase, a single period is selected to be presented, as the characteristics, and therefore the results,
are repetitive throughout the production phase.
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Figure 4.1: Flight path of the KM1 kite for two periods during the flight test of Kitemill on March 27, 2023.

Takeoff
The results presented for the takeoff phase are taken for the period 120-140 seconds. The flight path for this
period is shown in Figure 4.1a, from which it can be seen that the kite gets into position and starts flying its
loops. During this period, the first 8 seconds are within the takeoff phase, from which it transitions to the
production phase that starts around 10-11 seconds into this period. This is also seen in the spectrogram in
Figure 4.2. For the takeoff phase, the VTOL motors are turned on for which the distinctive tonal components,
with decreasing intensity for the higher frequencies can be seen.

53
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Figure 4.2: Spectrogram for the period 120-140 s of the
Kitemill flight test on March 27, 2023.
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Figure 4.3: OSPL and OASPL for the period 120-140 s of the
Kitemill flight test on March 27, 2023.

From Figure 4.3, it can be seen that the overall sound pressure levels are higher during the takeoff phase
than during the production phase. Also in this graph, the clear transition from one phase to the other can be
seen by the dip in the plots. Moreover, the takeoff phase has the higher sound pressure levels located at the
lower frequency range, which results in the A-weighted overall sound pressure level to become lower than the
Z-weighted sound pressure level, as the human hearing is less sensitive to this frequency range.
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Figure 4.4: Sound pressure levels for different moments during the takeoff phase of the Kitemill flight test on March 27, 2023.

To get a better idea of the tonal components during the takeoff phase, the sound pressure levels for two
particular moments are presented in Figure 4.4, namely at t=124 s and t=126 s. Looking at the raw data plots
of Figure 4.4a and Figure 4.4b present the tonal peaks of the propellers, as well as the broadband component
included in that spectrum. The sound pressure levels reach a peak of approximately 60 dB, observed within
the frequency range of 300-400 Hz. Even more so, a notable observation is the dominance of sound pres-
sure levels in the low-frequency range, specifically between 200 Hz and 1000 Hz. This behavior aligns with
the expected acoustic signature of a propeller. Propeller noise typically exhibits higher sound pressure levels
at lower frequencies due to the interaction of the rotating blades with the surrounding air. This is further
supported by the presence of tonal components in the noise, which tend to be more pronounced at lower
frequencies as well.

It is also important to consider the contribution of background noise, predominantly caused by wind, to
the overall sound pressure levels during the take-off phase. This background noise predominantly affects the
lower frequencies of the spectrum, adding to the sound levels observed in that range. The combination of
propeller noise and wind-induced background noise results in the characteristic frequency distribution ob-
served in the plots.
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To summarize, during the take-off phase of the Kitemill system, the observed sound pressure levels exhibit
characteristics expected for propeller-driven systems. The dominance of sound levels in the lower frequency
range, along with the presence of tonal components and wind-induced background noise, contribute to the
overall acoustic signature. The A-weighting scale, which takes into account the sensitivity of human hearing
to different frequencies, decreases the calculated overall sound pressure level, particularly due to the highest
sound pressure levels found on the lower frequency range of the spectrum.

Production
The results for the production phase are taken for the period 200-220 seconds of the production phase, for
which the flight path can be seen in Figure 4.1b. During this period two full loops have been flown. To be able
to better relate the measured noise to the flight data, the flight data for that same period of time is presented
in Figure 4.5. From these plots, it can be seen that the airspeed is at a maximum when the kite altitude is at
a minimum and vice versa. Also, the radius from kite to the microphone varies between about 305 meters
and 385 meters and is the furthest away from the microphone at the highest altitude, which can be seen in
Figure 4.5d. The spectrogram for this period is shown in Figure 4.6, from which the repetitive pattern for
the circular flight path can be recognized. Besides the spectrogram, also the overall sound pressure level (A-
weighted and Z-weighted) and the sound pressure levels at a particular time are presented in Figure 4.7 and
Figure 4.8, respectively.
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Figure 4.5: Data of the test flight of Kitemill on March 27, 2023 for the period 200 s to 220s.

Taking a closer look at the spectrogram in Figure 4.6, it can be seen that the same pattern can be rec-
ognized as shown by the kite altitude data in Figure 4.5b. Therefore, the higher SPL values are situated at
higher frequencies when the kite is flying at higher velocities. Additionally, the spectrogram analysis reveals
higher SPL values between the frequency range from 1000 Hz to 2200 Hz. These frequencies are within the
mid-frequency range and are known to be particularly sensitive to human hearing. Nonetheless, due to the
contribution of the lower range frequency, the A-weighted overall sound pressure levels are still lower than
the Z-weighted overall sound pressure levels, as can be observed in Figure 4.7. The OSPL and OASPL values
are within the range from 75 dB to 100 dB and from 50 dBA to 65 dBA, respectively.
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Figure 4.6: Spectrogram for the period 200-220 s of the
Kitemill flight test on March 27, 2023.
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Figure 4.7: OSPL and OASPL for the period 200-220 s of the
Kitemill flight test on March 27, 2023.

The spectra in Figure 4.8 all show clear tonal peaks around 1000 Hz to 2000 Hz. The spectrum in Fig-
ure 4.8a is at the moment the kite is close to reaching its highest point in the cycle, where the kite is just past
its lowest velocity. At t=203 s, there appears to be a relatively broad peak, which have its center around 1500
Hz. The next moment for which the sound pressure levels are shown is at t=207 s in Figure 4.8b. At this time,
the kite is at its lowest point in the cycle, where the kite reaches the maximum velocity. Again, a peak can be
recognized, especially when looking at the 1/3 octave plots. For this case, the peak is centered around 2000
Hz. The characteristics of the plot at t=212 s (Figure 4.8c) is close to those at t=203 s, with a peak situated
around 1500 Hz as well. The same goes for the plot at t=214 s (Figure 4.8d), which has similar characteristics
as the plot at t=207 s. The tonal peak at t=214 s is located at 1900 Hz.
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Figure 4.8: Sound pressure levels for different moments during the production phase of the Kitemill flight test on March 27, 2023.
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An additional analysis has been conducted to gain insights into the relationship between the sound pres-
sure level and relevant parameters, such as airspeed and the distance between the microphone and the kite.
To facilitate this analysis, a plot has been generated: the sound pressure level scaled with the distance be-
tween the microphone and the kite.

The scaled sound pressure levels are shown in Figure 4.9. In this plot, the sound pressure levels are solely
scaled with the distance. This choice is made as the velocities of the cases are very similar, resulting in min-
imal or negligible differences when scaling the data with velocity. Furthermore, the sound pressure level is
plotted versus the Strouhal number, which has been obtained by making use of the mean chord of the kite. By
scaling the sound pressure level with the distance, a distinct peak is observed across all data sets, occurring
at Stc = 15.

101 102

Stc

60

40

20

0

20

SP
L s

ca
le

d, 
dB

Data scaled with distance - Kitemill
t=203 s (r=369 m)
t=207 s (r=331 m)
t=212 s (r=371 m)
t=214 s (r=308 m)

Figure 4.9: Sound pressure levels of the Kitemill flight test of March 27, 2023 scaled with distance.

4.1.2. KITEPOWER
For the results of Kitepower a period is selected for which the figure-of-eight flight path was completed at
least once. The period that has been selected ranges from 180 seconds to 210 seconds with the launch of the
kite being the start of the flight. From Figure 4.10, it can be seen that the kite moves upwards towards the right
of the plot first, from which it then continues its pattern downwards and to the left. This can be confirmed by
taking a look at the flight data that is presented for this period in Figure 4.12.
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Figure 4.10: Flight path of the V9.60 kite for the period 180 s to 210 s during the flight test of Kitepower on May 12, 2023.
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In order to visualize the positioning of the kite during the flight of its pattern, a time-lapse photo has been
create of the full figure-of-eight loop flown in the selected period, which can be seen in Figure 4.11. These
photos have been taken from the position of the microphone. Also in this figure, the kite first moves upwards
to the right and continues the loop towards the left from there.

Figure 4.11: Figure-of-eight flight path of the V9.60 Kitepower kite during the flight test on May 12, 2023.

During the selected cycle the airspeed varies between 20 m/s and 38 m/s (Figure 4.12c), the altitude re-
mains between 105 m and 205 m (Figure 4.12a) and the direct distance, or radius, between the kite and the
microphone is between 440 m and 545 m (Figure 4.12b).
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Figure 4.12: Data of the test flight of Kitepower on May 12, 2023 for the period 180 s to 210 s.

The spectrogram of this period, presented in Figure 4.13, shows that most of the sound is produced for
the lower frequency range with some tonal patterns for the frequency range between approximately 200 Hz
and 2000 Hz. It appears that the higher frequency noise is emitted when the kite is experiencing the highest
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velocities. This moment is when the kite has just flown one loop and is at the bottom of that loop and is
thus about to switch from one loop to the other, as also indicated by the location of the kite in Figure 4.13.
A closer look can be taken from the plots in Figure 4.14 of the sound pressure levels for the four selected
moments in the period: t=186 s, t=193 s, t=197 s and t=202 s. The sound pressure level plots of all selected
times show similar patterns, but do show minor difference. The 1/3 octave plots of Figure 4.14a, Figure 4.14b
and Figure 4.14d show a bump around 300-400 Hz, while this is less apparent in Figure 4.14c. Especially in
Figure 4.14b a bump can be observed around 1000 Hz. Taking a closer look at the raw data of the other plots,
peaks can be found here as well for the range 800-2000 Hz, although their sound pressure levels remain lower
than that of Figure 4.14b.

Figure 4.13: Spectrogram for the period 180-210 s of the Kitepower flight test on May 12,2023.
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Figure 4.14: Sound pressure levels for different moments during the production phase of the Kitepower flight test on May 12, 2023.
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Besides the flight data, also the available video footage has been analyzed for the same period. The video
recorded from the tip of the kite, gives a good view on the trailing edge flutter and seam-rippling of the kite
during the flight. Although it is remains challenging to determine the exact frequency at which these phe-
nomena occur, it does make it possible to determine when a phenomenon occurs and also some differences
between the occurrences at different moments in time. The video showed that at t=193 s the kite was under
less tension compared to the other times and even experienced quite some seam-rippling. Furthermore, for
the full period, the kite experienced trailing edge flutter in varying intensities. Within the period analyzed
above, the flutter appeared to be slightly less at t=197 s. In Figure 4.15, trailing edge flutter is visualized with
the video footage obtained of the V3 kite from a test flight on March 30, 2017.

Figure 4.15: Trailing edge flutter occurring on the V3 kite during the test flight on March 30, 2017. Adapted from Schmehl and Oehler
[99].

Once again, an additional analysis is conducted to gain insights into the relationship between certain
parameters. In contrast to the analysis of Kitemill, the plot for Kitepower shows a broadband spectrum rather
than a distinct peak. For the scaling with velocity, the exponent in Equation 3.15 that results in the best scaling
is found to be n = 4.5, with the reference velocity being the intermediate velocity of the data set (U = 24.7
m/s). As mentioned by Oerlemans[100], broadband trailing edge noise scales with U 4.5, which aligns with
these scaling results. Although, this simple scaling model results in a good first estimation, it is evident that
a more sophisticated model is needed to more accurately describe the dependence of the sound emission on
the Strouhal number.
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Figure 4.16: Sound pressure levels of the Kitepower flight test of May 12, 2023 scaled with the distance and velocity.

4.2. EXPERIMENTAL-ANALYTICAL COMPARISON
In order to gain useful insights into the acoustic behavior of airborne wind energy systems, a comparison
between experimental measurements and analytical predictions is valuable. This comparison allows for an
assessment of the agreement between the recorded sound levels and the estimated levels calculated using
the analytical models. By conducting this analysis, the sources of noise in these systems can be identified,
contributing to an enhanced understanding of their acoustic characteristics. In this section, a comparison
is presented between the sound pressure level spectra obtained from the experimental measurements of the
Kitemill and Kitepower systems, and the corresponding analytical predictions. The analytical predictions
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were performed using the computational model as discussed in Section 3.1 , considering two cases for which
different conditions apply.

4.2.1. KITEMILL

The input of the boundary layer parameters are obtained from XFOIL. The input for obtaining these param-
eters, are taken for t=203 s and t=207 s. Additionally, the dimensions of the KM1 kite are used as mentioned
in Subsection 2.1.1 and an angle of attack of 8° is used.

The results of the noise prediction for the KM1 kite are shown in Figure 4.17 and Figure 4.18. Also, the
overall sound pressure levels have been obtained for these cases, which resulted in the values presented in
Table 4.1.

The pressure level spectra obtained from the experiment and the predictions are compared for two dif-
ferent cases of the Kitemill airborne wind energy system. As shown in the previous section, Subsection 4.1.1,
the experimental results showed a broad peak centered around 1500 Hz for t=203 s, and 2000 Hz for the case
at t=207 s. The predicted results showed two peaks, which were caused by the laminar boundary layer vortex
shedding and the vortex shedding of the tether. These peaks are found to be around 1400 Hz and 1900 Hz for
the lower velocity case, and 2100 Hz and 2600 Hz for the high velocity case.
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Figure 4.17: Sound pressure level spectrum for U∞ = 37.5 m/s of the KM1.
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Figure 4.18: Sound pressure level spectrum for U∞ = 41.8 m/s of the KM1.

It should be noted that the Doppler effect was not taken into consideration in the predictions, as the Mach
numbers are low, and therefore the Doppler effect remains limited. Additionally, XFOIL is a low-fidelity tool,
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and therefore could produce less accurate input parameters.

Time, s OSPL, dB OASPL, dBA

203 64.38 65.54
207 55.69 56.68

Table 4.1: Overall sound pressure levels for the predicted spectra of the KM1.

To obtain a better view of the measured versus the predicted spectra, both results are plotted in the same
figure for both cases in Figure 4.19 and Figure 4.20. The prediction shows to overestimate the sound pres-
sure level for the peak and higher frequencies. Also, the frequency of the peak is slightly overpredicted. The
difference at the lower frequencies is most likely to be due to the background noise that has not been ex-
cluded from the measured data. The discrepancies that are observed in the comparison suggest a trend of
higher predicted values for the mid-frequency and higher frequency ranges. However, it is worth noting that
the predicted results do fall within the general frequency range. Even more so, the A-weighted overall sound
pressure level that is calculated for the prediction only appears to have a difference around 2-3 dBA compared
to the measured data.

0.2 1 10 20
Frequency, kHz

0

10

20

30

40

50

60

70

80

90

SP
L,

 d
B

Total Noise Prediction - Kitemill - U =37.5 m/s - Comparison
Measurement 1/3 octave
Prediction 1/3 octave

Figure 4.19: Measured data versus predicted data of Kitemill for
U∞=37.5 m/s.
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Figure 4.20: Measured data versus predicted data of Kitemill for
U∞=41.8 m/s.

Besides the sound pressure level spectra, the directivity plot is predicted for the KM1 of Kitemill. It is im-
portant to note that the predicted directivity plot only takes the turbulent boundary layer trailing edge noise
into account. As one can observe from Figure 4.17 and Figure 4.18, the noise contribution of the turbulent
boundary layer trailing edge noise is relatively low. The predicted directivity plots are shown in Figure 4.21.
In Figure 4.21 three ranges of frequencies are presented for both the low velocity and high velocity cases as
described before for the KM1. From Figure 4.21a dipoles can be seen for both cases. These dipoles deform
more towards higher frequency ranges. Figure 4.21b shows that the deformation of the dipole starts sooner
for the high velocity case, for which the overall sound pressure levels remain higher for the left-hand side and
decrease for the right-hand side. The same phenomena can be observed at the highest frequency range for
the low velocity case in Figure 4.21c. In that same plot in Figure 4.21c, the high velocity case shows that the
directivity starts leaning even more towards the left-hand side. Overall, from the directivity plots, it can be
seen that for the lower frequency ranges and therefore the Strouhal number ranges, dipoles can be expected.
With the frequency ranges increasing, the directivity starts to direct more towards the left-hand side, which
is towards the leading edge of the airfoil. When the chord is larger compared to the wavelength of the sound,
the sound waves interact with the surface in a way that they interact more with the surface. This interaction
causes the sound to scatter and results in a cardioid figure for the directivity. This means that the presence of
the surface for this case results in the directivity pattern leaning more in the direction of the surface.



4.2. EXPERIMENTAL-ANALYTICAL COMPARISON 63

0°

45°

90°

135°

180°

225°

270°

315°

0 dB
10 dB

20 dB
30 dB

Kitemill Directivity Plot - OSPL - f = [100 Hz, 500 Hz]

U =37.5 m/s
U =41.8 m/s

(a) f=[100 Hz,500 Hz]

0°

45°

90°

135°

180°

225°

270°

315°

0 dB
10 dB

20 dB
30 dB

Kitemill Directivity Plot - OSPL - f = [500 Hz, 1000 Hz]

U =37.5 m/s
U =41.8 m/s

(b) f=[500 Hz,1000 Hz]

0°

45°

90°

135°

180°

225°

270°

315°

0 dB
10 dB

20 dB

Kitemill Directivity Plot - OSPL - f = [1000 Hz, 2000 Hz]

U =37.5 m/s
U =41.8 m/s

(c) f=[1000 Hz,2000 Hz]

Figure 4.21: Predicted directivity plots for the KM1.

4.2.2. KITEPOWER
Obtaining the data of the boundary layer parameters of Kitepower is a little less straight forward, due to the
complex shape of the airfoil of the rib of the kite. Even more so, as no CFD analysis will be conducted, some
simplifications are required to be able to perform the analysis and obtain the data through XFOIL. The steps
that are taken for this simplification are visualized in Figure 4.22. From this figure, it can be seen that the first
step taken is to obtain the profile of the top of the airfoil. This is then mirrored, which will then represent
the bottom of the airfoil. The simplified airfoil is thus a symmetric airfoil based on the profile of the top of
the original airfoil. This will result in appropriate estimations of the boundary layer for the suction side, but
not for the pressure side. For this reason, the boundary layers presented in Figure 2.29 in Subsection 2.3.5 are
analyzed from which an estimation will follow for a relation between the boundary layers of the pressure and
suction side of the airfoil of the kite. It can be observed that for higher angles of attack, as well as for higher
Reynolds numbers, the boundary layer on the pressure side gets thinner, as well as a reduction of the size of
the recirculation zone, which moves up the location of the reattachment of the boundary layer.

Although, another option to simplify the airfoil could have been to "round off" the pressure side of the
airfoil, it would, nonetheless, result in inaccurate boundary layer parameters at the trailing edge, as the recir-
culation zone would mostly disappear. Therefore, the chosen method aims to get the most accurate boundary
layer parameters for the suction side, which are then used to obtain the parameters on the pressure side by
applying the relationship between the boundary layer thickness on both sides of the airfoil.
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a)

b)

c)

d)

Figure 4.22: Visualization of the simplification of the Kitepower airfoil for the boundary layer analysis.

The input parameters that are used for the analysis are obtained from the flight data at t=186 s and t=193
s. The dimensions of the V9.60 kite are used, as well as an angle of attack of 8º for both cases.

The results of the noise prediction for the V9.60 kite are shown in Figure 4.23 and Figure 4.24.
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Figure 4.23: Sound pressure level spectrum for U∞ = 20.2 m/s of the V9.60.
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Figure 4.24: Sound pressure level spectrum for U∞ = 35.4 m/s of the V9.60.
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The experimental results, presented in Subsection 4.1.2, showed a broadband spectrum for both t=186 s
and t=193 s. For t=186 s, two additional bumps can be distinguished around 300 Hz and 1000 Hz. For t=193 s,
a similar phenomenon can be observed, although the bumps have shifted slightly to higher frequencies and
having their peaks at higher sound pressure levels. The predicted results on the other hand show a broad-
band spectrum as well for both cases, with some peaks as well. One peak is caused by the vortex shedding
of the tether, which is centered around 400 Hz for the lower velocity case and 600 Hz for the higher velocity
case. The other peaks are caused by the vortex shedding of the bridle lines and appear in the frequency range
between 800 Hz and 4000 Hz, while having much lower sound pressure levels compared to the tether vortex
shedding.

Also for this prediction, it should be noted that the Doppler effect was not taken into account, as also for
these cases the Mach numbers are low, which means the Doppler effect remains limited.

In Figure 4.25 and Figure 4.26 the predicted spectra are plotted against the measured data. The com-
parison between the predicted and measured results reveals some differences in the acoustic characteristics.
The predictions tend to slightly shift the peak frequency of the bump at the lower frequency range towards
higher values compared to the measured data. However, it is worth noting that the broadband component of
the predicted spectrum, particularly for the lower velocity case, exhibits a close match within the frequency
range of 1000 Hz to 4000 Hz.

In the case of the higher velocity scenario, the predicted spectrum shows higher sound pressure levels in
both the mid-frequency range and high-frequency range compared to the measured data. This discrepancy
suggests that the prediction might be overestimating the noise levels in these frequency regions for the given
conditions.
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Figure 4.25: Measured data versus predicted data of Kitepower for
U∞=20.2 m/s.
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Figure 4.26: Measured data versus predicted data of Kitepower for
U∞=35.4 m/s.

The predicted directivity plots of the V9.60 kite of Kitepower have been obtained as well and are presented
in Figure 4.27. Again, one should keep in mind that the predicted directivity plot only takes the turbulent
boundary layer trailing edge noise into account. For all frequency ranges, the plots show patterns similar
to dipoles, although the higher frequency ranges contain more discrepancies. As could already be seen in
Figure 4.23 and Figure 4.24, the turbulent boundary layer trailing edge noise is significantly lower for the low
velocity case compared to the high velocity case. The same can be observed when looking at the directivity
plots in Figure 4.27. Overall, it can be seen that for all frequencies dipoles can be expected with slight increase
in deformations of this patterns for higher frequencies, especially on the left-hand side of the directivity plot.
These irregularities can occur due to various factors, like airflow disturbances for example, which can affect
the way sound waves propagate and interact with the surrounding environment, leading to deviations from
the smooth dipole or cardioid pattern. However, the main take away from these plots is that the directivity
plots show a pattern that can be expected for the loading the kites impose on the air.
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Figure 4.27: Predicted directivity plots for the V9.60.

4.3. KEY FINDINGS
This section presents the key findings of the study conducted to identify the noise sources in airborne wind
energy systems making use of either a fixed-wing kite or a LEI, soft kite. The key findings presented in this
section shed light on the noise profiles and highlight notable observations from both the analytical simu-
lations and experimental measurements. The subsequent subsections will go into the specific findings and
results obtained from the analytical simulations and experimental measurements conducted on the Kitemill
and Kitepower systems.

4.3.1. KITEMILL
The analysis of the airborne wind energy system of Kitemill gave important insights into the noise character-
istics and sources associated with this type of system and operation. The key findings from the experimental
data and analytical predictions are summarized below:

– Flight Path Analysis: The spectrogram of the experimental data during the production phase exhibited
a repetitive pattern corresponding to the flight path of the kite.

– Peak Frequencies: The noise analysis of the experimental data identified prominent peaks around 1500
Hz and 2000 Hz. Notably, the higher frequency peak was observed when the kite was flying at higher
velocities.

– Effect of Velocity and Distance: The noise spectra of the experimental data revealed that as the kite
moved closer to the microphone, the sound intensity increased. Additionally, higher velocities resulted
in a shift of the peak frequency towards higher frequencies.

– Scaled Data: The scaled sound pressure levels showed that the emitted noise scaled with the inverse
square law with respect to the distance. The tonal peak is observed around Stc = 15.
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– Analytical Predictions: The analytical models used in the study indicated two main sources of noise:
laminar boundary layer vortex shedding and tether vortex shedding. These sources contributed to a
peak centered around 1700 Hz and 2200 Hz in the predicted spectra for the low and high velocity case,
respectively.

– Frequency Range Prediction: While the analytical models provided reasonable predictions, they ex-
hibited certain limitations. The lower frequency range was underestimated, likely due to the back-
ground noise not being included in the prediction. In the mid-frequency range, the prediction showed
increased sound pressure levels, and the higher frequency range tended to be overestimated as well.

– Directivity Analysis: The directivity prediction for the turbulent boundary layer trailing edge noise
demonstrated the presence of dipoles. These dipoles exhibited slight deformations at higher frequency
ranges, particularly at the top and bottom of the dipoles.

These key findings shed light on the noise characteristics of Kitemill’s airborne wind energy system, high-
lighting the influence of flight parameters and identifying the dominant noise sources. The discrepancies
between experimental data and analytical predictions provide valuable insights for further refinement of the
models and possible noise reduction strategies.

4.3.2. KITEPOWER
The analysis of the Kitepower airborne wind energy system provided significant findings on its noise char-
acteristics and sources associated with this type of system and operation. These findings, derived from both
experimental data and analytical predictions are outlined below:

– Flight Path Analysis: The spectrogram of the experimental data during the flight of the figure-of-eight
pattern revealed a repetitive pattern corresponding to each loop flown by the kite.

– Peak Frequencies: The noise analysis of the experimental data showed peaks in the sound pressure
level around 300-400 Hz and 1000-2000 Hz, with higher frequencies occurring during periods of in-
creased kite velocities.

– Kite Deformations: Video footage captured during the test flight showcased phenomena such as trail-
ing edge flutter and seam-rippling, which are likely to contribute to enhanced sound pressure levels,
particularly at lower frequencies at which the phenomena occur, as also discussed in Subsection 2.3.5.
However, like mentioned before, the kite is still in the research and development phase, which means it
is anticipated to address and eliminate these deformations in the final product, ensuring their absence
in the commercialized version.

– Effect of Velocity: The experimental data’s noise spectra highlighted a relationship between the spectra
and the kite velocity. Higher velocities corresponded to slightly higher sound intensities, but mainly
caused noise emitted at higher frequency ranges.

– Scaled Data: The scaled sound pressure levels showed that the emitted noise scaled with the square law
with respect to the distance and best scaled with n = 4.5 with respect to the velocity of the kite, which
aligns with the scaling for broadband trailing edge noise.

– Analytical Predictions: The analytical models provided two primary types of noise sources: turbulent
boundary layer trailing edge noise and vortex shedding from the tether and bridle lines. The turbulent
boundary layer trailing edge noise contributed to the broadband component of the spectrum, while the
tether and bridle lines contributed to some peaks over a range of frequencies, with the tether, leading
to the higher intensity peak at the lowest frequency.

– Frequency Range Prediction: The analytical predictions slightly underestimated the lower frequency
range for the low velocity case. The mid-frequency range showed closer agreement, although with
slightly higher sound pressure levels in the prediction for the higher velocity case. The higher frequency
range tended to be overestimated for the higher velocity case, while the low velocity case shows a close
match. Differences between the prediction and the measurements could be attributed to factors such
as trailing edge flutter, seam-rippling, and background noise, which were not accounted for in the pre-
diction.
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– Directivity Analysis: The directivity prediction for the turbulent boundary layer trailing edge revealed
dipoles with slight deformations, particularly on the left-hand side, as the frequency range increased.

These findings provide valuable insights into the noise characteristics and sources associated with the
Kitepower airborne wind energy system. They contribute to a better understanding of the system’s noise
generation mechanisms and can aid in future noise reduction strategies.

4.4. PREVIOUS STUDY COMPARISON
In Subsection 2.3.1, the pioneering study conducted by Szücs [30] was discussed on the acoustics of the air-
borne wind energy system developed by Kitepower. Szücs’ study provided valuable insights into the noise
characteristics of the system, although with some notable differences compared to the current study.

One significant difference between the two measurement campaigns is the distance from the generator at
which the measurements were taken. Szücs’ study focused on distances up to 200 meters, while the current
study extended focus on the distance of approximately 650 meters from the winch/generator. This extended
distance allows for a full exclusion of the generator noise and full focus on the noise characteristics of the
airborne components of the system.

Another noteworthy distinction is the use of a windscreen in the current study, which was not employed
in Szücs’ study. The windscreen helped to isolate and analyze the noise generated by the system rather than
by the wind, which became a dominant factor in Szücs’ measurements. Additionally, the equipment used in
the two campaigns differed. Szücs utilized the Philips SBCMD650 dynamic microphone designed for general
recording purposes, while this study made use of the B&K 2250 microphone, which offers high accuracy and
low self-noise for precise sound measurements, due to its built-in preamplifier.

Szücs’ measurements were obtained from the 20 kW system of Kitepower, whereas our study focused on
the larger 100 kW system. This difference in system could lead to some variations in the noise generation and
propagation that should be considered as well when looking at both studies.

Analyzing the specific measurements of Szücs at 100 meters, it was observed that higher sound pressure
levels were centered around 500 Hz, which were identified as noise generated by the kite. At a distance of
10 meters from the generator, tether noise ranging from 500 Hz to 1000 Hz was identified. Comparing these
findings with the current study, a more detailed spectrogram is obtained that revealed a noise pattern extend-
ing up to approximately 2000 Hz. Despite the wind remaining a dominant factor, the current study provides
valuable insights into the lower frequency range as well. Also, it is found that indeed the kite is the dominant
factor in the noise emission at a large distance. However, the current study also shows the presence of noise
from the tether and bridle lines at a large distance, although less dominant, especially for the thinnest bridle
lines, but not completely unnoticeable in the spectra.

Overall, both studies have contributed significantly to the understanding of airborne wind energy system
noise. By building upon the pioneering study conducted by Szücs, the current study expands the knowledge
base with an extended measurement range, better controlled environmental conditions, and more advanced
measurement equipment.



5
DISCUSSION

5.1. IMPLICATIONS AND RECOMMENDATIONS FOR AWE
The analysis of the airborne wind energy systems of Kitemill and Kitepower has resulted in important insights
into the noise characteristics and sources associated with these systems. Futhermore, it provides a founda-
tion for possible noise reduction strategies and guiding future research.

The key findings as discussed in Section 4.3 have notable implications for the field of airborne wind en-
ergy, providing valuable insights into the noise characteristics and sources associated with the different air-
borne wind energy systems. The implications and recommendations of these findings are discussed below:

– Velocity Control: The relationship between kite velocity and noise intensity provides insights into noise
control measures. Implementing velocity control mechanisms, such as adjusting the kite’s flight speed,
can help manage noise emissions during different operational conditions. So it appears that lower
velocities will reduce the noise produced by a fixed-wing kite, with a similar phenomenon applying to
soft kites, although some extra factors have to be taken into account. As, for the soft kites, one should
note that the emitted noise is not solely linked to the velocity, as the relationship is also likely to be
linked to the position of the kite and the intensity of phenomena such as trailing flutter and seam-
rippling.

– Noise Reduction Strategies: The identification of dominant noise sources, such as laminar boundary
layer vortex shedding (fixed-wing kite), turbulent boundary layer trailing edge noise (soft kite), tether
vortex shedding, trailing edge flutter and seam-rippling (soft kite), allows for targeted noise reduction
strategies in airborne wind energy systems. By understanding the dominant noise-generating mech-
anisms, approaches can be explored to mitigate noise emissions. For example, modifying the tether
from a braided tether to a helical strake braiding (see Figure 5.2), which disrupts the creation of the vor-
tices and modulates the local Strouhal number [101]. Also, tripping the boundary layer from laminar to
turbulent could aid in the reduction of the noise that is caused for the fixed-wing kite, due to the lam-
inar boundary layer vortex shedding. Tripping the boundary layer could for example be obtained by
making use of so called ’turbulators’ or zig zag tape (see Figure 5.1). For the soft kite, kite deformations,
such as trailing edge flutter and seam-rippling, were observed to seemingly contribute to increased
sound pressure levels. Developing measures to mitigate these deformations, such as adding reinforced
stitching or panels in certain critical areas.

– Regulatory Compliance: Noise emissions are a crucial consideration in the deployment of airborne
wind energy systems, particularly in proximity to residential areas or environmentally sensitive regions.
The findings of this study contribute to a better understanding of noise characteristics, enabling devel-
opers to assess and ensure compliance with (future) regulatory requirements and noise standards.
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– Environmental Impact: Noise pollution can have adverse effects on local wildlife and ecosystems. By
reducing the noise emissions of airborne wind energy systems, the study’s findings support efforts to
minimize the environmental impact of renewable energy technologies.

By implementing these recommendations and considering the implications of the research findings, steps
can be made in minimizing the noise impact of airborne wind energy systems.

Pressure Side

Zig Zag Tape

Suction Side

Figure 5.1: Illustration of zig zag tape placed on a wing.

Figure 5.2: Illustration of heli-
cal strake braid. The cylinder
represents the standard braided
tether, while the helical strake
goes around it.

5.2. LIMITATIONS AND FUTURE RESEARCH
The present study on airborne wind energy systems and their noise characteristics has provided valuable
insights on aspects of aeroacoustics of airborne wind energy systems. However, several limitations were en-
countered, and opportunities for future research and investigation have been identified.

One of the primary limitations of the current study lies in the analytical methods employed. While analyt-
ical simulations have provided valuable insights, they were initially developed for rigid wings in wind tunnels
and may not fully capture the specific maneuvers and phenomena associated with both fixed-wing and soft
kites. Notably, characteristics unique to soft kites, such as trailing edge flutter and seam-rippling, were not
fully accounted for in the models. Therefore, future research should focus on refining analytical methods to
accurately represent the complexities of airborne wind energy systems, particularly those involving soft kites.

Even more so, the input of the analytical model for the case of Kitepower relied on a rough estimation,
due to the unavailability of CFD results for the boundary layer parameters. In future research, more reliable
boundary layer data will have to be obtained and used in the analytical model to obtain better accuracy in
the predicted results.

Another limitation concerns the data collection and analysis. The study relied on a limited number of
measurements from both Kitepower and Kitemill. To obtain a comprehensive understanding of noise charac-
teristics, future research should include multiple measurements for different flight conditions and distances
from the kite/winch. By obtaining a broader range of data, including directivity measurements and/or using
microphone arrays that can find exact locations of radiated noise, researchers can gain insights into domi-
nant noise sources and their locations during different flight phases and conditions.

The availability of resources, specifically related to the acoustics of airborne wind energy systems, posed a
significant challenge during the research process. Conducting thorough investigations often required delving
into other fields where similar features were found as to the specific component of the airborne wind energy
system. Future research efforts should aim to contribute to a broader understanding and knowledge of the
acoustics of airborne wind energy systems, thereby establishing a solid foundation for this field of study.

Looking ahead, there are several areas that call for further research. One direction is the implementation
of suggested changes or improvements to assess their impact on noise reduction. This includes exploring
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modifications to the tether, tripping the laminar boundary layer to turbulent of fixed-wing kites, and rein-
forcing critical areas of soft kites to mitigate trailing edge flutter and seam-rippling.

In addition, the effects of the recirculation zone on the radiated noise of LEI soft kites, as well as the inter-
action with the trailing edge and scattered noise require further exploration. Investigating the precise timing
and characteristics of these phenomena in relation to the radiated noise will provide valuable insights for
noise reduction strategies.

As airborne wind energy systems continue to evolve, with companies increasingly compelling to examine
the influence of system size on acoustic characteristics. Future research should investigate the potential dif-
ferences in the acoustic spectra resulting from varying system sizes to ensure a comprehensive understanding
of noise emissions.

In conclusion, while the current study has made significant contributions to the field of airborne wind en-
ergy and noise analysis, it is essential to acknowledge its limitations and pave the way for future research. By
refining analytical methods, expanding data collection, exploring noise reduction strategies, and addressing
unresolved questions, researchers can advance the understanding of airborne wind energy system acoustics
and develop effective noise mitigation techniques.





6
CONCLUSION

The objective of this study was to investigate the noise characteristics and sources associated with airborne
wind energy systems, specifically those utilizing fixed-wing kites and soft, LEI kites. The hypothesis of this
thesis can be assessed, which proposed that:

The noise generated by the tether will significantly contribute to the overall noise emissions in both
the Kitepower and Kitemill systems. Additionally, the Kitepower system is expected to exhibit turbulent
boundary layer noise, while the Kitemill system is expected to primarily produce laminar vortex shed-
ding noise.

Through a combination of analytical simulations and experimental measurements, relevant insights have
been obtained, providing a foundation for noise reduction strategies and future research in the field of air-
borne wind energy.

The analysis of Kitemill’s airborne wind energy system revealed important findings regarding the noise
emitted during its operation. The spectrogram analysis of experimental data showed a repetitive pattern cor-
responding to the flight path of the kite, highlighting the influence of flight parameters on noise production.
Prominent peaks in the sound pressure level were identified around 1500 Hz and 2000 Hz, with higher fre-
quencies observed at higher kite velocities. The noise spectra revealed that sound intensity increased as the
kite moved closer to the microphone. The analytical models indicated laminar boundary layer vortex shed-
ding and tether vortex shedding as the main sources of noise, causing peaks in the predicted spectra.

Similarly, the analysis of Kitepower’s airborne wind energy system provided significant findings. The spec-
trogram analysis of experimental data showed a repetitive pattern corresponding to the figure-of-eight flight
pattern. Peaks in the sound pressure level spectra were observed around 300-400 Hz and 1000-2000 Hz, with
higher frequencies occurring during periods of increased kite velocities. Video footage captured deforma-
tions such as trailing edge flutter, which was found likely to contribute to increased sound pressure levels,
particularly at lower frequencies. However, one should keep in mind that this type of deformation is expected
to be eliminated these in the final product, ensuring their absence in the commercialized version. The an-
alytical models identified turbulent boundary layer trailing edge noise and vortex shedding from the tether
and bridle lines as the primary noise sources.

The analysis of both the Kitemill and Kitepower AWE systems supports the hypothesis that the noise gen-
erated by the tether significantly contributes to the noise emissions. Additionally, the findings confirm the
expected noise characteristics, with the Kitepower system exhibiting prominent turbulent boundary layer
trailing edge noise and the Kitemill system primarily producing laminar vortex shedding noise.

These findings have important implications for airborne wind energy systems. The identification of dom-
inant noise sources enables targeted noise reduction strategies. Velocity control mechanisms can be im-
plemented to manage noise emissions during different operational conditions, but also measures such as
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modifying the tether could aid to a noise reduction. For fixed-wing kites, one could look into the possibility
of tripping the boundary layer from laminar to turbulent to alter and perhaps even lower the produced noise.
For soft kites, measures such as addressing kite deformations can contribute to noise reduction. The under-
standing of noise characteristics also supports compliance with (future) regulatory requirements and aids in
minimizing the environmental impact of these technologies.

While this study has provided valuable insights, there are limitations that should be addressed in future
research. The analytical methods used may not fully capture the maneuvers and characteristic phenomena
of the kites, particularly in the case of soft kites. Additional measurements under various flight conditions
and distances from the kite are needed to obtain a comprehensive understanding of the noise characteris-
tics. Future research should also explore the effects of recirculation zones and the interaction with the trailing
edge and the radiated noise for soft kites. Furthermore, future research efforts should aim to contribute to a
broader understanding and knowledge of the acoustics of airborne wind energy systems, and thereby estab-
lishing a solid foundation for this field of study.

To conclude, this study has contributed to the understanding of noise characteristics and sources in air-
borne wind energy systems. The insights gained can guide noise reduction strategies, aid in (future) regula-
tory compliance, and support the development of environmentally friendly renewable energy technologies.
Continued research and collaboration among academia, industry, and regulatory bodies are crucial to further
advance our knowledge in this field and ensure the sustainable growth of airborne wind energy.



A
SOFT LEI KITE CHARACTERISTICS

A.1. FLOW ON 2D FLEXIBLE SAILS

Figure A.1: Separation and reattachment positions for a 2D membrane wing. ϵ represents the excess-length ratio ( l−c
c ), with l the length

of the membrane and c the distance between the LE and TE. Obtained from Newman & Low [45].
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Figure A.1: Separation and reattachment positions for a 2D membrane wing. ϵ represents the excess-length ratio ( l−c
c ), with l the length

of the membrane and c the distance between the LE and TE. Obtained from Newman & Low [45]. (continued)



B
BOUNDARY LAYER PARAMETERS

B.1. BOUNDARY LAYER THICKNESS
The boundary layer thickness is defined as the thickness for which the velocity profile reaches a velocity that
is equal to 99% of the freestream velocity [102]. The properties of the laminar boundary layer are found
from the flat-plate boundary layer theory, while the properties of the turbulent boundary layer are obtained
by making use of the one-seventh-power law [103, 104]. The seventh-root profile with the boundary layer
properties is plotted in Figure B.1. The boundary layer thickness of a laminar and turbulent boundary layer
can be expressed in terms of the Reynolds number Rex :

Rex = U∞x

ν
. (B.1)

The formulation of the boundary layer thickness is then as follows:

δLBL = 4.91
x(

Rex

)1/2
, (B.2)

δT BL = 0.16
x(

Rex
)1/7

, (B.3)

where the subscript LBL indicates the laminar boundary layer and TBL the turbulent boundary layer

B.2. DISPLACEMENT THICKNESS
The displacement thickness δ∗ of the boundary layer is equal to the distance the surface would have to move
in the y-direction to reduce the flow passing by a volume that is equivalent to the real effect of the boundary
layer [105]. Just as the boundary layer thickness, the displacement thickness is found by making use of the
flat-plate theory and the seventh-root velocity profile [103] for the laminar and turbulent boundary layer,
respectively. The displacement thickness is therefore expressed as:

δ∗LBL = 1.72x(
Rex

)1/2
= 0.35δLBL , (B.4)

δ∗T BL = 0.020x(
Rex

)1/7
= 0.125δT BL . (B.5)

B.3. MOMENTUM LOSS THICKNESS
The momentum thickness or momentum loss thickness of a boundary layer is defined as the distance that,
when multiplied by the square of the free stream velocity, equals the integral of the momentum defect [105].
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In other words, the momentum loss thickness represents a measure of the total plate drag. The equation of
the momentum thickness θ is written as:

θLBL =
∫ δ

0

u

U

(
1− u

U

)
d y = 0.664(

Rex

)1/2
= 0.135δLBL . (B.6)

Figure B.1: Turbulent velocity profile. Obtained from Houghton et al. [103].

The terms used in Equation B.6 represent the velocity profile u, external velocity U and the boundary
layer thickness δ, which are also shown in Figure B.2. However, this theory holds for a laminar flow over a
flat-plate. For turbulent flow, the momentum thickness gets evaluated as:

θT BL ≈
∫ δ

0

( y

δ

)1/7
[

1−
( y

δ

)1/7
]

d y = 0.1δT BL . (B.7)

B.4. SHAPE FACTOR
The boundary layer shape factor equals the ratio of displacement thickness to the momentum thickness (see
Equation B.8). The shape factor represents the change in the overall mean velocity profile. The shape factor
is known to be around 2.4 for a turbulent flow and 3.5 for a laminar flow [106].

H = δ∗

θ
(B.8)

B.5. SKIN FRICTION COEFFICIENT
The skin friction coefficient is an important characteristic associated with the boundary layer. The skin fric-
tion coefficient is defined as a dimensionless quantity from the wall shear stress [107], which is formulated
as:

c f =
τw

1
2ρeU 2

e

. (B.9)
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Once again, this property of the turbulent boundary layer can be expressed by making use of the seventh-root
velocity profile [108], which is defined as:

c f ,LBL = 0.664(
Rex

)1/2
= 0.135δLBL , (B.10)

c f ,T BL = 0.027(
Rex

)1/7
= 0.169δT BL . (B.11)

Figure B.2: Growth of a boundary layer on a flat plate. Obtained from Hafeez and Ndikilar [105].





C
VALIDATION ANALYTICAL METHODS

C.1. AMIET MODEL

NACA0018

U0, m/s 20 20 40
α, ° 0 7.8 7.8
Suction Side (SS) or Pressure Side (PS) SS PS SS PS SS PS
δ∗/c 0.0100117 0.0233653 0.0051368 0.0191209 0.0043717
θ, m 0.0053523 0.0090043 0.0031823 0.0078066 0.0027611
C f 0.0014389 0.0003439 0.0027199 0.0003744 0.0023726
dP/d x, Pa/m 458 461 212 374 1054 1649
H 1.87 2.59 1.61 2.45 1.58

Table C.1: Boundary layer parameters for the cases as discussed in the paper of Teruna et al. obtained through XFOIL [76] at x/c = 0.98.

(a) V∞ = 20 m/s, AoA=0° (b) V∞ = 20 m/s, AoA=7.8° (c) V∞ = 40 m/s, AoA=7.8°

Figure C.1: Trailing edge noise model comparison of Amiet model versus results of the paper of Teruna et al. [78] at observer location
x/c =−0.68, y/c = 4.95.
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(a) V∞ = 20 m/s, AoA=0°, St=[4,8] (b) V∞ = 20 m/s, AoA=0°, St=[8,16] (c) V∞ = 20 m/s, AoA=0°, St=[16,32]

(d) V∞ = 20 m/s, AoA=7.8°, St=[4,8] (e) V∞ = 20 m/s, AoA=7.8°, St=[8,16] (f) V∞ = 20 m/s, AoA=7.8°, St=[16,32]

(g) V∞ = 40 m/s, AoA=7.8°, St=[4,8] (h) V∞ = 40 m/s, AoA=7.8°, St=[8,16] (i) V∞ = 40 m/s, AoA=7.8°, St=[16,32]

Figure C.2: Directivity trailing edge noise model comparison of Amiet model versus results of the paper of Teruna et al. [78] at distance
1.22 m from the trailing edge.

C.2. BPM MODEL

C.2.1. TURBULENT BOUNDARY LAYER TRAILING EDGE NOISE

NACA0012

case # 1 2 3 4 5 6
c, m 0.3048 0.1524
U, m/s 31.7 39.6 55.5 39.6
α, ° 0 4 9.9 12.6
δs /c 0.04438 0.04239 0.03975 0.05645 0.28284 0.59579
δp /c 0.04438 0.04239 0.03975 0.03000 0.02417 0.02163

Table C.2: Input parameters for the turbulent boundary layer trailing edge noise model.

For the model of the turbulent boundary layer trailing edge noise, the results of six different cases are ana-
lyzed. In the report of Brooks, Pope and Marcolini [37], a NACA0012 airfoil is used to obtain data of. The
results are obtained for different chord lengths varying from 5.08 cm to 30.48 cm with a span of 45.72 cm.
These airfoils are subjected to different velocities and angles of attack. Six of these cases have been selected
for this validation, of which the conditions and boundary layer parameters are shown in Table C.2. Note that
these values are obtained for the tripped boundary layer. The comparison between the results of the model
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and the report are shown in Figure C.3.
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(c) Case 3
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(d) Case 4
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(e) Case 5
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(f) Case 6

Figure C.3: Turbulent boundary layer trailing edge noise model comparison versus the results of the experimental values in the report of
Brooks, Pope and Marcolini [37].
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Figure C.4: Turbulent boundary layer trailing edge noise for varying distances.

C.2.2. LAMINAR BOUNDARY LAYER VORTEX SHEDDING NOISE
For the validation of the laminar boundary layer vortex shedding noise model six different cases are consid-
ered. In all cases, the airfoil is subjected to a freestream velocity of 39.6 m/s. Half of the cases makes use of
an airfoil with a chord of 30.48 cm, while the other half makes use of an airfoil with a chord of 15.24 cm. The
angle of attack is varying for each case and ranges from 0° to 3° for the airfoil with the larger chord and ranges
from 0° to 7.2° for the smaller chord airfoil.

Important to note is that the BPM report makes use of the untripped boundary layer parameters for the
laminar boundary layer vortex shedding noise analyses. The boundary layer parameters used for this analysis
can be found in Table C.3.
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NACA0012

case # 1 2 3 4 5 6
c, m 0.3048 0.1524
U, m/s 39.6
α, ° 0 1.5 3 0 5.4 7.2
δp /c 0.02467 0.02148 0.01890 0.02869 0.01833 0.01629

Table C.3: Input parameters for the laminar boundary layer vortex shedding noise model.
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(c) Case 3
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(d) Case 4
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(e) Case 5
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(f) Case 6

Figure C.5: Laminar boundary layer vortex shedding noise model comparison versus the results of the experimental values in the report
of Brooks, Pope and Marcolini [37].

C.2.3. BLUNTNESS TRAILING EDGE VORTEX SHEDDING NOISE
The bluntness trailing edge vortex shedding noise is analyzed for three different trailing edge heights ranging
from 1.1 mm to 2.5 mm. The chord length of this airfoil is equal to 60.96 cm and the freestream velocity is set
to 38.6 m/s. For this noise source, the BPM report [37] makes use of the tripped boundary layer conditions
again, for which the input parameters can be found in Table C.4.

NACA0012

case # 1 2 3
c, m 0.6096
U, m/s 38.6
α, ° 0
hT E , mm 1.1 1.9 2.5
δ∗s /c 0.00860
δ∗p /c 0.00860

Table C.4: Input parameters for the bluntness trailing edge vortex shedding noise model.
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(c) Case 3

Figure C.6: Bluntness trailing edge vortex shedding noise model comparison versus the results of the experimental values in the report
of Brooks, Pope and Marcolini [37].

C.2.4. TIP VORTEX FORMATION NOISE
The tip noise is compared to data prediction made in the report of Brooks, Pope and Marcolini [37], as the
experimental data does not include the tip noise. The prediction is applied to a 0.1524 m chord airfoil with a
span of 0.3848 m, which is subjected to a freestream velocity of 71.3 m/s. The angle of the tip is set to 7.668°.

1 10 20
Frequency, kHz

40

50

60

70

80

90

SP
L,

 d
B

BPM - Tip Noise - c = 0.1524 m - U  = 71.3 m/s - tip = 7.668°
Model
BPM Report

Figure C.7: Tip noise model comparison versus the results of the predicted values in the report of Brooks, Pope and Marcolini [37].





D
SENSITIVITY ANALYSIS ANALYTICAL

METHODS

D.1. INPUT PARAMETERS

Case # 1 2 3 4 5 6 7 8 9 10 11 12

Boundary layer
characteristic

Laminar Turbulent TBL with increased PS TBL with increase SS

Freestream velocity,
m/s

20 40 60 20 40 60 20 40 60 20 40 60

Table D.1: Sensitivity analysis BPM cases input.

a) Laminar Boundary Layer

c) Turbulent Boundary Layer + Thickened Suction Side

b) Turbulent Boundary Layer

d) Turbulent Boundary Layer + Thickened Pressure Side

Figure D.1: Visualization of the boundary layer characteristics.

The sensitivity analysis of the BPM model is carried out for 12 cases, which vary the boundary layer charac-
teristics and freestream velocity. For this analysis, the chord is set to be equal to 0.5 m, the span equal to 1 m
and the trailing edge height at 0.1 mm. The freestream velocities are ranging from 20 m/s to 60 m/s. For the
boundary layer, four different situations are considered: laminar boundary layer, turbulent boundary layer
and turbulent boundary layers for which in one case the pressure side (PS) boundary layer height is increased
and for the other case the suction side (SS) boundary layer height is increased. To get a better understand-
ing of what the boundary layer of each type looks like, a visualization of each type is shown in Figure D.1.
Please note that the presented figure is intended to solely visualize the different boundary layer heights and
is not based on any specific real-world case. The situation for which the pressure side of the boundary layer
is thickened, is particularly interesting for the LEI kite, as the recirculation zone could induce a thickening
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at the trailing edge of the kite. The characteristics of each case are given in Table D.1. The boundary layer
parameters are obtained by making use of the equations given in Subsection 3.1.3. Note that for all cases in
this sensitivity analysis, the angle of attack is kept at 5°.

For the sensitivity analysis of the Amiet model, three factors will be varied: Reynolds number, angle of
attack and the boundary layer characteristics, meaning tripped or untripped boundary layers. This analysis
makes use of the NACA0012 with the same span and chord as that for the BPM sensitivity analysis. Unlike the
BPM analysis, the boundary layer parameters are obtained from XFoil [76]. In total, the sensitivity analysis of
the Amiet model will look at 6 different cases for which the characteristics are shown in Table D.2.

Case # 1 2 3 4 5 6

Freestream velocity, m/s 20 40 60 40
Angle of Attack, ° 0 5 10 0
Tripped/Untripped untripped tripped

Table D.2: Sensitivity analysis Amiet cases input.
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Figure D.2: Amiet model sensitivity study results
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Figure D.2: Amiet model sensitivity study results (continued)
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Figure D.2: Amiet model sensitivity study results (continued)
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Figure D.3: BPM model sensitivity study results
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Figure D.3: BPM model sensitivity study results (continued)
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