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Abstract

This thesis addresses the detection and prevention of adversarial attacks on self-triggered
control (STC) systems and demonstrates how manipulating the sampling times can be used
to provide a secure control framework. Secure control is vital to guarantee both the safety
and security of critical infrastructure, which has been the target of malicious attacks over the
past decade.

First, a novel watermarking scheme is proposed based on the early triggering of a well-
designed STC policy, such that stability is guaranteed to be preserved. We show that this
watermarking scheme, together with an event-triggered χ2 detector we design, is able to detect
replay attacks. An online heuristic for obtaining an optimal early triggering policy is provided.
If certain assumptions hold we show that the early triggering policy is a discrete uniform one.
Through an illustrative example, both a quantitative and qualitative comparison between
two other watermarking schemes are provided. We conclude that none of the watermarking
schemes can claim absolute superiority, and trade-offs between all considered schemes exist.

Next, we propose a new type of attack called a switched zero dynamic attack (ZDA), and
provide an algorithm on how to construct these switched ZDAs. We show that certain STC
systems are susceptible to such attacks, and demonstrate that by tuning the triggering pa-
rameters there exist sufficient conditions such that these attacks are no longer disruptive. The
effect of additive perturbations and a non-zero initial condition, as well as the proposed tuning
method, are shown in a numerical example. We provide a qualitative comparison between
several other countermeasures in the literature, which we extend for aperiodic sampling when
needed. Finally, shortcomings and future directions are discussed.
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Chapter 1

Introduction

1-1 Introduction to secure control

Over the last decades control systems have become increasingly digitized as well as ever more
reliant on the use of wireless communication [87]. Amid the large-scale transition to indus-
try 4.0, with the promising benefits of internet of things (IoT), cloud computing, and data
sharing, we have seen the emergence of cyber-physical systems (CPSs), control systems where
physical and software components are tightly interconnected and distributed over larger ge-
ographical areas [115, 39]. Within CPS, a networked control system (NCS) is characterized
by the utilization of a (shared) wireless communication network, differentiating them from
traditional wired point-to-point connections. They offer a flexible architecture where sensors
and actuators can be conveniently removed, contributing to their lower deployment and main-
tenance cost [139, 46]. This makes them an attractive option in practice and as such, reports
have shown that the use of wireless communication within CPS is expected to continue to
grow at an unprecedented rate [119].

The use of wireless communication networks in NCSs, however, also poses additional chal-
lenges. Two main drawbacks are tight constraints on the available bandwidth of the commu-
nication network as well as energy constraints on the nodes in the communication networks,
which are often battery-powered [1, 46]. One solution, first proposed in [122], to somewhat
mitigate these effects is that of an event-triggered control (ETC) policy. Here, data is only
transmitted upon the occurrence of a significant event, therefore hopefully reducing the net-
work traffic and in turn expanding the lifespan of the components. Later, self-triggered
control (STC) was introduced [86], where the next data transmission is determined based on
a prediction model located on the controller side instead of at the sensors. This has the added
benefit of the sensors being able to idle in between transmission times as well as having the
event triggering mechanism where more computational resources are usually available [6].

Apart from the drawbacks mentioned above, another consideration in using (networked) CPS
is that of cyber security. The vulnerability of CPSs to these types of attacks has become
abundantly clear since the Stuxnet worm infiltrated an Iranian nuclear facility in 2010
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1-2 Current developments in secure control 2

[20]. Since then, numerous occurrences of malicious attacks on control systems have been
recorded, one of the most recent ones being the third blackout of the Ukrainian power grid,
which was caused by the Russia-linked threat actor Sandworm [55]. This attack, which was
immediately followed by a missile strike, demonstrated that cyberattacks can be used as a
digital augmentation to warfare. As a large portion of our critical infrastructure (including
but not limited to electric power, oil/gas, and water distribution [15, 47]) consists of CPSs,
protecting these systems from cyberattacks is essential to prevent economical cost, societal
cost or even loss of life [56, 47]. Yet experts indicate that there is a cyber risk gap due to a
lack of awareness of the threat potential, but a growing severity and frequency of cyberattacks
[102]. Whilst the number of publications on secure control has grown steadily over the last
few years, relatively few implementations are used in the industry, for various reasons.

CPSs and NCSs in particular could potentially benefit substantially from employing STC
policies. However, the majority of the ETC literature does not consider malicious cyberattacks
[30]. This is in direct contradiction with ETC systems being designed to negate some of the
drawbacks of NCSs, which itself are particularly vulnerable due to increased reliance on remote
(and wireless) operation [102].

1-2 Current developments in secure control

Due to the aforementioned Stuxnet worm as well as other examples such as the ransomware
attack on a United States fuel pipeline in 2021 [34], the Maroochy sewage spill in 2000 [117, 56]
and the Sandworm infiltration leading to the Ukraine power outage in 2015 [80, 77], security
of control systems has become an active topic of research [114]. These attacks indicate that
security is of fundamental importance to ensure the safe operation of CPSs [56] and that the
risk is not a possibility, but a reality [114].

As mentioned in [9], whilst ETC policies have received attention both in fault detection
and vulnerability to denial-of-service (DoS) attacks [120, 30], their work appears to be the
first to consider replay attacks in a ETC framework. Furthermore, there seems to be a lack
of literature on zero dynamic attacks (ZDAs) on aperiodically sampled systems. The vast
majority of literature on secure control only considers periodic sampling, and as such, there
is potentially much to gain by looking into the secure control of ETC systems, which appears
to be a relatively novel direction.

1-3 Outline

This thesis contains seven chapters, including this introduction. The main matter comprises
Chapters 2-6 and can be subdivided into three parts. In Chapter 7 we summarize the results
and shortcomings and discuss future research directions.

The first part, consisting of Chapters 2-4, contains an introduction of both ETC and STC
as well as an overview of attacks considered in secure control. We construct the general
framework including relevant assumptions on e.g. the plant dynamics, network architecture,
and intent of the adversary. In the second part, Chapter 5, we introduce the notion of a replay
attack and propose a novel watermarking STC scheme as well as a procedure to construct
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an optimal strategy, both online and offline. In the third part, Chapter 6, we consider an
adversary with different capabilities and introduce the notion of a switched ZDA. Then, we
show that a control system with an STC policy can be susceptible to such attacks, and we
propose possible countermeasures to prevent them. Note that the second and third parts are
disjoint, and whilst they share the same framework as introduced in part one, the obtained
results (which rely on different sets of assumptions) stand on their own.

1-4 Contributions

Our contributions can be summarized as follows:

• We propose a novel watermarking scheme based on modulating the inter-event times
as dictated by an STC policy. To the best of the author’s knowledge, this is the first
time a watermarking strategy for STC systems has been proposed, particularly for
non-deterministic systems.

• We construct a modified event-based χ2 detector for the detection of replay attacks in
STC systems, as well as introducing a new quadratic triggering condition suited for
(periodic) reference tracking.

• We demonstrate that certain systems using an STC policy are susceptible to disruptive
switched ZDAs. To the best of the author’s knowledge, this is the first time ZDAs on
aperiodically sampled systems have been considered.

• We suggest several countermeasures that can be taken to prevent ZDAs from becoming
disruptive, employing recent results on the abstraction of traffic models of periodic
event-triggered control (PETC) systems.

• We provide a rich simulation environment called NCSim which can be used to simulate
an NCS in Python. Apart from the functionalities discussed in the result sections of
this thesis a plethora of other features are available, such as DoS attacks, quantization,
PETC, and sampled-data simulation.
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Notation

Let N = {1, 2, . . .} denote the set of natural numbers and N0 ⊜ N\{0} denote the set of
non-negative integers. Let R⩾0 = [0,∞) denote the set of non-negative real numbers and
R>0 = (0,∞) denote the set of positive real numbers. Capitalized boldface letters A denote
matrices and lowercase boldface letters v denote column vectors. Let I denote the identity
matrix, 1 a vector with all elements equal to 1 and 0 a matrix with all elements equal to 0, all
of the appropriate size. Let λ(A) = {λ1, λ2, . . . , λn} (accounting for multiplicity) denote the
set of all n eigenvalues of the square matrix A ∈ Rn×n. The operator col(•) concatenates its
operands vertically such that col(v1, v2) = [ vT

1 vT
2 ]T. A real, symmetric positive (semi)-

definite matrix A = AT is denoted by A ≻ 0 (A ≽ 0), and a negative (semi)-definite matrix
by A ≺ 0 (A ≼ 0). Let ∥v∥ (∥A∥) denote the Euclidean 2-norm (operator norm) of the vector
x (matrix A), and ∥v∥W =

√
vTW v denote the W -weighted 2-norm of v, with W ≽ 0.

For a symmetric matrix A described in blocks, we may use ⋆ to denote blocks that can be
induced by symmetry. The trace of a square matrix A is denoted by tr(A). We use

˜
P (

˜
A)

to denote continuous-time systems (dynamics) to differentiate them from their discrete-time
counterparts P (A). A continuous function α : R⩾0 → R⩾0 belongs to class K if and only if
α(0) = 0 and α(r) < α(r′) for all r < r′. A continuous function β : R⩾0 × R⩾0 → R belongs
to class KL if and only if β(r, s) belongs to class K for any fixed s, β(r, s) ⩾ β(r, s′) for all
s < s′ and any fixed r, and lims→∞ β(r, s) = 0 fixed r. The real (imaginary) part of a complex
variable z ∈ C is denoted Re{z} (Im{z}). The symbol 1xi⩽a denotes the indicator function
defined as 1xi⩽a = 1 if xi ⩽ a and 0 otherwise. The transfer function H(z) of a state-space
representation is denoted by

H(z) =
(

A B

C D

)
. (1-1)
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Chapter 2

Networked cyber-physical systems

Cyber-physical systems (CPSs) are control systems where physical components and software
are deeply intertwined and tightly interconnected [115]. In a CPS, the plant, actuators, and
sensors are in the physical domain whilst the network layer and controller reside in cyberspace
[107]. The real-time dynamical system is an essential component in the physical layer of
the CPSs [140]. Nowadays, CPSs are widely used among industrial control systems (ICSs).
Archetypical examples of ICSs include but are not limited to, chemical plants, manufacturing
facilities, and power distribution (see Figure 2-1). The larger systems of such systems are
usually implemented by means of supervisory control and data acquisition (SCADA) systems.
They consist of multiple control and data acquisition systems, which might operate on entirely
different time and spatial scales [115]. Finally, SCADA systems are often subject to strict real-
time constraints [118], and as such demand the use of information technology (IT) solutions
specifically catered to control systems.

CPS ICS

NCS

Remote surgery

Drone swarms

Weather satellites

Wind farms

Stock markets

Nuclear plants

Figure 2-1: Illustrative overview and relations between control system classifications
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Networked control systems (NCSs) are control systems where a (possibly shared, wireless)
communications network is employed to facilitate the transmission of data from and to the
controller. This differentiates them from traditional wired point-to-point connections where
the plant and controller are collocated. Many SCADA systems employ (wireless) commu-
nication networks, and a key feature of SCADA systems is that they operate over multiple
geographical locations and, as such, their communication networks need to span over large
distances [39].

Note that all three definitions as mentioned above have considerable overlap and are therefore
sometimes interchangeably used in the literature. To avoid ambiguity, here we will refer to
them under the common denominator of networked cyber-physical system (NCPS), which
we define as CPS employing a digital communication network similar to that in NCSs. Our
proposed methods will be primarily focused on, but not limited to, application in ICSs. A
simplified overview can be seen in Figure 2-2.

2-1 Architecture

We employ a sampled-data approach where the output of a continuous-time plant
˜
P is sampled

and a digital controller C computes the actuation input which is held constant by the actuators.
We restrict ourselves to linear time-invariant (LTI) dynamics of the form

˜
P :

χ̇(t) =
˜
Aχ(t) +

˜
Bυ(t) +

˜
Eω̇(t), (2-1a)

γ(t) = Cχ(t) + ν(t), (2-1b)

where
˜
A ∈ Rnx×nx ,

˜
B ∈ Rnx×nu , C ∈ Rny×nu (note the absence of a feedforward matrix

D[1]),
˜
E ∈ Rnx×x, and ω̇(t) is the derivative in the generalized mean square sense of an nx-

dimensional Wiener process with incremental unit covariance Idt [68, 53]. Furthermore, ν(t)
is an ny-dimensional Wiener process with incremental covariance

˜
Σνdt. The load disturbance

and measurement noise are independent of one another and independent of the current and
previous state, which implies E

[
ω(t′)χT(t)

]
= 0 and E

[
ν(t′)χT(t)

]
= 0 for all t′ ⩾ t and

P

Plant Sensors

ZOH

Actuators

C

Controller

υ(t) γ(t)

u′
i

yi

y′
iui

ω(t), ν(t)

Communications network

Figure 2-2: Overview of the typical structure of an NCPS
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E
[
ω(t′)νT(t)

]
= 0 for all t′, t [131]. We make the following standard assumptions.

Assumption 1. The pairs (
˜
A,

˜
B) and (

˜
A,

˜
E) are both controllable. Furthermore, the pair

(
˜
A, C) is observable. ♢

As can be seen in Figure 3-2 the output γ(t) of the continuous-time plant is sampled at
the sensors such that γ(ti) = yi. Then, the measurement is sent to the controller over a
communications network. The (dynamic) digital controller C is given by

C :
c[k + 1] = Acc[k] + Bcy[k], (2-2a)

u[k] = Ccc[k] + Dcy[k], (2-2b)

where y[k] = yi for ki ⩽ k < ki+1 and similarly ui = u[ki]. Here, ki denotes the i-th discrete-
time event index (see Chapter 3). Note that static full-state feedback and output feedback
controllers are a special case of (2-2). The controller input ui is held constant at the actuators
through a zero-order hold (ZOH) mechanism to produce υ(t). Although we are considering
a system architecture in which a communication network is present, we make the following
assumption as is common in event-triggered control (ETC) literature.

Assumption 2. The communications network has no communication delays, no packet drops,
no quantization errors [8], and all computations can be done in zero time [64]. ♢

Relaxation of Assumption 2 is possible for explicit consideration of computation times (see
e.g. [122]) and network induces phenomena such as communication delays and packet drops
(see e.g. [103, 78]). To summarize, a simplified overview of the physical continuous-time plant

˜
P and digital discrete-time controller C, separated by a communications network, can be seen
in Figure 2-2.

Noise modeling

The dynamics as described by (2-1) with load disturbance ω̇(t) and measurement noise ν(t)
constitute a stochastic framework, where the distributions of the random vectors are assumed
to be known. This form of modeling differs fundamentally from additive perturbations δ(k),
where the dynamics are given by

˜
P :

χ̇(t) =
˜
Aχ(t) +

˜
Bυ(t) +

˜
Eδ(t), (2-3a)

γ(t) = Cχ(t). (2-3b)

Here, the perturbation δ(t) is assumed to be bounded (δ(k) ∈ L∞) and possibly square-
integrable (δ(k) ∈ L2) but do not admit any (known) probability distribution, and might even
be deterministic. Note that this form of modeling constitutes the overwhelming majority of
ETC literature (see §3-2), with notable exceptions being [26, 83]. The probabilistic framework

[1]The choice for D = 0 is in part for the convenience of implementation in NCSim, as a value other than
0 creates an algebraic loop, for which integrated solvers are available in e.g. Simulink but have not been
implemented in Python.
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of stochastic systems is naturally less strict than the deterministic one, as it takes into account
the disturbances’ probability distribution, instead of being bound by worst-case scenarios [28].
However, note that for Gaussian noise the notion of L2-gain, L∞-gain, and input-to-state
stability (ISS) are not applicable, as Gaussian noise is not bounded nor square integrable.
This does hinder the direct applicability of previous results on self-triggered control (STC),
e.g. [50, 21]. As such, extensions of the methods proposed here to a framework with bounded
perturbations are an interesting future direction.
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Chapter 3

Event and self-triggered control

The closed-loop system as in Figure 2-2 in the absence of a communications network can
be regarded as a conventional sampled-data system when the plant, sensors, actuators, and
controller are all collocated, for which analysis has been well established since the late 1950s
[139]. The existence of a (possibly shared) communications network in an networked cyber-
physical system (NCPS) poses fundamentally new challenges and opportunities. To alleviate
some of the drawbacks of networked control systems (NCSs) alternative sampling policies
such as event-triggered control (ETC) have been proposed. We will first discuss the case of
conventional periodic sampling, from here on referred to as time-triggered control (TTC).

3-1 Time-triggered control

In TTC the output γ(t) is sampled periodically with sampling period h ∈ R>0, and the
continuous-time plant

˜
P as in (2-1) can be discretized as

P :
x[k + 1] = Ax[k] + Bu[k] + Ew[k], (3-1a)

y[k] = Cx[k] + v[k], (3-1b)

such that x[k] = χ(h · k) with k ∈ N0. Given that the actuators perform a zero-order
hold (ZOH) (also called sample-and-hold [64]) the matrices A, B and E can be written as

A = eA·h, B =
∫ h

0
eA·t dt

˜
B, E =

∫ h

0
eA·t dt

˜
E. (3-2)

Under Assumption 1 the pair (A, E) is controllable which implies the load disturbance
w[k] ∼ N (0, Σw) is a non-degenerate independent and identically distributed (i.i.d.) Gaussian
random vector [28]. The covariance matrices Σw and Σv are then given by [131, 103]
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Σw =
∫ h

0
e˜

At

˜
E

˜
ETe˜

ATt dt, Σw ≈ ˜
Σν/h, (3-3)

where the latter becomes a better approximation for small values of h [131]. We see that for
TTC the analysis of the sampled-data system becomes rather straightforward. Of particular
interest is how to choose the sampling period h. To ensure stabilizability is maintained for
the sampled-data system, h must be non-pathological, which we define next.

Definition 3.1 (Non-pathological sampling [79]). Consider the continuous-time
plant

˜
P as in (2-1) and suppose h is chosen such that for all λp, λq ∈ λ(

˜
A) with

Re{λp} = Re{λq} we have Im{λp} ̸= Im{λq} · (2π · ℓ/h) for all ℓ ∈ N. Then, the
sampling period h is non-pathological.

Our interest in non-pathological sampling stems from the fact that the discretization P in-
herits some of the beneficial properties of the original continuous-time system as is captured
in the following lemma.

Lemma 3.1 ([17, Theorem 3.2.1]). Consider the continuous-time plant
˜
P as in (2-1)

and suppose Assumption 1 holds. Then, if the sampling period h is non-pathological
the pairs (A, B) and (A, C) corresponding to the discretized dynamics P as in (3-1)
are controllable and observable, respectively.

In light of Lemma 3.1, we will make the following assumption.

Assumption 3. The sampling period h is non-pathological. ♢

Note that for a sufficiently small sampling period h Assumption 3 is always satisfied [65].
Furthermore, if

˜
A only has real eigenvalues, then all sampling periods h are non-pathological

[4]. Although some detailed analytical results exist, in practice ad hoc rules are applied to
determine stabilizing sampling periods h (for instance, 20 times the bandwidth of the system
[45]) and whether Assumption 3 holds is checked a posteriori [86].
Whilst TTC has the benefit of making analysis simple it does have drawbacks, specifically in
an NCPS as discussed here. Since sampling happens at a fixed rate regardless of whether it is
really necessary or not, a TTC sampling policy is clearly a waste of communication resources
[61]. As such, one of the disadvantages of TTC is that it unavoidably brings heavy (traffic)
loads into the network, possibly leading to network congestion [139]. Furthermore, frequent
changes in the actuator state, and consequently in the control input, lead to unnecessary
energy consumption as well as actuator attrition [82]. To mitigate some of these drawbacks
an ETC sampling policy has been proposed.

3-2 Event-triggered control

ETC (first mentioned in [143] under the name Lebesgue sampling) is a sampling policy where
data is only transmitted upon the occurrence of an event. Such an event usually depicts
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an intolerable deviation of the state (or output) with respect to the last sample. As such,
the transmission times are determined online by means of well-designed triggering rules [30].
Several variants and classifications of ETC exist and an overview is shown in Figure 3-1.

We first introduce the relevant notation to describe ETC policies. Let ti ∈ R⩾0 denote the
time at which the i-th event occurs where, without loss of generality, we define t0 = 0 and
i ∈ N0. The i-th inter-event time (IET) τi = ti − ti−1 denotes the time between successive
events, where we similarly define τ0 = 0. Note that for TTC we have τi = h for all i ̸= 0
as the occurrence of an ‘event’ is solely time-based (see Figure 3-1a). However, for ETC
this is in general not the case, and sampling occurs aperiodically. Finally, the elapsed time
s(t) = minti⩽t t − ti ∈ [0, τi+1) depicts the time since the last event instance, where we will
often omit the explicit dependence on t for brevity.

In ETC, whether or not to transmit a new measurement over the communications network
is controlled by a triggering function ϕ : R × R2·nx → {0, 1}, where ϕ(s, ξ(t)) = 1 denotes a
new transmission (see Figure 3-1b and Figure 3-1c) and ξ(t) = col(χ(t), xi) for t ∈ [ti, ti+1)
denotes the augmented state vector. Here, xi = χ(ti) denotes the last sampled state instance.
In the following, we present the results as if the full-state χ(t) is available corresponding to the
case C = I. Later we will discuss the extension to direct output feedback and observer-based
output feedback (see §3-7).

The triggering function ϕ must be appropriately constructed to ensure closed-loop stability
and adequate performance. In principle, the triggering condition can be explicitly dependent
on the elapsed time s. This form of triggering condition is called dynamic ETC (see §5-
6). Here, we consider static triggering conditions (also called time-invariant [132]) such that
ϕ : R2·nx → {0, 1}, where extensions to dynamic triggering are left to future work.

A common type of static triggering condition is a quadratic type of the form

ϕ(ξ(t)) =
{

0 ξT(t)Q(σ)ξ(t) ⩽ ϵ,
1 ξT(t)Q(σ)ξ(t) > ϵ.

(3-4)

Here, Q(σ) ∈ R2·nx×2·nx is a symmetric matrix to be designed, where we will often omit the
parametric dependence on σ for brevity. The triggering parameter σ ∈ R⩾0 is a tuneable
parameter that determines how often events occur. As discussed in §3-5, the value of σ
will be decisive in guaranteeing both stability and performance of the closed-loop system.
Furthermore, the margin parameter ϵ ∈ R⩾0 is often beneficial in the presence of disturbances
to avoid excessive triggering [50]. In most cases, ϵ = 0 unless explicitly specified differently
(see §5-6). Note that many forms of triggering conditions in the literature can be written as
quadratic triggering conditions (see e.g. [61, 52]).

As is common in ETC literature, we introduce an upper bound τ̄ ∈ R>0 to the IETs, which
is a tunable design parameter. There are several reasons for the introduction of this upper
bound. For one, it enforces robustness of the implementation by establishing a heartbeat of
how frequently the plant state is desired to be monitored on the controller side [16, 85, 52].
Furthermore, as will become evident in §3-4 an upper bound is necessary for any self-triggered
control (STC) implementation to have a guaranteed finite search space. It is important to
note that an upper bound τ̄ does not adversely affect stability or performance in any way
(see Theorem 5.1). A sufficiently large choice for τ̄ often has no influence on an ETC policy
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Figure 3-1: Different sampling schemes, adapted from [68, Figure 1.4]. Note that in this section
we assume full-state feedback such that γ(t) = χ(t).

at all, as a largest IET often occurs naturally (e.g. for linear time-invariant (LTI) systems
without disturbances [79]).

As such, ETC poses the following two advantages compared to TTC:

• Less congestion: Fewer transmissions which lead to less network-induced phenomena
such as delay and packet drops [32, 48], as the available bandwidth in NCPSs is often
very limited [82, 138].

• Power saving: Due to the reduction in transmissions less energy is consumed which
maximizes network lifespan [54], as many components (sensors, actuators) are often
battery-powered [54, 32, 82].

• Reduced actuator attrition: Less frequent changes in control input lead to less
actuator attrition [82], due to reduced mechanical wear of the actuator [29].

In conclusion, the type of ETC policy considered here is summarized in the following assump-
tion.

Assumption 4. The triggering function ϕ is a static, quadratic triggering condition as in
(3-4) with upperbound on the IET τ̄ . ♢

As discussed, the construction of ϕ determines the closed-loop behavior of the system. Whilst
we can classify these triggering conditions as being static or dynamic, we can make a further
distinction based on whether the triggering function continuously monitors the plant’s output
or only does so periodically, respectively called continuous event-triggered control (CETC)
and periodic event-triggered control (PETC). We will briefly discuss CETC next after which
we will discuss PETC and some of the advantages compared to CETC.

3-2-1 Continuous event-triggered control

In CETC, the triggering function ϕ is presumed to be able to continuously monitor the state
χ(t) of the plant (see Figure 3-1b). Under Assumption 4 the sequence of triggering times
t1, t2, . . . , ti can be formally defined as [64]
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3-3 Periodic event-triggered control 13

˜
E : ti = inf

t
{t ∈ R>0, t > ti−1 | ξT(t)Qξ(t) > ϵ ∨ t = ti−1 + τ̄}. (3-5)

Note that these event times are only known at execution time, which makes analysis of ETC
systems significantly more challenging than TTC. From (3-5) we find that the IETs τi can
be any non-negative real number. For a more detailed overview of CETC we refer the reader
to the work of e.g. [64] and the references therein.

Whilst CETC provides a more straightforward framework to analyze closed-loop stability
compared to PETC (see §3-3), because an event can occur exactly when the relaxed (bound
on the) decrease of a continuous-time Lyaponuv function is violated, it poses two major
drawbacks. First, the practical implementation of CETC is difficult since specialized analog
event monitoring hardware is required to continuously monitor the system state χ(t) [48, 31].
As such, in practice, it may be unreasonable or impractical to retrofit an existing system with
such hardware [100, 127]. Second, the IET τi might be zero in CETC, leading to undesirable
and unimplementable Zeno behavior, which often happens when the state approaches the
origin [82]. Furthermore, it is generally difficult to prove the existence of a strictly positive
lower bound on the IETs for CETC [48]. Whilst modifications to CETC policies to overcome
some of these challenges have been proposed, in particular, time-regularized CETC (see e.g.
[13]), in part due to these limitations an alternative sampling policy called PETC has been
proposed.

3-3 Periodic event-triggered control

In PETC, rather than constantly monitoring the state χ(t), the state is only sampled peri-
odically with sampling period h ∈ R>0 to obtain x[k], similar to TTC. Different from TTC,
the sampled state being transmitted is again determined by a triggering function ϕ, similar to
that in CETC. As such, PETC can be considered as having traits of TTC, whilst benefiting
from an event-driven policy similar to CETC. This poses three of the main advantages of
PETC compared to CETC:

• Zeno-freeness: Due to the periodic sampling of the output, a PETC policy is guaran-
teed to have a smallest IET h ∈ R>0, which can be set as a design parameter [63, 48].

• Digital platform: The periodic sampling is better suited for practical implementations
on more standard time-sliced embedded software architectures [100, 61].

• STC conversion: A PETC policy can be readily transformed into an STC policy, at
least in the case the case of full-state feedback [61, 85].

As a drawback, stability analysis of PETC policies becomes arguably more involved, which
will be discussed in §3-5. Under Assumption 4, and by introduction of p[k] = col(χ(h·k), xi)
for ki ⩽ k < ki+1, the sequence of triggering times t1, t2, . . . , ti can be formally defined as [52]

E : ti = h ·min
k
{k ∈ N, k > ki−1 |pT[k]Qp[k] > ϵ ∨ k = ki−1 + κ̄}, (3-6)
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where κ̄ = ⌊τ̄ /h⌋ is an upper bound on the largest inter-event index. Because the state is
sampled periodically in PETC, the event times ti = h ·ki, with ki ∈ N0. Similarly, τi = h ·κi

where κi ∈ N for i ̸= 0 denotes the i-th inter-event index, with κ0 = 0. As such, using (3-1)
we can write the dynamics of the sampled state xi under an PETC policy as a switched
linear (SL) system given by

xi+1 = Aκi+1xi + Bκi+1ui + Ewi+1, (3-7)

where the inter-event indices κi = (ti − ti−1)/h are determined as in (3-6) at execution time.
Furthermore, the matrices Aκ, Bκ are given by

Aκ = Aκ, Bκ =
κ−1∑
ℓ=0

AℓB. (3-8)

Because w[k] is an i.i.d. Gaussian random vector with covariance matrix Σw, the load dis-
turbance wi ∼ N (0, Σw,κi), where

Σw,κ =
κ−1∑
ℓ=0

AℓΣw
(
AT)ℓ. (3-9)

Note that the random vectors wi are no longer identically distributed for all i. However, they
remain independent and as such E

[
wT

i wi′
]

= 0 for all i ̸= i′. We will revisit (3-7)-(3-9) when
constructing our proposed detector D in §5-2.

Let us first introduce the notation 1 ⩽ κmin and κmax ⩽ κ̄ as the smallest and largest inter-
event index for all pairs (x0, u0) ∈ Rnx ×Rnu , respectively, provided that u0 is the output of
the controller C with state c[0] ∈ Rnc to the input y0. Note that these are not tunable design
parameters but rather consequences of the choice of PETC policy and controller design C.
Whilst they can be hard to obtain a priori and are usually only known at execution time, in
the case of full-state feedback K the smallest IET κmin can be computed exactly as [32, 61]

κmin = min
κ

{
κ ∈ N | max{λ((Jκ−1

1 J0)TQ(Jκ−1
1 J0))} > 0

}
, (3-10)

with J0, J1 as in (A-2b). Furthermore, an upper bound on the largest inter-event index κ̄max
can be computed (provided it exist) as [51]

κ̄max = min
κ
{κ ∈ N |N(κ) ≻ 0}, N(κ) =

[
Aκ −BκK

I

]T

Q

[
Aκ −BκK

I

]
. (3-11)

This then can be used to set the upper bound κ̄ without affecting the PETC in any way (see
§3-2). This upper bound can, in general, be quite conservative (i.e. κmax < κ̄max). Note
that there exists a κ′ = κ̄max − 1 for which N(κ′) is not positive-definite (PD) (meaning for
those states q[k] for which qT[k]N(κ′)q[k] ⩽ 0 the mechanism E would not have triggered).
However, it can be the case that for all those states which satisfy the former, there exists a
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κ′′ < κ′ for which qT[k]N(κ′′)q[k] > 0 (meaning that for those states the PETC policy would
have already triggered).
It must be noted that any PETC implementation can always be chosen to arbitrarily closely
resemble the performance properties of a standard TTC periodic implementation as σ → 0
[60]. For this case, the PETC policy reduces (except possibly for a set with zero measure) to
TTC policy [68]. This motivates the introduction of the following definition.

Definition 3.2 (Nontrivial PETC, adapted from [36]). Consider the dynamics as
in (3-7) and suppose wi = 0 for all i. Then, if σ and C are constructed such that
κmax > 1 the PETC policy as in (3-6) is nontrivial.

Apart from the choice of (quadratic) triggering condition, and assuming an emulation-based
design where h has already been decided, both schemes come with three tunable parameters σ,
ϵ, and τ̄ (or κ̄). The latter of the three usually doesn’t impact performance in any way (under
Assumption 2), provided it is chosen sufficiently large. The triggering parameter σ must be
chosen with considerable care, as it does not only affect the rate of sampling but can lead to
a loss of stability if chosen too large (see §3-5). Finally, the margin parameter ϵ ∈ R⩾0 can
freely be chosen [21, Theorem 2] to trade-off network utilization with loss of performance, and
often leads to better results as the state trajectory approaches the origin and disturbances are
present [51] (see §5-6). As a final note, ϵ > 0 is often called mixed triggering in the literature
[14, 68], whilst σ = 0 is referred to as Lebesgue sampling[1] [28, 143].

3-4 Self-triggered control

So far, we have shown that ETC transmits a new measurement once an event has occurred.
One disadvantage of both CETC and PETC is that the state of the system still needs to be
monitored in between event times, be it continuously or periodically. Furthermore, the sensors
need to have sufficient computational capacity to implement the triggering function ϕ. Aimed
at achieving the same benefits as ETC, in self-triggered control (STC) the occurrence of the
next event time ti+1 is predicted at the controller side and transmitted to the sensors, meaning
the sensors can idle between sampling instances. This makes STC a proactive sampling policy
whereas ETC is a reactive one. Note that STC is a model-based approach, which often perform
better in NCPS [64]. The sequence of triggering times t1, t2, . . . , ti can be formally defined as
[64]

S : ti+1 = ti + Γ(xi, ui), (3-12)

where Γ : Rnx ×Rnu → R>0 is a to be designed event predictor function. A common strategy,
also considered here, is to choose Γ to emulate a PETC policy. This then leads to

Γ(xi, ui) = h ·max
κ
{κ ∈ N, κ ⩽ κ̄ | col(Φ(•), xi)TQcol(Φ(•), xi) ⩽ 0}, (3-13)

[1]Lebesgue sampling is sometimes also called send-on-delta [116], although here we reserve that term for
triggering conditions of the form ∥χ(t)∥ ⩾ ϵ which are also referred to as uniform sampling [62].
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where due to the inclusion of κ̄ we guarantee a finite number of conditions to check. The
state evolution function Φ(κ ; xi, ui) derived from (3-7) is given by

Φ(κ ; xi, ui) = Aκxi + Bκui. (3-14)

An STC policy poses three main advantages compared to PETC:

• Sparser sampling: Since the next sampling instance ti+1 is calculated in advance,
in between update times the sensor can idle potentially saving energy [32] (which is
especially beneficial when the nodes are battery-powered [100]).

• Computational complexity: The triggering condition and event prediction are checked
at the controller side where usually greater computational resources are available [6]. In
some applications, it may be unreasonable or impractical to retrofit an existing system
with event detectors, and as such an STC policy may be more appropriate [126].

• Reference tracking: As discussed in §3-6 STC might be better suited for tracking a
reference since r[k] (and future values) are available at the controller side and can be
incorporated into the triggering condition[2]. Furthermore, co-design methods might be
easier as the next sampling time and the actuation input can be jointly synthesized [53].

Furthermore, an STC policy gives the control system direct control over when to sample next,
which forms the basis for our proposed watermarking scheme (see §5-3). This comes with the
added benefit that the event predictor function Γ can thus also be interchanged at execution
time, which will be further discussed in §5-6.

We are now ready to introduce our considered architecture, which can be seen in Figure 3-2.
The design of the detector D will be discussed in §5-2. Here, [[•]] denotes a watermarked signal
(see Chapter 5). The augmented STC watermarking strategy will be discussed in §5-3. The
digital controller C as in (2-2), adapted for reference tracking, is given by

C :
c[k + 1] = Acc[k] + Bc(r[ki]− x̂i),

ki ⩽ k < ki+1,
(3-15a)

u[k] = Ccc[k] + Dc(r[ki]− x̂i). (3-15b)

Here, xi ∈ Rnx denotes the state estimate (see §3-7) and r[k] ∈ Rnx denotes the reference
signal to be tracked. To summarize, the sampled outputs are only transmitted to the controller
at the occurrence of an event with an in ETC policy, whilst for STC when to sample next is
decided on the controller side. Therefore, STC also permits greater control of the sampling
periods, at the cost of complicating the stability analysis (see §3-5). We will revisit this in
§5-3.

[2]This property of STC bears some resemblance with the preview capabilities of model predictive control
(MPC) [38].
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Figure 3-2: The considered NCPS architecture. Novel contributions are highlighted in blue.

3-5 Stability and performance

As with any control strategy, it is of vital importance whether the closed-loop implementation
will be stable. Since we are dealing with a sampled-data system, we aim to give stability
guarantees of the continuous-time closed-loop system [78]. Below, we reiterate the definition
of globally exponentially stable (GES) for continuous-time systems with (augmented) state
vector ξ(t). Note that since we are considering stability, this is equivalent to a zero reference
r[k] = 0, for all k (i.e. regulation).

Definition 3.3 (Globally exponentially stable (GES) [63, Definition II.2]). The
closed loop system as in Figure 3-2 is said to be GES if there exist constants γ, ρ ∈
R>0 such that

∥ξ(t)∥ ⩽ γ ·∥ξ(0)∥·e−ρ·t, ∀t ⩾ 0 (3-16)

holds for all ξ(0) ∈ Rnξ . Here, ρ is called (a lower bound on) the decay rate [58]
and γ is called the gain [33].

If the load disturbances and measurement noise are absent, the STC policy as proposed here
has an equivalent PETC implementation [32]. Then, borrowing from (3-1) we introduce the
augmented state vector q[k] such that q[k] = ξ(h · k). Note that in this case the limits
limt→∞ ξ(t) = 0 and limk→∞ q[k] = 0 are equivalent [65], as proven in the hybrid formulation
in [44, Theorem 4], and GES of the PETC guarantees stability of the continuous-time closed-
loop system [60].
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The aim is to determine a priori whether a given triggering matrix Q (parameterized by
a triggering parameter σ) provides stability. Of the several modeling choices available, a
piecewise linear (PWL) model is the least conservative in providing stability guarantees [63].
We introduce the augmented state vector q[k + 1] = col(x[k], c[k], yi, ui), with ki ⩽ k < ki+1,
following a similar approach as in [50] where we rewrite the centralized synchronous PETC
policy as [32]. We do this by combining (3-1) and (2-2) which gives

q[k + 1] =


A0q[k] + F 0

[
w[k]
v[k]

]
qT[k]Q̄q[k] ⩽ 0,

A1q[k] + F 1

[
w[k]
v[k]

]
qT[k]Q̄q[k] > 0,

(3-17)

where the matrices A0, A1 are given by

A0 =


A 0 0 B
0 Ac −Bc 0
0 0 I 0
0 0 0 I

, A1 =


A−BDcC BCc 0 0
−BcC Ac 0 0

C 0 0 0
−DcC Cc 0 0

, (3-18)

and the additive noise matrices F 0, F 1 and augmented triggering matrix Q̄ are given by

F 0 =


E 0
0 0
0 0
0 0

, F 1 =


E 0
0 −Bc
0 I
0 −Dc

, Q =


(1− σ2) ·I 0 −I 0

0 0 0 0
−I 0 I 0
0 0 0 0

. (3-19)

In case w[k] = 0, v[k] = 0 for all k, GES is guaranteed by the following theorem.

Theorem 3.2 (GES of PWL system, adapted from [58, Theorem 6.2]). Consider the
PWL system in (3-17) and suppose P 0, P 1 ≻ 0, αij , βij , πi, ρ ∈ R>0 with i, j ∈ {0, 1}
are the optimal solution toa

max ρ s.t. (3-20a)
e−2·ρ·h ·P i −AT

i P jAi + (−1)i ·αij · Q̄ + (−1)j ·βij ·AT
i Q̄Ai ≽ 0, (3-20b)

P i + (−1)i ·πi ·Q̄ ≻ 0. (3-20c)

Then, the closed-loop system as in Figure 3-2 is GES with (lower bound on the)
decay rate ρ.

aNote that (3-20b), (3-20c) are bilinear matrix inequalities (BMIs), which are normally in-
tractable, but can be computed employing a line search or bisection method over ρ.
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In the case of additive perturbations (i.e. δ(t) ̸= 0) one can use a (hybrid) linear impulsive (LI)
system model as in [50]. Such a system formulation for the architecture considered in Figure 3-
2, as well as the corresponding linear matrix inequality (LMI) conditions that need to be
checked, can be found in Appendix A-1.

Ideally, when additive Gaussian noise is present we would also like to confirm a type of
stochastic stability a priori. A natural choice of stability metric is that of mean square
stable (MSS) which we define below.

Definition 3.4 (Mean square stable (MSS), adapted from [26, Definition 6.C.3]).
The closed-loop control system as in Figure 3-2 with extended state vector q[k] =
col(x[k], c[k], yi, ui) for ki ⩽ k < ki+1 is said to be mean square stable (MSS) if
their exist a class KL function β and constant δ ∈ R>0 such that

E
[
∥q[k]∥2

]
⩽ β

(
E
[
∥q[0]∥2

]
, k
)

+ δ, k ⩾ 0 (3-21)

holds for all q[0] ∈ Rnx+nc+ny+nu.

The implication of Definition 3.4 is that the covariance of the state vector is finite. To the
best of the author’s knowledge, no results on MSS are available for the architecture considered
here, that being an STC policy and a dynamic controller. The results presented in [26, 6.C.2]
do provide a proof for sufficient conditions of MSS of PETC systems, but only for the case
of full-state feedback K and triggering condition ∥xi − χ(t)∥∞ > ϵ (i.e. modified Lebesgue
sampling). Possibly, these results could be extended to dynamic controllers and general
quadratic triggering conditions, and maybe under additional (more restrictive) assumptions
to STC, but no proof is provided at this time. A sketch of a proof for tackling the more general
case, but only for PETC, is provided in Appendix A-3-1. Therefore, we must introduce the
following assumption.

Assumption 5. The closed-loop system as in Figure 3-2 is MSS. ♢

It must be noted that most of the results, as presented above, do not apply to the closed-loop
architecture 3-2 in its entirety. As such, trade-offs must be made in the form of simplified
architectures to provide the relevant guarantees a priori. As such, in Chapter 5 we will
consider a dynamic controller but with full-state feedback C = I (meaning no observer is
present), whilst in Chapter 6 we will consider a static controller but with output-feedback
and an observer O, the design of which will be elaborated on in §3-7.

3-6 Triggering condition

In this section, we propose a new triggering quadratic triggering condition suitable for refer-
ence tracking. The relevance of quadratic triggering conditions has been argued in [63], and a
(non-comprehensive) overview is given in e.g. [61, 100]. The reference signal r[k] is assumed
to be periodic (see §5-1) and known in advance.
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It is well known that many signals in real processes are periodic and as such, periodic reference
tracking is a common task for many practical systems [84]. Examples of applications are power
supplies, robot manipulators, mechatronic rotary systems, and piezoelectric actuators [106].
The branch of control theory dealing with such periodic references (and periodic disturbances)
is named repetitive control.

In §3-2 a quadratic triggering condition of described by (3-4) was introduced. Here, we
propose a triggering condition suitable for reference tracking, given by

∥xi − x[k]∥ > σ ·∥r[k]− x[k]∥+ ϵ. (3-22)

Note that both σ and ϵ can in principle be both time-varying and state-dependent (see §5-6).
We can show that (3-22) is indeed a quadratic triggering condition by the introduction of the
augmented state vector q[k] = col(x[k], xi, r[k], ϵ) for ki ⩽ k < ki+1. The triggering condition
(3-22) can be written as

qT[k]Qq[k] > 0, Q =


(1− σ2) ·I −I σ ·I 0
−I I 0 0
σ ·I 0 −σ ·I 0

0 0 0 1

. (3-23)

The rationale behind this triggering condition is its resemblance to the widely used trigger-
on-relative-error triggering condition given by ∥x[k]− xi∥ > σ · ∥x[k]∥ [61]. In fact, when
r[k] = 0, for all k (regulation) and ϵ = 0 the triggering condition (3-22) becomes identical to
the former. Other similarities include that when the state vector x[k] is far away from the
reference, the right-hand side (RHS) of (3-22) will be larger, leading to sparser triggering.
This is desirable as the trajectory mainly needs to get closer to the reference and thus coarse
adjustments suffice. As the error decreases, more subtle adjustments in the actuation input
are required, which is achieved through a diminishing RHS.

The proposed triggering condition is in parts similar to the one proposed in [111], albeit their
triggering condition (and neglecting the disturbance dynamics) can be written as

∥xi − x[k]∥Wx
> ∥r[k]− r[ki]∥Wr

, (3-24)

where Wr ≻ 0 and Wx ≻ 0 are weighting matrices to be designed. Finally, note that whilst
the numerical results as in §5-5 use the triggering condition as in (3-22) our main findings
extend to general quadratic triggering conditions as well. To summarize, the STC controller
mechanism is given by (3-12), with Γ defined as in (3-13) and quadratic triggering condition
Q as in (3-23). For the stability analysis as performed in §3-5, one can take ϵ = 0, r[k] = 0
for all k and proceed with an identical analysis to conclude GES from there.

In this work, we are considering synchronous STC where, in conjunction with Assumption 2,
the measurement output and actuation input are updated at the same time. The triggering
condition Q as proposed in §3-6 is a modification of trigger-on-relative-state-error. Our
framework is in general not as restrictive and by modifying the triggering matrix Q, an STC

Master of Science Thesis B.G. (Bart) Wolleswinkel



3-7 Observer design 21

policy which takes into account both state and actuation error[3] can easily be incorporated
as well (see e.g. [61, 50]).

3-7 Observer design

Since STC predicts the evolution of the state vector, it relies on either full-state feedback or
observer-based output feedback. In this thesis, both scenarios are explored. In the case of
the latter, the full-order observer dynamics as shown in Figure 3-2 are given by

O : x̂i+1 = Aκi+1x̂i + Bκi+1ui + Lκi+1(yi −Cx̂i), (3-25)

where x̂i denotes the i-th state estimate. Similar to [2], here we are not concerned whether
the observer as in Theorem 3.3 is optimal in any sense, as we are only interested in stability
properties. More refined time-varying observers such as the one proposed in [4] can also be
considered. Furthermore, in the presence of bounded perturbations δ(t), extensions of the
results as presented in §5-1 to observers such as the ellipsoidal-based design proposed in [21],
and the special observer proposed in [50] are an interesting future direction.

The aim is to design an event-triggered observer, where we share the contention of [6] that
it is better to place the observer on the controller node rather than a sensor node, since the
former is where greater computational resources are usually available. For simplicity, we are
considering a stationary filter as in [8]. Note that we are interested in preserving stability,
which can be guaranteed by the following theorem.

Theorem 3.3 (Switch-invariant observer gain [2]). Consider the closed-loop dy-
namics as in Figure 3-2 and suppose Assumption 1-3 hold and 0 ≺ W 1 ∈ Rnx×nx,
W 2 ∈ Rnx×ny are the optimal solutions to

min tr(W 1) s.t. (3-26a)[
W 1 − I AT

κ (W 1 −W 2C)T

⋆ W 1

]
≽ 0, 1 ⩽ κ ⩽ κ̄. (3-26b)

Then, Lκ = W 91
1 W2, for all κ is a static observer gain which renders the observation

errors x̃i = x̂i − χ(ti), with x̂i as in (3-25), GES [4, Lemma 3].

Note that (3-26) might be infeasible for the chosen κ̄, which implies a smaller κ̄ must be chosen.
Following the approach as in [6, Assumption 1], we here propose an identical constraint. Let
us define the subsystem

˜
G as the interconnection between the plant

˜
P (with C = I), the

sensors and actuators, the digital controller C and the STC policy S. We make the following
assumption.

[3]This is in fact another benefit of STC, since the triggering is centralized and access to the current output
u[k] is available (which is not necessarily the case for PETC).
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Assumption 6. The subsystem
˜
G is input-to-state stable (ISS) with respect to observation

errors x̃. ♢

We postulate that the closed-loop system as in Figure 3-2 can be shown to be ISS to ob-
servation errors. A sketch of the proof is provided in Appendix A-3-2. However, at this
time no complete proof is provided, which is left to future work. Note that in the case
of a full-state feedback controller K the results in [5] can be used directly and Assump-
tion 6 is guaranteed to hold. We are in general interested in dynamic controllers C, as
proportional–integral–derivative (PID) controllers are one of the most common types of con-
trollers in industrial control systems (ICSs) [62, 133], especially for reference tracking. How-
ever, the majority of the literature on STC has been written for full-state feedback controllers
and as such, stronger results are available for these types of systems. Nonetheless, reference
tracking using a proportional gain is a form of full-state feedback (e.g. proportional-only con-
trollers), which are still widely used in industry [35]. Therefore, results for full-state feedback
(with application to reference tracking) are interesting in their own right.

Combining the results from Theorem 3.3 and Assumption 6 we can use the result of [5,
Theorem 4], which utilizes the fact that the cascade of two ISS systems is itself ISS, and
conclude that the closed-loop system as in Figure 3-2 is GES. As discussed in §3-5, GES
stability in the absence of both load disturbances and measurement noise might imply MSS
of the STC in the presence of noise. Here, we only demonstrate MSS qualitatively through a
numerical simulation (see Chapter 5). Finally, in line with [21, Remark 6], these results can
be extended to general quadratic triggering conditions Q. The specific choice for (3-23) is
mostly for convenience and demonstrative purposes.
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Chapter 4

Adversary model

Recent years have shown increased vulnerability of networked cyber-physical systems (NCPSs)
to malicious cyberattacks. The rise of malware and computer worms, with prominent exam-
ples being Stuxnet [37, 105], BlackEnergy [75, 128], and INDUSTROYER [20], specifically
targeted at industrial control systems (ICSs) is worrisome [107]. Furthermore, since many
cyber-physical systems (CPSs) use of-the-shelve information technology (IT) solutions, even
for critical infrastructure, this can lead to additional vulnerabilities [109]. As such, in addition
to providing safety in the control system, there is a necessity to also provide security.

Secure control borrows substantially from the field of fault-tolerant control. However, the
detection of maleficent attacks is arguably more challenging than fault detection [37]. For
one, different from fault diagnostics, attacks might not follow a (discernible) statistical pattern
and can be either partly or fully deterministic [24] (see e.g. §6-3). Furthermore, the adversary
is usually intelligent and can actively try to deceive any detector logic present in the control
system [37] (see e.g. §5-1). Finally, the possibility of a network being compromised means
the control system is dealing with a persistent fog-of-war, and can not rely on knowledge of

A

Adversary

×

×

Plant side

Controller side

u
†
i

au,i

+

ui

+

1

ui

0 Ξu,i

yi

ay,i

+

yi

+

1

y
†
i

0Ξy,i

[[ti+1]]

Figure 4-1: Considered adversary model, adapted from [108, Figure 4]
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events at the plant side. As such, attack detection solely based on the received measurement
is the only scheme with practical viability, which is not always taken into consideration in the
literature.
As an NCPS contains a (wireless) communications network, its susceptibility to cyberattacks
is heightened. In this section, we will discuss the capabilities at the disposal of an intelligent
adversary and the restrictions imposed on them. In general, an adversary model is a way of
restricting the scope of the problem and is necessary if any insight is hoped to be achieved
[15]. Importantly, a NCPSs can thus only be secure as long as our adversary model and trust
assumptions are satisfied in practice.
The adversary model

˜
A (in its most general form) considered here can be seen in Figure 4-1.

The signals au,i, ay,i denote the attack vectors acting on the input and output respectively,
which can be chosen by the adversary to construct an attack. The signals Ξu,i, Ξy,i ∈ {0, 1}
denote jamming signals of the C2A and S2C channels respectively, and are usually subject to
energy constraints [136]. Finally, note that the adversary

˜
A has access to the next sampling

instance [[ti+1]] as transmitted by the self-triggered control (STC) mechanism.
The model in Figure 4-1 captures the broadest class of possible adversaries. Here, the dashed
line around the adversary denotes the uncertainty about the presence of the adversary. We
refer to this as a Byzantine adversary model, the definition of which is given below. This
indicates one of the fundamental challenges in secure control, namely the detection of an
attack (and thereby confirming the presence of an adversary). Furthermore, together with
assumptions on the capabilities of the adversary allow us to further classify said adversaries.

Definition 4.1 (Byzantine adversary model, adapted from [88]). Consider the ad-
versary

˜
A as in Figure 4-1 and suppose the adversary satisfies (some of) the following

conditions:

I. Complete system knowledge: The adversary is omniscient and knows the
exact plant dynamics and controller architecture

˜
P, C, S, and O [95, 92].

II. Detection procedure: The adversary is aware of the existence and model of
any detector D [56].

III. Perfect disclosure: The adversary has access to all real-time measurements
and control inputs ui, yi [80, 16, 56].

IV. Arbitrary modifications: The adversary is able to modify the signals u
′
i, y

′
i

arbitrarily [56, 92].

When
˜
A satisfies all of the former conditions we call it a strong Byzantine adversary.

If it only satisfies conditions III and IV we call
˜
A a weak Byzantine adversary.

It might sound unreasonable to expect an adversary to have full model knowledge. However,
the threat of strong Byzantine adversaries should not be taken lightly, as data breaches
through not only phishing [19] but also through specialty-crafted malware (e.g. Havex [40]),
are relatively common [114]. Furthermore, the insider threat is critical in large infrastructures,
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Figure 4-2: Attack space with common and proposed attacks, adapted from [124, Figure 1]

as these systems usually involve many employees [91]. This has been exemplified in the
Maroochy sewage spill in 2000 [117, 56]. Problematically, such insiders do not only possess
detailed knowledge of the control systems but often also have the engineering know-how on
how to craft sophisticated attacks.

We model the attacks as occurring at the network level, but attacks might alternatively utilize
compromised target endpoints (i.e. sensors, actuators, or even controllers). In practice, this
scenario is actually more common as malware installed on system hardware is often where
attacks originate [67]. Precisely these target endpoints are usually the weakest link in an
NCPS due to the use of commodity IT product [118, 104]. The latter does not alter the
applicability of our proposed method in any way, and therefore we focus on the former (and
most common in CPS literature) modeling paradigm.

4-1 Types of attacks

With the distinction between adversaries made in Definition 4.1, common attack types as
mentioned in the literature can be categorized, which are depicted in Figure 4-2. The two
types of attacks highlighted in red denote a replay attack as discussed in Chapter 5, and
a modified zero dynamic attack (ZDA), called a switched ZDA, which is elaborated on in
Chapter 6. The threat of eavesdropping and possible countermeasures can be found in e.g.
[140, 20]. Denial-of-services (DoSs) on event-triggered control (ETC) control systems are
discussed in e.g. [30, 121], and more information on false data injection (FDI) is provided in
e.g. [89, 47].

Inspired by [124], to classify both the system knowledge and disclosure resources of the ad-
versary as depicted Figure 4-2, we borrow the concept of information Ia(t) from a game
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theoretical framework. The set Ia(t) represents all the information available to the adversary

˜
A at time instance t. Naturally, for a strong Byzantine adversary we have {

˜
P, C,D} ⊂ Ia(t)

for all t. The information needed corresponding to respective attacks is described in Chapter
5 and Chapter 6.

4-2 Objective and constraints

With the assumptions on
˜
A in place, we must naturally introduce an objective and any

possible constraints of an attack as constructed by the adversary. Here, we consider a similar
objective to that in [57, 67] for which we introduce the definition of a safe region.

Definition 4.2 (Safe region). A safe region Xs ⊂ Rnn is a bounded set that ensures
the safety. Under nominal system operations χ(t) ∈ Xs for all t ⩾ t0

a.
aNote that in the presence of load disturbances or measurement noise, the above definition

cannot be guaranteed and a probabilistic model should be used instead, i.e. P[χ(t) ∈ Xs] ⩾ ps.

The introduction of a safe region is natural in a practical control framework, as the comple-
ment of such a region might represent states in which, for example, the pressure of a holding
vessel will exceed its pressure rating or the level of a liquid in a tank exceeds its capacity [67].

As is common in secure control literature [91], we assume the system has been in operation
for a sufficiently long time such that we can model the system as having been initialized at
t = −∞, which is reasonable as control systems usually run for a long time [90]. Without
loss of generality, we assume an attack occurs no earlier than t0 = 0. Since we propose a
residual-based detector D (see §5-2), the notion of an ϵ-stealthy attack is repeated here in
light of the proposed framework.

Definition 4.3 (ϵ-stealthy attack, adapted from [123]). An attack is said to be
ϵ-stealthy with respect to a detector D if ∥zi∥ ⩽ ϵ for the entire attack duration.

Here, zi = yi −Cdi denotes the residual from the detector (see §5-2). Similar to the frame-
works of [70, 69] we can state the goals of our adversary as follows:

• Objective: Construct a disruptive attack such that for some finite t > t0 the state
vector χ(t) /∈ Xs as by Definition 4.2.

• Constraint: The attack must remain stealthy as per Definition 4.3 for the entire du-
ration of the attack or until the former objective has been accomplished.

We denote an attack as being successful if the objective is fulfilled without violating the
constraint. Note that in the case of load disturbances ω̇(t) there is always a non-zero chance
that the state trajectory leaves the safe region Xs, making Definition 4.2 ambiguous. As
such, guarantees will be given in the absence of noise in Chapter 6 and in Chapter 5, we will
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merely provide illustrative examples of successful attacks (although these can be extended
to probabilistic guarantees). Finally, to avoid detection stemming from secondary sources
(e.g. physical inspection, system resets), the attack should preferably be carried out in the
shortest time possible. This could be an additional performance metric for constructing
efficient attacks, but such extensions are left to future work (see §7-2).

Finally, we summarize our contributions here and categorize them relative to existing coun-
termeasures in the literature (see §5-1-1 and §6-2-2). We extend the framework for secure
control from [124] with the added definition of isolation, as proposed in [41]. These results
can be seen in Table 4-1. Note that attack mitigation, which is supposed to ensure graceful
degradation of the systems until the attack has subsided, has received little to no attention
in the literature.

Table 4-1: Categorization of attacks, adapted from [124]

Detection Isolation Mitigation Prevention

Replay attacks §5, [90, 47] [41]
(Switched) ZDAs [95, 123] §6, [69]
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Chapter 5

A self-triggered control watermarking
scheme

In this section, we investigate the threat posed by replay attacks to control systems, and we
propose a novel self-triggered control (STC) watermarking scheme. At the end of this chapter,
we provide illustrative examples to support our findings.

Replay attacks are of particular interest since they are simple to implement by an adversary
without advanced knowledge of the system or skills to decrypt messages [131]. Furthermore,
according to [105] the infamous Stuxnet worm remained hidden for long periods of time
in part because it utilized a replay attack. As such, these types of attacks have received
considerable attention in the literature.

Control systems are especially vulnerable to replay attacks during steady-state operation,
as past and future outputs are (statistically) indiscernible, and while tracking a periodic
reference. The latter is a common task in industrial control systems (ICSs) (see §3-6) and as
such will be the main focus. Replay attacks whilst the system is in steady state are further
discussed in §5-6.

5-1 Replay attacks

A replay attack is an attack where the adversary replays past recorded outputs to the con-
troller, whilst disregarding the true current outputs of the plant. If feedback is employed (as
is the case here), then these false sensor measurements will lead to corrupted input signals to
the actuator [67], which can push the state trajectory outside the safe region Xs. Sometimes,
adversaries are considered who have disruption capabilities of the C2A channel (see e.g. [41]),
but this is in general not necessary as even stable systems are susceptible to disruptive replay
attacks (see Figure 4-2). Below, we give the definition of a replay attack considered here,
adapted to an STC system as outlined Figure 3-2.
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Definition 5.1 (Replay attack). During a replay attacka initiated at time Ta > t0,
the measurement outputs as received by the controller are given by

y′
i = yi−∆i, ∀ti ⩾ Ta, (5-1)

where ∆i is the loop (or delay) length.
aMore accurate would be to call this a delay attack (see e.g. [7]), but the extension to a more

sophisticated scheme where past data is replayed on a loop (see e.g. [41, 9]) is straightforward.
Considering that the objective of the attacker is to leave the safe set Xs in finite time, choosing a
large enough ∆i is sufficient for demonstrative purposes.

Different from time-triggered control (TTC), where the adversary can replay the outputs at
a predetermined time, we here consider a more compliant replay attack where the adversary
replays a measurement at the time [[ti+1]] as requested by the STC policy. Note that our
proposed detection method does not exploit the consistency of these inter-event times (IETs),
and thus an adversary not complying with the next sampling instance will (in principle) not be
detected based on that discrepancy. This is, however, desirable from a robust and networked
control perspective, as even in the absence of an adversary the sensors might not be able to
comply (exactly) with the next IET as communication delays and package drops are bound
to occur [127].

In this chapter, an adversary is considered who has taken control of the S2C channel (see
Figure 3-2) and can both eavesdrop as well as manipulate the packages sent over the chan-
nel. Furthermore, the adversary is a weak Byzantine adversary, as captured in the following
assumption.

Assumption 7. The information available to the adversary
˜
A at time t ∈ [ti, ti+1) is given

by Ia(t) ⊇ {t0, . . . , ti ∧ y0, . . . , yi}. ♢

The two parameters Ta and ∆i need to be (correctly) chosen by the adversary to avoid
detection (see §5-5). Specifically, given a periodic reference to be tracked with period Tr,
we have that ∆T =

∑ℓ·∆i
i=1 τi ≈ Tr, ℓ ∈ N, i.e. the loop length must be approximately equal

to an integer multiple of the period of the reference signal. Note that by Assumption 7 an
adversary can (approximately) recover Ta from the observer outputs y0, . . . , yi and τi from
the past event times ti. The effect of ∆i on the success of the attack is further elaborated on
in Appendix A-4.

Note that here we assume the communication channels are unencrypted, as is the status quo
in networked cyber-physical system (NCPS) [39, 118] (as most messages in control systems
are not confidential [118]). If the S2C channel is encrypted, replay attacks are still possible[1].
In that case, we assume that Ia(t) =

{
T̂r∧t0, . . . , ti∧y0, . . . , yi

}
, where T̂r denotes an estimate

of the reference period (which an attacker might obtain from knowledge of the process) and
yi denotes the i-th encrypted sampled output. Note that ti would still be available to the
adversary, not from the contents of the packages, but based solely on the time yi is transmit-
ted. Basically, whilst encryption provides confidentiality of the messages, it does not provide
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secrecy, which the adversary can exploit. In the following, we show that Assumption 7 (or
the relaxed one here) is sufficient to construct a replay attack.

5-1-1 Existing countermeasures

There exist several proposed countermeasures for detecting replay attacks in the literature.
For instance, [34, 76] propose a symmetric linear encryption and decryption scheme for the
detection of what they call generalized replay attacks (more similar to false data injection
(FDI) attack, see Figure 4-2). In [105], an inversion-based watermarking scheme for detecting
replay attacks during reference tracking is proposed. However, they do not consider load
disturbance or measurement noise. An event-triggered watermarking strategy for constant
references is proposed in [9], but they restrict themselves to a triggering condition of the form
∥x[k]− r∥ ⩾ ϵ and again only consider the deterministic case. Here, we will consider two
prominent forms of watermarking, namely additive and multiplicative watermarking, which
we introduce next.

Additive watermarking as first proposed in [90] was one of the first deterrents against replay
attacks. In (dynamic) additive watermarking, a watermarker W (see Figure 5-1a) is added
after the controller, which is given by

W : [[ui]] = ui + ∆ui, (5-2)

[1]Note, however, that if encryption is present then time-varying session keys such that identical outputs lead
to different ciphertexts are a better alternative, provided the computation resources are available [118].
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Figure 5-1: Overview of (a) additive watermarking and (b) multiplicative watermarking
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where ∆ui ∼ N (0, Σu) is additive zero-mean Gaussian noise. Extensions for watermakers
with data-driven [81] and non-Gaussian distributions [59] are possible. With a standard χ2

detector, replay attacks can be detected, induced by a different realization of ∆ui when the
outputs are replayed. The main disadvantage of the proposed scheme is that the added input
noise ∆u(k) leads to a performance deficit [134, 90]. As noted in [37], such a watermarker W
may result in the waste of control cost especially when the attack is absent.

Proposed as an alternative to mitigate the performance loss caused by additive watermarking,
(dynamic) multiplicative watermarking [41] is a scheme where outputs are filtered at the
sensors by a watermarker W, after which they are transmitted over the network and then
equalized at the controller side by an equalizer Q (see Figure 5-1b). The method proposed
is applicable for single-input and single-output (SISO) systems but can readily be applied to
multiple-input and multiple-output (MIMO) systems by considering ny pairs of watermarkers
and equalizers. The watermarked measurement [[yi]] is obtained by passing yi through the
watermarking filter W given by

W : W (z ; θ(ti)) =
(

Aw Bw

Cw Dw

)
, (5-3)

where the explicit dependence on θ(ti) for Aw(θ(ti)), Bw(θ(ti)), Cw(θ(ti)) and Dw(θ(ti))
has been omitted for brevity. The design of the matrices is given by

Aw =
[

0 I
0T

]
, Bw =

[
0
1

]
, Cw = θT(ti), Dw = θ1(ti), (5-4)

with the identity matrix I and zero matrix 0 of appropriate sizes (see [41]). The equalizer Q
is given by

Q : Q(z ; θ(ti)) =
(

Aw −BwD91
w Cw −BwD91

w
D91

w Cw D91
w

)
, (5-5)

which are designed such that Q(z ; θ) ·W (z ; θ) = 1,∀z and
∣∣Q(z ; θ′) ·W (z ; θ)

∣∣ ≫ 1 when
θ′ ̸= θ for most z. Thus, the finite impulse response (FIR) watermarking filterW is minimum-
phase, and Q is its stable inverse when the parameters θ are matched. Here, the time-varying
parameterization vector θ(ti) is the shared secret between the controller and the sensors. To
ensure synchronization at switching times the internal states of W and Q are both reset to
0. As such, when ay,i = 0, for all i, we have that the equalized output ⌞

⌜y′
i⌟
⌝ = yi.

5-2 Event-triggered χ2 detector

To detect replay attacks the most common type of detector used is a χ2 detector [131, 37].
This type of detector is a residual-based detector, which means it exploits model knowledge
and distribution properties of the load disturbance and measurement noise. An alarm is
raised through a binary hypothesis test, which is used almost exclusively in cyber-physical
systems (CPSs) [140, 37], given by [108]
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gi

H1

≷
H0

ηi,
H0 : Nominal system operation. (5-6a)
H1 : System under attack. (5-6b)

Here, gi is a scalar detection signal computed by the detector D, which is then compared
to a (possibly constant) threshold value ηi. The main idea behind a detector is the use of
an estimator to forecast the evolution of the system [92]. As we are dealing with a switched
linear (SL) system (see (3-7)) we model the residual-based detector D as a time-varying
Kalman filter given by [125]

D :

di | i−1 = Aκidi−1 + Bκiui−1, (5-7a)
Σx,i | i−1 = AκiΣx,i−1AT

κi
+ Σw,κi , (5-7b)

H i = Σx,i | i−1AT
κi

(CΣx,i | i−1CT + Σv)91 (5-7c)
di = (I −H iC)di | i−1 + H iyi (5-7d)

Σx,i = (I −H iAκi)Σx,i | i−1 (5-7e)

where (5-7a)-(5-7b) and (5-7c)-(5-7e) denote the prediction step and denote the update step,
respectively. Note that by Assumption 1 and Assumption 3 observability holds for all IETs.
Furthermore, as a detection mechanism we use a standard (static) χ2 detector D (see Figure 3-
2) as

D :
zi = yi −Cdi, (5-8a)
gi = zT

i (CΣx,iC
T + Σv)91zi, (5-8b)

where gi is the detection signal which is fed through a binary hypothesis test as in (5-6). The
above detection scheme is similar to the one proposed in [91] only here modified for an STC
policy. Extensions to more sophisticated (dynamic) detectors (see e.g. [92, 81]) are possible
but left to future work. The detector proposed above suffices for demonstrative purposes.
Note that (5-7c) requires inverting a matrix online, which might be an expensive procedure.
As such, we propose an alternative method for constructing a (sub-optimal) switched observer
gain Hκ offline, which can be found in Appendix A-2.

For any fixed i, it is easy to verify that the detection signal gi as given in (5-8b) follows a χ2

distribution with ny degrees of freedom, which stems from the fact that the detector residual
zi ∼ (0, CΣ⃗x,iC

T +Σv) [89, 131]. As such, calculating the static threshold η based on a false
alarm rate pfp ∈ (0, 1) is straightforward, and given by [59]

η = 2 ·P 91
(

ny

2 , 1− pfp

)
, (5-9)

where P 91 denotes the inverse regularized lower incomplete gamma function. Note that whilst
in general it is desirable to choose the false alarm rate pfp small (enough), one can not make it
arbitrarily small without loosing detection probability in our proposed method, or incurring
a large control cost in the case of additive watermarking (see §5-1-1).
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It must be noted that the reason for considering a static observer gain for O as discussed in
§3-7 and a different, time-varying observer gain for our proposed detector D, is that for the
former we were only interested in guaranteeing stability of the STC implementation in the
absence of noise, which can be achieved through Theorem 3.3. However, here we are instead
interested in creating a close match in the distribution of the residual and the state vector
of the plant, which can be achieved through the detector D as proposed in (5-7). Since the
detector D is modular and does not affect stability in any way, it can be neglected in the
stability analysis as performed in §3-7.

Finally, since we are dealing with a non-zero false alarm rate pfp we make the following
assumption [41, Assumption 2], which constitutes the worst-case scenario when considering
replay attacks. In practice, this is rather common as a sufficiently low pfp is desirable from
an economic and labor perspective.

Assumption 8. No false alarms are triggered during the interval [Ta −∆T, Ta). ♢

In the absence of watermarking, under Assumption 8, a replay attack becomes ϵ-stealthy with
respect to a χ2 detector [90]. The loop length ∆i must, however, be appropriately chosen to
not trigger an alarm as the first replayed measurement is received (see Appendix A-4). As
the plant is running in an open loop during a replay attack, and the control inputs ui are not
based on the genuine outputs of the plant, the attack can become disruptive as well given a
sufficiently large t.

5-3 Augmented triggering design

In order to detect a replay attack, any output yi replayed at a later time must not invoke the
exact same control action and as such, produce a (statistically) identical proceeding output.
Thus, a time-varying component must be added to check the consistency of the received
output. In additive watermarking, this time-varying component comes from the realization
∆ui which differs from the one at ∆ui−∆i. In multiplicative watermarking, this is induced
by the time-varying parameter vector θ and the internal states of W and Q being different
from that at time Ta −∆T . In an STC policy there is one extra degree of freedom, namely
the next sampling period ti+1 [4]. Our proposed countermeasure to replay attacks is based
on exploiting this additional degree of freedom in order to detect replay attacks.

Theorem 5.1 (Early triggering [50, Collary 3]). Consider a STC policy S and
suppose the closed-loop system as in Figure 3-2 is GES. Then, any alternate STC
policy S ′ for which τ ′

i+1 ⩽ τi+1, for all pairs (xi, ui), guarantees closed-loop stability
and ensures equal or better control performance.

The intuition behind Theorem 5.1, at least for quadratic triggering conditions, is that quite
often a triggering condition is a surrogate for ensuring the decrease of (a bound on) an
underlying Lyapunov function. Then, triggering no later will thus always ensure this decrease
is maintained and thus preserve stability. Whilst [49] propose early triggering to achieve a
near-maximal average IET, in this work, we show that early triggering can also be exploited
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for the detection of replay attacks. In a similar fashion to [49], we will regard the next inter-
event index computed by Γ in (3-13) as a deadline, which we will denote by κ̄i+1. We propose
a non-deterministic STC watermarking scheme as

S : [[ti+1]] = ti + h · [[κi+1]], [[κi+1]] ∼ p(κ | κ̄i+1 ; x̂i, ui), (5-10)

where [[κi+1]] denotes the (i+1)-th watermarked inter-event index, and p denotes a probability
mass function (PMF) with support {1, . . . , κ̄i+1} given by

p(κ | κ̄i+1) =
{

pκ, 1 ⩽ κ ⩽ κ̄i+1

0, otherwise.
(5-11)

Here, the entries pκ ∈ [0, 1] are to be designed (see §5-3-1) in order to aid reliant and swift
detection of replay attacks. Note that pκ and thus the distribution of [[κi+1]] in general depends
on the current state (estimate) and input, which have been omitted in (5-11).

On a side note, one way to guarantee Assumption 5 holds is to use the quadratic triggering
condition ∥xi − χ(t)∥ > ϵ as in [26], which can be shown to always trigger no later than
the modified Lebesgue sampling they propose (see Appendix A-3-1). As such, this preserves
stability as by Theorem 5.1. By implementing this periodic event-triggered control (PETC)
policy at the sensor side, where now the new event time ti is given by

E : ti = h ·min
k
{k ∈ N, k > ki−1 |pT[k]Qp[k] > ϵ ∨ k = ki−1 + [[κ̄i]]}, (5-12)

we can guarantee mean square stable (MSS). In this way, the true deadlines are determined
by the PETC policy, whilst [[κi+1]] sets an upper bound to the next inter-event index, creating
a hierarchical structure. As our STC policy constitutes early triggering, it is reasonable to
assume that the majority of the time the next sampling time ti+1 as demanded by the STC
policy is chosen, meaning the alterations would not be too intrusive to the framework proposed
here. Still, at this time this solution is not implemented, and whether Assumption 5 holds is
checked a posteriori.

To the best of the author’s knowledge [9] is the first to consider an event-triggered control
(ETC) watermarking scheme for replay attacks. However, our framework proposed deviates
significantly from the one they propose. For one, they consider replay attacks in the absence
of load disturbances and measurement noise (i.e. deterministic systems), and they state that
steps need to be taken to characterize the detectability trade-offs when random disturbances
naturally enter the system model. Furthermore, their triggering condition is restricted to
a send-on-delta condition ∥r − x[k]∥ with constant reference r[k] = r, whilst we consider
time-varying periodic references.

Finally, note that for the proposed early triggering mechanism to succeed, the STC policy
needs to be non-trivial (see Definition 3.2). This might not always be straightforward to
guarantee. For example, the STC policy as proposed in [50], which takes into account worst-
case bounded perturbations, tends to yield periodic control as the state approaches the origin.
Obviously, our proposed scheme would thus not be applicable to such an STC policy.
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5-3-1 Optimal watermarking scheme

Given the early triggering approach, we would like to design pκ such that the missed detection
rate pfn is as low as possible. In the absence of an attack, the false alarm rate follows

P[gi > η |H0] = pfp, ∀i. (5-13)

If we assume the system has been running for a prolonged period of time (i.e. t = −∞),
under a replay attack the replayed measurements are drawn from the same early triggering
distribution. As such, the missed detection probability at event i can be written as

P[gi < η |H1 ; xi, ui] = pfn =
κ̄i∑

κ,κ′

pκ ·pκ′ ·
{

1− pfp, κ = κ′,
I(µκ, µκ′ , Σκ, Σκ′ ; η), otherwise.

(5-14)

Note that we are only considering the probability of detection between two events instead of
detection over multiple events. The rationale behind this is that we are interested in timely
detection before the attack can inflict any physical damage to the control system. Here, the
integrand I : Rny × Rny × Rny×y × Rny×y → [0, 1] is given by

I(µκ, µκ′ , Σκ, Σκ′ ; η) =
∫
· · ·
∫

E(µκ,Σx,κ ;η)

N (µκ′ , Σx,κ′) dV , (5-15)

where the hyper-ellipsoid E(µ, Σ ; η) =
{

xi ∈ Rnx
∣∣ (xi − µ)TΣ(xi − µ) ⩽ η

}
. Two observa-

tions can be made from (5-14). First, the missed detection rate pfn is, as expected, a function
of the false alarm rate pfp. Similarly, note that η is also a function of the false alarm rate as
outlined in (5-9). If pκ̄i = 1 and pκ = 0 for all κ ̸= κ̄i, which is the case when no watermarking
is present, we have pfn = 1− pfp which is undesirable as this implies a high missed detection
rate. Second, expression (5-15) represents the volume integral over a hyper-ellipsoidal region,
which can be difficult to obtain in practice.

Our goal is to construct the entries pκ of (5-11) to aid detection of replay attacks. Given that
κ̄i ⩽ κ̄ <∞, there are finitely many probabilities to determine. For convenience we introduce
p = col(p1, . . . , pκ̄i) ∈ Rnp , with np = κ̄i, as our decision variable. Ideally, we would like to
choose the weights to minimize the missed detection rate pfn during an attack, which we can
write as

min
p

pfn(p) s.t. (5-16a)

∥p∥0 = 1, (5-16b)
0 ⩽ p ⩽ 1, (5-16c)

Due to the impossibility of computing the detection probability in closed-form [91], only a
relaxed version of the original optimization problem (5-16) is solved. Recognizing that there
is an inherent trade-off between obtaining the largest IETs and reliant attack detection, we
propose an alternative problem formulation given by
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min
p

pTWpp + γTp s.t. (5-17a)

∥p∥0 = 1, (5-17b)
0 ⩽ p ⩽ 1. (5-17c)

where Wp ≻ 0 and γ ∈ Nnp are a matrix and vector, respectively, to be designed. Note that
the parametric dependence on x̂i, ui has been omitted for brevity. Here, the entries of Wp

should reflect how different values of pκ effect the missed detection rate whilst γ is a penalty
factor for inducing early triggering. In general, constructing Wp is hard and compromises
have to be made. Since (5-15) is cumbersome to evaluate numerically, as an alternative we
propose to incorporate the Kullback-Leibler (KL) divergence of the residuals under different
inter-event indices κ into the matrix Wp. The rationale behind this is that residuals coming
from distributions with large divergence have a high chance of triggering an alarm (and thus
lower the missed detection rate). Given the current state estimate and input x̂i and ui,
respectively, the residuals of the detector as in (5-8a) follow a normal distribution. We can
define this distribution Nκ by its mean µκ and covariance Σκ, which are given by

µκ = Φ(κ ; x̂i, ui), (5-18a)
Σκ = CΣw,κCT + Σv, (5-18b)

where Φ and Σw,κ, Σv are defined as in (3-14) and (3-9), (3-3), respectively. For two normal
distributions Nκ and Nκ′ , both of dimension ny, the KL divergence is known in closed form
and given by [11]

DKL(Nκ∥Nκ′) = 1
2 ·
(

(µκ′ − µκ)TΣ91
κ′ (µκ′ − µκ) + tr(Σ91

κ′ Σκ′)− log |Σκ |
|Σκ′ |

− ny

)
. (5-19)

Note that the KL divergence is in general not symmetric, and therefore we opt for the use of
the (symmetric) Jeffreys divergence given by DJ(Nκ∥Nκ′) = DKL(Nκ∥Nκ′) + DKL(Nκ′∥Nκ).
The rationale behind using KL divergence is inspired by [91] and motivated by the fact
that minimizing the missed detention probability is related to maximizing the KL divergence
between the distribution of the residuals for different values of κ. Combining these we propose
the following heuristic as

Ŵp =


w(1, 1) w(1, 2) · · · w(1, κ̄i)
w(2, 1) w(2, 2) · · · w(2, κ̄i)

...
... . . . ...

w(κ̄i, 1) w(κ̄i, 2) · · · w(κ̄i, κ̄i)

, γ = γ ·


np

np − 1
...
1

, (5-20)

where w(κ, κ′) = e−√
pfp·DJ(Nκ∥Nκ′ ). Here, the negative exponential is introduced to convert

maximizing the divergence into minimizing the missed detection rate, as well as a heuristic
scaling measure. Similarly, the heuristic √pfp skews the weighting such that, when the false
positive rate is low, small differences in divergence are penalized more. Finally, γ ∈ R⩾0 pro-
portionally penalizes early triggering (as late triggering is desirable from a resource utilization
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Figure 5-2: Illustrative examples of the optimal triggering policy under the proposed heuristic
with κ̄i = 5. Note the asymmetry of the KL divergence.

perspective). Note that as γ → ∞, the optimal solution becomes trigger as late as possible
which is given by the deadline κ̄i.

Considerable care must be taken as the matrix Ŵp might not be positive-definite (PD),
rendering (5-17) no longer a quadratic program (QP). As such, in accordance with common
practice in covariance regularization [18], define Wp = Ŵp − (min{min{λ(Ŵp)}, 0} + ϵ0) ·I
for some small positive ϵ0 ≈ 0 to avoid zero eigenvalues. This enforces the matrix Wp to be
diagonally dominant which implies Wp ≻ 0.

The heuristic as proposed in (5-20) works well in practice and as an added benefit, is
simple due to the sole tunable parameter γ. Two illustrative examples are provided in
(see Figure 5-2). Here, the blue ellipsoidal regions in Figure 5-3a denote the sets

{
xi ∈

Rnx
∣∣ (xi−µκ)TΣκ(xi−µκ) ⩽ η

}
, where η denotes the detector threshold based on the false

alarm rate as in (5-9). The dashed line denotes the mean µκ as in (5-18b).

Since the optimization problem (5-17) needs to be solved online at each event instance for
the pair (xi, ui), this approach can become computationally expensive. A benefit is that the
computation is performed at the controller side where usually more computational resources
are available [4]. Still, it might be preferable to approximate the optimal solution a priori,
and as such, we will discuss an offline procedure next.

5-3-2 Offline procedure

As an alternative to solving (5-17) online for each new pair (xi, ui), an offline procedure can
be employed instead, based on several assumptions which can be checked a posteriori. Such
a procedure might make more economic sense, and for practical purposes, this might suffice.
Note that we assume that the system is initialized at t = −∞, meaning there is sufficient
time to check the assumption holds, and that, unlike stability, there is no safety risk if we can
guarantee no attacks are imminent.
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Inspired by [53], holding the input longer creates a very distinct distribution for the residuals
(with accompanying high divergence), if the magnitude of the input is large compared to the
magnitude of the disturbance covariance matrix. That is, given that the input ‘overpowers’
the additive load disturbances (which usually occurs when the state is far enough away from
the origin), the following simplification can be made.

Proposition 5.2. Consider the optimization problem (5-17) with γ = 0 and suppose
that ∥ui∥ ⩾ ū such that ∥CBui∥ ≫ ∥C(Axi + EΣw) + Σv∥ for all pairs (xi, ui).
Then, the optimal watermarking distribution will (approximately) be a discrete uni-
form one, i.e. [[κi]] ∼ U(1, κ̄i).

Proof: Recall that zi = yi−Cdi given in (5-8a), where yi = C(Axi−1+Bui−1+EΣw)+Σv.
If ∥CBui∥ ≫ ∥C(Axi + EΣw) + Σv∥ then, for sufficiently large ∥CBui∥, the difference
µκ − µκ′ between the means of the distribution as in (5-18a) will start do dominate the ex-
pression (5-19) whenever κ ̸= κ′. Note that this term is positive as Σ91

κ′ ≻ 0, and furthermore
that it is the only term containing µκ and µκ′ , which are dependent on ui by (3-14). Thus,
DKL(Nκ∥Nκ′) ≫ 0 whenever κ ̸= κ′ (in fact, DKL(Nκ∥Nκ′) → ∞ as ui → ∞ for fixed Σw
and Σv) and DKL(Nκ∥Nκ) = 0. Therefore, the weighting matrix as in (5-20) will approxi-
mately be Wp ≈ I. We can find an analytic solution to (5-17) by considering the Lagrangian
L(p, µ, λ) = 1/2·pTp + µTcol(−p, 1−p) + λ·(1Tx−1). First, consider the relaxed optimiza-
tion problem where we neglect the inequality constraint. The Karush–Kuhn–Tucker (KKT)
conditions state that for stationary ∇pL(p, λ) = p− λ ·1 = 0, which implies p = λ ·1. Next,
for primal feasibility of the equality constraint, we have ∇λL(p, λ) = 1Tp − 1 = 0, where
substituting in the previous result gives ∇λL(p, λ) = 1Tp− 1 = λ ·1T1− 1 = λ ·np − 1 = 0.
From this it follows that λ = 1/np and thus p = 1/np ·1. Note that this holds for all np ⩾ 1
and thus for all values of κ̄i. Finally, we re-introduce the inequality constraint, and since
0 ⩽ 1/np ·1 ⩽ 1 holds we conclude that p⋆ = 1/np ·1. ■

A visualization of optimal trigger under sufficiently large inputs can be seen in Figure 5-3a.
Solving the optimization problem (5-17), we find that the optimal distribution is indeed a
discrete uniform one as stated in Proposition 5.2. Note that the results in Proposition 5.2
are independent of pfp (and therefore, η) provided ∥CBui∥ is sufficiently large. Figure 5-
3b denotes the situation whenever the input norm in not sufficiently large compared to the
additive load disturbance, the consequences of which will be discussed in §5-6.
Finally, it must be noted that the early sampling strategy as discussed above constitutes
a ‘greedy’ strategy, where we aim to minimize the chance of a missed detection between
consecutive sampling instances. More sophisticated schemes where we take into account
multiple consecutive sampling instances, in a similar vein to [49], could potentially lead to
better results, but these are left to future work.

5-4 Control system design guidelines

To summarize the results from the previous section, we here provide the following design
guidelines to guarantee both stability and security. These design guidelines are demonstrated
in the numerical results in §5-5.
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Figure 5-3: Illustrative examples of the optimal triggering policy under the proposed heuristic
with κ̄i = 5 in two specific scenarios, the latter being problematic for attack detection.

1. Given a continuous-time plant
˜
P check that Assumption 1 holds, and design a continuous-

time controller
˜
C, either static full-state feedback (see §6-5) or dynamic output feedback

(see §6-5), which guarantees global exponential stability (GES) in continuous-time. Al-
ternatively, go to step 2. first and design a digital controller C afterwards.

2. Select a sampling period h ∈ R>0 which satisfies Assumption 3.1 based on either ad hoc
rules [86] or a formal method ensuring good performance in discrete-time[2].

3. Select a quadratic triggering matrix Q(σ) and (preferably large) upper bound κ̄ ⩾ 1
such that Assumption 4 is satisfied for S, and a value of σ ∈ R⩾0 such that the LMIs
in Theorem 3.2 are feasible. The parameter ϵ ∈ R⩾0 can freely be chosen according to
[21, Theorem 2].

4. If C ̸= I, design an observer O according to Theorem 3.3 which implies limi→∞ x̃i = 0.
According to Assumption 6 or [5, Lemma 5] (static controller) the cascade is ISS to
observation errors x̃i, such that GES of the closed-loop system is preserved.

5. Design an early triggering mechanism for S either online using (5-17) for a given γ ∈ R⩾0
or a priori under Proposition 5.2. Such an approach is inherently stable [50, Collary 3].

6. For a specified false alarm rate pfp ∈ (0, 1) select η according to (5-9) for the event-
triggered χ2 detector D.

[2]Such a procedure is called exact emulation [65], and it can be shown that if the continuous-time controller
is designed such that it yields input-to-state stability (ISS) to sampling errors, then the same controller will
achieve a semi-global practical ISS property when implemented in a sampled-data control loop [65].
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5-5 Illustrative examples

In this section, we support our design method with some numerical results. Consider the
unstable continuous-time plant

˜
P given by

˜
A =

[
−0.02 1.01
0.35 −0.12

]
,

˜
B =

[
−0.05
10.06

]
, (5-21)

and full-state feedback such that C = I, such that Assumption 1 holds. Furthermore, consider
a sampling period h = 0.1 such that the discretized dynamics P given by

A =
[

1 0.1
0.035 0.99

]
, B =

[
0
1

]
, (5-22)

are identical to the ones considered in [41], and Assumption 3 holds. From that same paper,
consider the digital controller C given by

Ac = I, Bc = 0.1 ·I, Cc =
[

0.01 0.022
]
, Dc =

[
0.0875 0.198

]
. (5-23)

Consider the objective of tracking an arbitrary sinusoidal reference signal, here given by
r(t) = col(Ar ·sin (2π · t/Tr), Ar ·cos (2π · t/Tr)) with amplitude Ar = 2 and period Tr = 6 such
that r(t + Tr) = r(t). The system is considered to be initialized at t = −∞ and therefore, the
transient effect of the initial conditions (x0 = x̂0 = d0 = 0, Σx,0 = 1093 ·I) can be neglected.
This is achieved in NCSim by starting the simulation at t = −104. The matrices

˜
E = I and

˜
Σv = 1092·I, which imply Σw ≈ Σv ≈ 1093·I using (3-3). The seed value was set to 45538370
in NCSim.

Next, the STC policy is designed with Q as in (3-23), σ = 0.32 and κ̄ = 10. From Theorem
3.2 we find the system is GES with decay rate ρ = 5.5 ·1091, which was found by means of
a bisection method on the interval [1093, 1]. The margin parameter is initially set to zero,
i.e. ϵ = 0. Since C = I, no observer O needs to be designed and x̂i = yi (note that
ny = nx). Finally, the event-triggered χ2 detector D is designed with a false alarm rate
pfp = 0.1%, and as ny = 2 this implies η = 13.82 as from (5-9). The safe region was chosen
as Xs =

{
x0 ∈ Rnx

∣∣ ∥x0∥∞ ⩽ 4
}
.

An adversary
˜
A appears at t0 = 0 and starts recording measurements, with Ia(t) as in As-

sumption 7, from which Tr ≈ 6 can be deduced. At Ta = 20, the adversary initiates a replay
attack with a delay of two cycles meaning ∆T ≈ 12, such that 2·Tr ≈

∑∆i−1
ℓ=0

∣∣ti−ℓ− ti−(ℓ+1)
∣∣.

Four scenarios are considered, namely an STC policy without the additional watermarking
as proposed in Chapter 5 (from here on referred to as baseline), the proposed early triggering
STC, and an STC policy with additive watermarking and one with multiplicative watermark-
ing (from here on referred to as benchmarks). Note that ∆i differs for each scenario discussed
here.

The resulting state trajectory χ(t), received outputs yi and hypothesis Hi ∈ {0, 1} as in (5-6)
can be seen in Figure 5-4. For t ∈ [t0, Ta] no alarms are triggered and as such Assumption
8 is satisfied. The first replayed measurement value is received at k = 202, indicated by the
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Figure 5-4: Effect of a replay attack when no watermarking is present (baseline)

gray line, with ∆i = 34. By inspection of the top right plot, the replayed cycle becomes
apparent. However, as seen from the bottom right plot, no alarm is raised even when the
state trajectory leaves the safe region at t = 24.1, which is indicated by the red region. From
the middle plot, we can see an exact repetition of the IETs once a replay attack is in progress.

For the early triggering mechanism, a uniform distribution is chosen for all pairs (xi, ui),
and at execution time it is checked if the assumption ∥ui∥ ⩾ ū such that ∥CBui∥ ≫
∥C(Axi + EΣw) + Σv∥ holds. From the simulation, we find mini∥CBui∥ = 2.57 ≫ 2.7 ·
1093 = maxi∥C(Axi + EΣw) + Σv∥ (disregarding the first dozen event instances) and as
such, the optimal early triggering distribution is a uniform one according to Proposition 5.2.
This is further confirmed by running the online optimization as in §5-3-1, which indeed verifies
the findings.
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Figure 5-5: Effect of a replay attack with the proposed STC watermarking policy
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The results can be seen in Figure 5-5, where this time the first replayed measurement value
is received at k = 200 and ∆i = 52. Different from the baseline, the attack is detected
at t = 20.2 before the state trajectory leaves the safe region at t = 23.2. Interestingly, at
the first replayed instance at k = 200 the attack is not yet detected (as the same IET is
requested), and the first alarm is only raised at k = 202. Such behavior is inevitable for a
non-deterministic approach. In the middle plot it can be seen that during the replay attack,
the IETs are not identical to their delayed one (i.e. those at ∆i = 52 sampling instances ago).
This time-varying behavior is what makes the detection of replay attacks possible.
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Figure 5-6: Effect of a replay attack with additive watermarking (benchmark)

Additive watermarking comes with one free parameter Σu which must be chosen to balance a
low missed detection rate and an acceptable loss in control performance. Whilst [91] propose
an optimal watermarking strategy, they consider a static linear–quadratic–Gaussian (LQG)
controller. As such, their results are not directly applicable to the dynamic controller con-
sidered here. Therefore, we have to resort to trial and error to set the covariance matrix.
Starting at Σu = 0, the covariance was increased with steps of 1093 · I up to the smallest
value such that the replay attack was detected before the state trajectory left the safe region
Xs. This way, a fair comparison can be made (at least for the particular scenario considered
here).

For the first benchmark, we consider additive watermarking with Σu = 3.9 ·1092 (note that
nu = 1), the results of which can be seen in Figure 5-6. The first replayed measurement is
received at k = 201, with ∆i = 34, after which an alarm is immediately raised. Similar to
the proposed early triggering method, additive watermarking is able to detect the attack.
As depicted in the middle plot, the IETs corresponding to the replayed values are largely
identical to the ones from the actual outputs, with notable exceptions at k = 226, 251.

Finally, multiplicative watermarking is considered, with a filter order Nw = 4 and switch
instances at t = Tw · Z with Tw = 1.5. Similar to [41], the parameter vector θ(t) =
col(1, 0, 0, 0) + ∆θ with ∆θ ∼ U(−0.1 ·1, 0.1 ·1), where a new realization is drawn at each
switch instance. The results can seen in Figure 5-7, where the first replayed measurement
is received at k = 202 with ∆i = 34. Note that up until Ta the trajectory and outputs
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Figure 5-7: Effect of a replay attack with multiplicative watermarking (benchmark)

are identical to the baseline, as expected. From the middle plot, we see that from k ⩾ 218
onwards, when the parameter vector θ(t) has been updated, different IETs are requested due
to the erratic behavior of yi.

A switch in the parameter θ(t) happens at t = Ta and the replay attack remains undetected
until the next switch happens at t = 21.5, and the attack is detected. Although the outputs
are replayed, we can see that for t ⩾ 21.5 they start to behave erratically. This is due to
the difference in the parametrization of the replayed outputs and the equalizer which are no
longer in sync.
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Figure 5-8: Comparison of the IETs for the four scenarios considered

Next, the IETs for all four scenarios are investigated. Each scenario was simulated in NCSim
for T = 104 time units without any replay attack, from which the statistics about the IETs
were obtained. The average inter-event index τ⃗avg = 1/Ni·

∑Ni
i=1 τi, where Ni denotes the total

number of events during the simulation time T . The average inter-event index κ⃗avg is defined
similarly. For the baseline seen in Figure 5-8a, we find that τ⃗avg ≈ 0.35, indicated by the
dashed line in the right plot, and 2 ⩽ κ ⩽ 5 (i.e. κmin = 2, κmax = 5).

In Figure 5-8b the IETs for the proposed watermarking method can be seen. Here, τ⃗avg ≈ 0.23
and 1 ⩽ κ ⩽ 7, meaning the average IET is significantly lower then that of the baseline. This
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is the price one pays for the ability to detect replay attacks, as early triggering obviously
decreases IETs. The plot also indicates a more uniform distribution of κi, as expected.

Finally, the two benchmarks can be seen in Figure 5-8c and Figure 5-8d, where for additive
watermarking τ⃗avg ≈ 0.36 and 1 ⩽ κ ⩽ 5, which is remarkably close to the baseline and
with a similar distribution. As expected, the multiplicative watermarking strategy has an
identical average, minimal, and maximal IET compared to the baseline as well as the same
distribution.

5-5-1 Quantitative comparison

In this section, the baseline scenario is compared to both the proposed STC watermark-
ing strategy and additive watermarking. Multiplicative watermarking is excluded given its
identical characteristics under nominal system operation.

Apart from the average IET τ⃗avg as seen in the previous section, a natural metric of choice
for (periodic) reference tracking is the average squared tracking error Er,avg = 1/(Tsim/h) ·∑Tsim/h

k=0 ∥r[k]− x[k]∥2 [12], as well as Er,max = maxk∥r[k]− x[k]∥2. Furthermore, the average
actuation Uavg = 1/N ·1/(Tsim/h)·

∑Tsim/h
k=0

∣∣u[k]
∣∣2 will also be compared for all three method.

Finally, as argued in §3-2, the average squared change in actuation input ∆Uavg = 1/(Tsim/h)·∑Tsim/h
k=0

∣∣u[k + 1]− u[k]
∣∣2 is used as a comparative metric [129], as one of the benefits of STC

is fewer actuation changes.

To summarize, the performance of the five metrics can be seen in Figure 5-1. Here, the trade-
off for our proposed method as well as that of additive watermarking becomes apparent. For
our proposed method, the earlier triggering leads in a decrease of τ̄avg, which is undesirable
and constitutes a higher degree of utilization of the network. However, the average squared
change in actuation input ∆Uavg is even lower than the baseline, which is desirable. On the
contrary, additive watermarking significantly increases ∆Uavg, leading to higher deterioration
of the actuators. Furthermore, due to the random nature of the additive random noise on the
input, the maximum tracking error is also slightly higher. Interestingly, the average squared
tracking error remains almost the same for the additive watermarking method, which is
somewhat unexpected. This could be explained by the fact that the random noise sometimes
nudges the input in a more optimal direction (offsetting the times when the opposite happens),
as the dynamical controller does not take into account the aperiodic sampling policy. More
sophisticated (tracking) controller designs that take both future references and aperiodic
sampling into account are left for future work.

0 5 10 15 20 25
Baseline

Proposed method
Additive WM

Multiplicative WM

Figure 5-9: Boxplot of the squared tracking error ∥r[k]− y[k]∥2
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Table 5-1: Summary of the trade-offs between the different watermarking schemes

Method τ⃗avg Er,avg Er,max Uavg ∆Uavg

Baseline 0.35 16.2 22.8 2.21 2.04

Proposed method 0.23 15.7 22.5 2.14 1.63
−34.3% −3.1% −1.2% −3.4% −20.2%

Additive WM 0.36 16.1 25.0 2.24 3.45
+2.9% −0.7% +10.0% +1.1% +69.6%

Multiplicative WM 0.35 16.2 22.8 2.21 2.04
− − − − −

5-5-2 Qualitative comparison

Apart from quantitative differences, several qualitative differences need to be considered as
well. For each each of the two benchmarks we compare them with our proposed method.

What both benchmarks and the proposed method have in common is that they can be applied
to legacy systems [43, 110], which is in part due to them being modular. The watermarking
scheme can be designed after the closed-loop control system has been designed (this is not
the case for e.g. [9]). This is opposed to encryption, which often comes with prohibitive
computational costs on the microprocessors at the sensors and furthermore requires additional
bandwidth [118], violating the real-time constraints in NCPS [140]. Secondly, we have shown
that all three methods are capable of detecting replay attacks, whilst the baseline is not.

In practice, injecting random noise into the actuation signal leads to jittering, which can be
harmful to the actuators and lead to increased wear and tear [41]. Therefore, apart from the
performance loss, additive watermarking is often not desirable due to actuator deterioration.
Our proposed early triggering scheme does not further burden the actuators, similar to mul-
tiplicative watermarking. Another advantage is that, whilst additive watermarking increases
the control cost, early triggering guarantees the same (upper bound to) the control cost (see
Theorem 5.1) and in practice, often leads to increased performance. Finally, whilst [91] pro-
pose an optimization problem to select an optimal Σu (but only for a static controller K),
the tunable parameter in their optimization problem is the loss in LQG performance, which
might not be a very intuitive metric in practice.

The biggest difference between our proposed method and multiplicative watermarking is that
our watermarking policy is completely contained from the controller side. In multiplicative
watermarking, the watermarker W is located at the sensors. This has the drawback that
synchronization betweenW andQmust be guaranteed at all times, which can be a challenging
task in practice [7]. Furthermore, whenever the watermarkerW breaks down or the signal [[yi]]
is requested elsewhere, multiplicative watermarking results in a loss of availability, which is the
absolute priority in ICSs [39, 118, 107]. Robust control during parameter desynchronization
has been discussed in [43], whilst a protocol ensuring synchronization has been proposed
in [42]. Still, desynchronization might be lost when a package is lost at switching time,
which remains to be further investigated. As explored in [137], if the adversary is aware
of the multiplicative watermarking scheme he might try to identify the parameter vector θ,
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to remove the effects of watermarking. A higher filter order Nw and faster switching are
therefore desirable, but this again increases computational load at the sensors[3], which are
often severely computationally limited [96]. As a final note, concrete design guidelines on how
to appropriately choose the filter order Nw as well as the frequency at which the parameter
vector θ needs to be updated are not provided.

As the actual detection is not performed based on the consistency of the timing, but rather
on the contents of the packages themselves, this naturally provides additional robustness as
opposed to a scheme that exploits consistency in IETs[4]. Finally, we believe the proposed
scheme can be extended upon, and more sophisticated co-design methods where both the
control input and next sampling instance are designed in tandem to achieve both good per-
formance, as well as reliable attack detection, are possible. This highlights another benefit of
STC (as opposed to PETC), as it gives additional freedom on the controller side.

False alarm rate

To demonstrate how well the true false alarm rate is approximated in simulation by the
threshold η = 13.82, the system is initialized at x0 = 0 and the simulation run for N = 105

event-times in the attack-free case. In compliance with standard Monte Carlo techniques, the
first dozen samples are discarded to improve stationarity. We can compute the estimated false
alarm rate p̂fp as being the parameter from an independent and identically distributed (i.i.d.)
Bernoulli random variable, given that the distribution of the detection signal is supposedly a
χ2 distribution with ny = 2 degrees of freedom. The success parameter p̂fp and s.e. can be
calculated according to [25]

p̂fp = 1
N
·
N−1∑
i=0

1{gi⩾η}, s.e.(p̂fp) =

√
p̂fp ·(1− p̂fp)

N
. (5-24)

The results can be seen in Table 5-2, where we recall that pfp = 0.1%. From these results, we
see that the estimated false alarm rate is within three s.e.s of the true value, indicating that
threshold η is indeed in line with the false alarm rate pfp = 0.1%.

5-6 Shortcomings

On the contrary of Proposition 5.2, whenever ∥CBui∥ ≪ ∥C(Axi + EΣw) + Σv∥ the dis-
tributions of the residuals for all 1 ⩽ κ ⩽ κ̄ become very similar (i.e. their means are close

[4]Such a scheme designed for PETC has been explored as well, and its implementation is available in NCSim
but not discussed here any further.

Table 5-2: Estimated false alarm rate p̂fp and reported deviations in standard error (s.e.)

Baseline Proposed method Additive watermarking

p̂fp (± s.e.) 0.139 (±0.022)% 0.148 (±0.019)% 0.121 (±0.021)%
# of SDs 1.74 2.61 1.01
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together, see Figure 5-3b). In that case, the noise dominates and early triggering does not aid
in the detection of replay attacks. The former usually occurs whenever the state trajectory
is close to the origin.

As the trajectory is close to the origin, the discrete uniform watermarking is no longer optimal.
Therefore, we switch to an online watermarking procedure with γ = 0 as described by 5-
17. Whilst the optimization problem needs to be solved online this does not appear to be
prohibitive, considering 5-17 is a QP with a relatively low number of decision variables and
few constraints.

Using the same parameters as in §5-5, a replay attack is initiated when the system is in steady
state. This attack is not detected before the trajectory leaves the safe region at t = 25.8 as
can be seen in Figure 5-10. The adversary picks ∆i = 50 for all following scenarios as the
reference period no longer needs to be taken into account. The first replayed measurement is
received at k = 201. Note that an alarm is triggered at k = 297, but at this time the attack
has already become disruptive.

To remedy this shortcoming and provide security even in steady state, we propose one of the
following solutions whenever r[k] is constant (for an extended period of time):

• Switch watermarking method: The system switches to an alternative watermarking
strategy such as additive watermarking[5]capable of detecting replay attacks in steady
state.

• Increase κmax: By increasing both κ̄ and ϵ the state trajectories wander further away
from the stationary reference, which allows for the detection of replay attacks.

• Dynamic late-triggering through η(s): By the introduction of a (carefully con-
structed) buffer variable η(s), late-triggering of the STC policy could be accomplished
[49]. Such dynamic triggering conditions have even been shown to perform better in
the case of external disturbances [21].
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Figure 5-10: Effect of a replay attack during steady state regulation with the proposed method
with σ = 0.32, ϵ = 0, κ̄ = 10 and online watermarking
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Figure 5-11: Effect of a replay attack during steady state with additive watermarking

Whilst the latter of the three proposed solutions is interesting, this option is not further
explored here as its construction requires considerable care to preserve stability. Therefore,
this is left to future work. In Figure 5-11 the effect of additive watermarking can be seen. Here,
the input covariance matrix Σu = 5.1·1092 is found using the same procedure as described in
5-5. As evident from the right plot the loss of control performance is significant. The replay
attack is, however, detected before the trajectory leaves the safe region at t = 24.1.
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Figure 5-12: Effect of a replay attack during steady state regulation with the proposed method
with σ = 0.32, ϵ = 1 and κ̄ = 20

Finally, the proposed STC watermarked policy can be modified such that replay attacks
are detected in steady state (but again, at a significant loss in control performance). To

[5]The reason that we consider only additive watermarking here instead of also multiplicative watermarking
is that multiplicative watermarking needs additional configurations at the sensors to be setup.
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this extent, consider switching to an early triggering STC policy with κ̄ = 20 and ϵ = 1,
for which the resulting trajectory can be seen in Figure 5-12. Note that increasing ϵ is
guaranteed to preserve stability by [21, Theorem 2], as the system Figure 3-2 can be shown
to be homogeneous (see [21, Definition 4]) as shown in Appendix A-1. The replay attack is
detected at k = 213 before the state trajectory leaves the safe region at t = 27.0. However,
similar to additive watermarking, a significant loss of control performance is evident when
compared to Figure A-3.

To summarize, we have illustrated that the proposed early triggering STC policy can detect
replay attacks when considering the task of tracking a periodic, non-constant reference. In
the case of a stationary reference, additional modifications need to be made to still guarantee
attacks will be detected. From the comparison between different watermarking methods, each
had different trade-offs, making direct superiority ambiguous.
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Chapter 6

Switched zero dynamics attacks

In Chapter 5, it was demonstrated how a replay attack can have a devastating effect on
the safety of a control system. These attacks are hard to detect because the distribution
of replayed outputs (and thus of the residuals) is indistinguishable from the distribution
of genuine outputs. Consequently, detection of an attack that results in no output at all
is thus virtually impossible to detect (without active countermeasures). These correspond
to 0-stealthy attacks in light of Definition 4.3 [123, Lemma 1], and are aptly named zero
dynamic attacks (ZDAs). In this chapter, first the relevant notions concerning ZDAs are
reiterated. Then, we show that control systems with an self-triggered control (STC) policy
are vulnerable to what we call switched ZDAs, and finally we show possible countermeasures
for control systems to provide resilience to such attacks.

6-1 Zero dynamics attacks

A ZDA is an open loop stealthy attack which, under certain circumstances, can be disruptive
as well. In time-triggered control (TTC), with perfect model knowledge (see Assumption 9),
an adversary can compute such an attack offline, i.e. a priori, meaning it is independent of
the inputs and outputs of the plant [114]. We show that for STC, a successfully switched ZDA
does need to leverage disclosure resources of the inter-event times (IETs) (see Figure 4-2).

In the following sections, we first present our result for the noise-free case with ω̇(t), ν(t) = 0
for all t, and initial condition x0 = 0. ZDAs are usually initiated during steady state so that
the value of x0 is easily guessed (at least approximately) and the error in the dynamics is
small [98] (see Proposition 6.2). The influence of noise and a non-zero initial condition will
be demonstrated in §6-5-1. Below, the defining characteristic of a ZDA is described, where
the definition has been adapted to control systems with an STC policy.
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Definition 6.1 (Zero dynamic attack). A zero dynamic attack is an actuator attack
which satisfies

au,i ̸= 0 s.t. yi = 0, (6-1)

for all i ⩾ 0. Without loss of generality, assume the attack starts at t0 = 0.

Contrary to Chapter 5, where the adversary did not need to have any knowledge of the control
system, here a strong Byzantine adversary is considered. Furthermore, the adversary has the
capability to manipulate the packages sent over the C2A channel (see Figure 3-2).

Assumption 9. The information available to the adversary
˜
A at time t ∈ [ti, ti+1) is given

by Ia(t) ⊇ {ti+1 ∧ ˜
P, C} with

˜
P and C given by (2-1) and (2-2), respectively. ♢

For simplicity, we restrict ourselves to single-input and single-output (SISO) systems for the
remainder of this chapter. Extensions to multiple-input and multiple-output (MIMO) systems
are possible and for the most part straightforward (see e.g. Definition B.1), see e.g. [66]. It
is important to realize that MIMO systems are susceptible to the same vulnerabilities as
discussed later in the chapter. Secondly, we further restrict ourselves to stable systems

˜
P

in this chapter for brevity, but again, the extension to unstable systems (with at least one
eigenvalue for which Re{

˜
A} < 0) is possible under further constraints. This can be done by

taking into account only the stable eigenspace of
˜
A (see e.g. [123]).

The attacks described in Definition 6.1 correspond to the solutions of the output-zeroing
problem, a related notion from geometric control (see §6-2-1). These solutions are determined
by the zeros of

˜
P, which can be explained by taking the Laplace transform of (2-1a), (2-1b)

from which we can obtain [124]

[
s ·I −

˜
A −

˜
B

C 0

]
︸ ︷︷ ︸

R(s)

[
X
U

]
=
[

0
0

]
. (6-2)

Here, R(s) is called the Rosenbrock system matrix. For SISO systems, the values s ∈ C
for which R(s) is no longer invertible are called the zeros of

˜
P. The related definition of a

transmission zero in the case of MIMO systems can be found in Appendix B.
The zeros of a system explain how a ZDA can be stealthy (see Definition §4.3). Yet, these
attacks in and of themselves are not necessarily dangerous, as they might be of finite energy
and thus inflict no damage to the control system [114] (i.e. such attacks do not succeed in
pushing χ(t) outside Xs). However, whenever their exist zeros with Re{s} > 0, implying

˜
P

is non-minimum phase, then ZDAs become disruptive as well, making them dangerous.

6-1-1 Sampling zeros

One might reasonably expect that if
˜
P is minimum-phase, then the system is safe from ZDAs.

However, this is often not the case due to the introduction of (unstable) sampling zeros when
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considering a sampled-data system as in Figure 3-2. For SISO systems, the relative degree
nν ∈ N0 is scalar and equal to the number of poles minus the number of zeros of

˜
P. For

MIMO systems, the (vector-valued) notion of relative degree for systems with nu = ny can
be found in Appendix B-2.

Regardless of the relative degree nν of
˜
P, the discretization P will have a relative degree of

1 for almost all sampling periods h [114]. This means that zero-order hold (ZOH) discretiza-
tion introduces nν − 1 additional zeros, aptly named sampling zeros. Problematically, these
sampling zeros might be unstable even though the original continuous-time system possesses
no unstable zeros. Such unstable zeros are guaranteed to occur in some systems if sampling
happens sufficiently fast [72].

Theorem 6.1 (Unstable sampling zeros, adapted from [17, Lemma 3.3.3]). Consider
a continuous-time plant

˜
P as in (2-1) and suppose

˜
P is SISO and has relative degree

nν ⩾ 3. Then, as h→ 0 the discretized dynamics P as in (3-1) will contain at least
one unstable sampling zero.

Note that in many engineering applications, as well as industrial control systems (ICSs),
relatively fast sample rates and a relative degree nν greater than two are common [135].
Thus, control systems need to be actively protected to prevent ZDAs from being disruptive.

6-2 Construction of a ZDA

For the construction of ZDAs there exist three main methods in the literature. The first
method is by solving the discrete-time equivalent of the system (6-2) for a (real) unstable
zero zu ∈ C, from which the input-zero direction U can be obtained and the ZDA can be
constructed as u[k] = U · zk

u [124, 70]. Secondly, the notion of a control invariant subspace
can be employed, and the adversary can evolve a special linear time-invariant (LTI) system
alongside the evolution of the dynamics as in (3-1). The output of this system constructs the
attack vector au,i, through the design of a feedback matrix F [123, 99] (see §6-2-1). Finally,
the system P can be converted to the so-called Byrnes-Isisdori normal form given by

P :
xz[k + 1] = Sxz[k] + P C̄xo[k], (6-3a)
xo[k + 1] = Āxo[k] + B̄(bT

z xz[k] + bT
o xo[k] + bT

u u[k]), (6-3b)
y[k] = C̄xo[k], (6-3c)

where xo ∈ Rnz , xz ∈ Rnx−nz and the structure of S, P , Ā, B̄, C̄, bT
z , bT

o and bT
u can be

found in [69]. Here, nz ∈ N0 denotes the relative degree of the discretization P (which might
be different from nν) and xz[k] denote the zero dynamics. A Python implementation[1] for
obtaining (6-3) given the dynamics as in (3-1) can be found in Appendix B-4.

Since the first method proposed above is not directly extendable to switched linear (SL)
systems, only the latter two methods have been incorporated in NCSim. For brevity, we

[1]There seems to be no readily available algorithm to construct (6-3), and as such one is provided here.
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here only discuss how our proposed switched ZDAs in the framework of a controlled invariant
subspace.

6-2-1 Controller invariant subspace

As mentioned in the previous section, the adversary can exploit knowledge in geometric
control, together with Assumption 9, to construct a ZDA based on the notion of a controlled
invariant subspace. The definition of a controlled invariant subspace is given below.

Definition 6.2 ((Controlled) invariant subspace [10]). A subspace V ⊆ Rnx is an
A-invariant subspace if and only if AV ⊆ V , where AV = span{Av1, . . . , Avp}
and the collection v1, . . . , vp is a basis for V with dim(V ) = p ⩽ nx. Furthermore,
V is an (A, B)-controlled invariant subspace with B = [ b1 · · · bnu ] if and only
if AV ⊆ V + span{b1, . . . , bnu}.

Equivalently, V is a (A, B)-controlled invariant subspace if and only if there exists
a feedback matrix F such that V is a (A + BF )-invariant subspace.

Intuitively, a controlled invariant subspace in a subspace for which there exists a control
input for each state vector inside the subspace, such that under the evolution of the system
dynamics, this control input pushes the trajectory back inside the subspace. Due to the
dynamics P being LTI, this control input can be constructed by considering static full-state
feedback.

Since we are interested in constructing an attack vector such that the output of the system
remains zero (see Definition 6.1), we aim to find the maximal controlled invariant subspace
V ⋆ which is contained in the nullspace of C. More formally, V ⋆ ⊆ ker(C) is the subspace such
that for all V ′ ⊃ V ⋆, this implies V ′ ̸⊆ ker(C). Below, we propose an algorithm to find both
the maximal controlled invariant subspace V ⋆ as well as the accompanying feedback matrix
F .

It must be noted that whilst line number 14 in Algorithm 1 involves solving an underdeter-
mined linear least squares (LLS) problem, the degrees of freedom are exactly equal to nx−nz,
which is almost always one. Therefore, nz of the eigenvalues of A + F B correspond with the
zeros of P [99] (with corresponding eigenspace V ⋆), and as such if P contains an unstable
zero then this implies A + F B is unstable [123].

6-2-2 Existing countermeasures

The existing countermeasures for ZDAs in the literature are focused on TTC. However, many
of these can be extended to be compatible with aperiodically sampled systems (or require no
modification at all). Below, a (non-comprehensive) overview of several common strategies are
given.

One solution proposed in [123] (among others proposed in the same paper) is to modify the C
by deploying additional measurements. This solution might be a viable approach in practice,
as sensors are not only often one of the most inexpensive parts of the control system, but
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redundant observability can also aid in the detection of false data injection (FDI) attacks (see
e.g. [15, 74]).

Algorithm 1 Controlled invariant subspace, adapted from [10]
Requires: A, B, C
Returns: F s.t. (A + F B)V ⋆ ⊆ V ⋆ where V ⋆ ⊆ ker(C)

1: V ← [ v1 · · · vnk ] s.t. span{v1, . . . , vnk} = ker(C)
2: V + ← 0
3: while range(V +) ̸= range(V ) do
4: W ← A91[ V B ]
5: ΠW V ← V (V TV )91V TW (W TW )91W T

6: λ, E ← Eigenvalues and eigenvectors of ΠW V

7: V + ← [ e1 · · · env ] s.t. ei ∈ range(E) and λi = 1
8: if range(V +) = range(V ) then
9: break ▷ If V + = 0, then V ⋆ = ∅, return error

10: else
11: V ← V +

12: ΦT ← Solution of [ V B ]Φ = AV
13: U ← [ ϕnx+1 · · · ϕnx+nu ]
14: F ← arg min

∥∥V TF + UT∥∥ ▷ LLS on underdetermined system

Considering a set of available additional measurements S = {cT
1 , . . . , cT

ns}, an algorithm for
computing the least amount of sensors needed such that ker(C) no longer contains a controlled
invariant subspace can be found in Appendix B-5.

As opposed to changing the sensors, [69] propose modifying the actuators to incorporate a
generalized hold function hg : [0, h) → R. Proper construction of such a generalized hold
moves the unstable zeros inside the unit circle. By extending these results for aperiodic
sampling, their optimal hold function hg : [0, κ · h) → R such that υ(t) = hg(s) · ui for
t ∈ [ti, ti+1) is given by

hg(s ; κ) =
˜
BTe˜

AT(h·κ−s)
∫ h·κ

0
e˜

A·t
˜
B

˜
BTe˜

AT·t dtO91O′B′, (6-4)

where O is the observability matrix of the pair (A, B) and O′ is the observability matrix of
the pair (A′, B′). Here, A′, B′ are a minimal realization of a transfer function with identical
poles and gain as in [69, Remark 1], but zeros which can be chosen such that they are inside
the unit circle. The explicit dependence of the inter-event index κ for all of the aforementioned
matrices has been omitted. Note that the hold function hg is parameterized by κ and thus
needs to change based on the next IET.

The two existing countermeasures, as well as several others, are compared to the proposed
solution in §6-5-3. Note that only a qualitative comparison is performed since no common
metric can compare the effectiveness of the three methods. Resilience to ZDA is a binary
property, but advantages and disadvantages can still be discussed.
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Partial system knowledge

Assumption 9 can be relaxed for adversaries having only partial system knowledge. For
example, whenever the sampling period is very small, i.e. h→ 0, the sampling zeros approach
the (publicly available) roots of the Euler-Frobenius polynomial, independent of the system
parameters. As such, an adversary might succeed in constructing a ZDA in such a case with
only the information on the relative degree of the system [114].

The effects of quantization were investigated in [70], potentially increasing the chance of
detection through the output of the system. However, they show that the adversary may
reduce such errors by avoiding direct quantization of the attack vector, thereby succeeding in
constructing a ZDA. In [98], a robust ZDA is described where the adversary has imperfect
knowledge of the plant dynamics

˜
P. They demonstrate that this alternative attack does not

require the exact model knowledge anymore, yet manages to be both stealthy and disrup-
tive. The price the adversary has to pay, however, is that disclosure resources of the output
measurement are needed. Therefore, the robust ZDA needs to be constructed online.

The robust ZDA as described above shares characteristics with the switched ZDA proposed
here. Both need additional disclosure resources (see Figure 4-2) and can not be constructed a
priori [2]. Whilst this might be a slight complication, it would not be reasonable to assume that
this would prevent a strong Byzantine adversary from constructing such a ZDA. Therefore,
in the next section switched ZDAs are defined, and afterward, possible countermeasures are
discussed.

6-3 Switched zero dynamic attack

We demonstrated how the closed-loop system under an STC policy can be modeled as a SL
system as given by (3-7). Here, we leverage this fact and describe how an adversary can use
a similar structure to construct a ZDA. An important observation is that for the discretized
dynamics P the measurement matrix C remains unchanged, for any sampling period h ∈ R>0.
Thus, the maximal controlled invariant subspace V ⋆ is independent of h. This given is utilized
in the following proposition.

Proposition 6.2 (Switched zero dynamic attack (ZDA)). Consider the SL system
as in (3-7) with x0 = 0 and suppose the switching indices (κ1, κ2, . . .) are known.
Then, the attacker system is given by

f i+1 = (Aκi+1 + F κi+1Bκi+1)f i (6-5)

with non-zero initial condition f0 and output attack vector au,i = F κi+1f i, with
F κ constructed using Algorithm 1 for 1 ⩽ κ ⩽ κ̄, creates a ϵ-stealthy ZDA as by
Definition 4.3.

[2]In the noise-free case, the attack can potentially be constructed offline by predicting the next m IETs.
However, the adversary would need exact knowledge of the initial condition x0, which seems impractical.
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Proof: The proof is an extension of the result in [10] and follows from an induction argument.
Suppose that at index i we have xi = f i ∈ V ⋆ ⊆ ker(C). Using (3-7) the dynamics will evolve
according to xi+1 = Aκi+1xi + F κi+1Bκi+1f i = (Aκi+1 + F κi+1Bκi+1)xi, which is equal to
f i+1 as by (6-5). Note that ui = 0 since yi = 0. Furthermore, this implies xi+1 ∈ V ⋆ as V ⋆

is (Aκi+1 + F κi+1Bκi+1)-invariant by construction of F κ using Algorithm 1. For the non-zero
initial condition f0 ̸= 0, the error dynamics f̃ i = xi − f i (under full-state feedback) given
in [123, Theorem 2] can be written as f̃ i+1 = Aκi+1 f̃ i under an STC policy, with output
yi = Cf̃ i and initial condition f̃0 = −f0. Thus,

∥∥yi

∥∥ =
∥∥C(Aκ1 · · ·Aκi)f0

∥∥ ⩽ ∥C∥ ·∥f0∥
for all i, where was have made use of the fact that Aκ is Schur stable for all 1 ⩽ κ ⩽ κ̄
(see (3-8)) and the triangle inequality. Thus, for all ϵ > 0 there exists an appropriate initial
condition f0 ∈ V ⋆ with ∥f0∥ ⩽ η/∥C∥ such that a switched ZDA is ϵ-stealthy, where η is
known by the adversary due to Assumption 9. ■

Note that for x0 = f0 it directly follows that y0 = 0 for all k ⩾ 0 [123]. Furthermore, the
initial condition f0 must preferably be chosen as lying in the unstable eigenspace (if it exists)
of the matrix (Aκ1 + F κ1Bκ1) such that the attack becomes disruptive (see Theorem 6.5).
To summarize, the strategy for the adversary is as follows:

1. With Assumption 9, using A, B and (3-8), compute the matrices F κ using Algorithm
1 offline for all κ ∈ {1, . . . , κ̄}.

2. Choose an sufficiently small initial condition f0 ∈ V ⋆ ⊆ ker(C) such that the attack is
ϵ-stealthy with respect to the detector D.

3. At each event time ti, retrieve κi+1 and input the attack vector au,i = F κi+1f i and
update f i+1 as in (6-5).

The attack strategy proposed above relies largely on two assumptions. For one, the attack
vector au,i needs to be computed at the instant of the i-th event, relying strongly on Assump-
tion 2. Furthermore, we consider that the adversary adheres to the IETs as transmitted by
the STC policy. For this reason, the next event time [[ti+1]] is also sent to the actuators (see
Figure 3-2). Such a model might be reasonable as a surrogate for the commonly used to-zero
strategy, here adapted to aperiodic sampling. In many situations, this strategy performs
better as opposed to the to-hold strategy [112]. Furthermore, as a further incentive for the
adversary to adhere to the IETs to avoid detection, the unusually high amount of traffic could
possibly be detected on the controller side. Note that whenever an adversary does not adhere
to the IETs, then a ZDA might be possible regardless of the countermeasures as proposed in
§6-4[3].

6-4 Extending inter-event times

As discussed in §6-1-1, the discretized system will contain unstable sampling zeros when h is
small enough (see Theorem 6.1). On the contrary, if h is large enough then the discretized
dynamics P will not contain any unstable zeros. This observation stems from the following
theorem.

[3]In fact, a similar reasoning still holds for TTC, as updating the actuators at h/m with m ∈ N sufficiently
large would still result in unstable sampling zeros, which is stated in Theorem 6.1.
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Theorem 6.3 (Stable zeros, adapted from [142, Theorem 2]). Consider a continuous-
time plant

˜
P as in (2-1) and suppose

˜
P is SISO, stable, and has relative degree

nν ⩾ 1. Furthermore, suppose
˜
P has no zeros at the origin. Then, as h → ∞ the

discretized dynamics P as in (3-1) will contain only stable zeros.

Furthermore, a lower bound
¯
h on the sampling period such that the above holds, here stated

only for simple poles, is given below.

Lemma 6.4 (Lower bound to stable zeros, [93, Theorem 1]). A lower bound
¯
h such

that Theorem 6.3 does not hold is given by

¯
h = log (2 ·α ·(nx + 1))

|minRe{λ(
˜
A)}| , (6-6)

where α = maxi |ai/P (0)| and
˜
P (s) = C(s·I−

˜
A)91

˜
B is the transfer function which

can be written (by means of partial fraction decomposition) as

P (s) =
nx∑
i=0

ai

s− bi
. (6-7)

To the best of the author’s knowledge, no upper bound h̄ for which any sampling period h > h̄
guarantees stable zeros is known. Deriving such a bound would be of particular interest for
providing a sufficient condition.

Note that both the assumption on
˜
P being stable and having relative degree nν ⩾ 1 as in

Theorem 6.3 are vital to ensuring the (sampling) zeros will eventually become stable. If these
conditions are not met, then in general very little can be said about the behavior of the zeros
of the sampled system [97]. This is demonstrated for several different systems in 6-1. For
example, one can see in Figure 6-1b that for a non-proper system increasing the sampling
period can make stable zeros eventually become unstable. In 6-1c we see that for unstable
intrinsic zeros, which follow the same mapping z ←[ es·h as the poles [97], the discrete-time
zeros as unstable regardless of h ∈ R>0. Finally, the unstable system in 6-1d demonstrates
some exotic behavior where larger sampling times initially seem to move the sampling zero
closer to the origin, but for some h ≈ 0.5 this direction reverses. Conclusively, studying the
behavior for sampling zeros of arbitrary dynamics can be unpredictable. However, under
certain conditions, we can conclude the following.

Theorem 6.5 (Vulnerability of STC to switched ZDAs). Consider the closed-loop
as in Figure 3-2 and suppose

˜
P is SISO, has relative degree nν ⩾ 3 and furthermore

κmax < ⌊
¯
h/h⌋. Then, for all ϵ > 0 their exists a disruptive ϵ-stealthy attack such

that for some t > t0 we have χ(t) /∈ Xs.
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(a) Stable system with nx = 3 and relative
degree nν = 3, from (6-9)
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(b) Stable non-proper system with nx = 3
and D ̸= 0 (nν = 0), from Appendix B-6
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(c) Unstable system with nx = 3 and a un-
stable intrinsic zero, from [130, §6]
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(d) Unstable system with nx = 4 and a sta-
ble intrinsic zero, from [21, §5]

Figure 6-1: Root locus plot of both intrinsic zeros (green) and sampling zeros (blue) for different
sampling periods h ∈ R>0

Proof: Since κmax < ⌊
¯
h/h⌋, according to Lemma 6.4 the largest IET is strictly smaller than

the one needed for stable sampling zeros. Since nν ⩾ 3 according to Theorem 6.1 the SL
system (3-7) has at least one unstable sampling zero for all κ ⩽ κmax. We can therefore
construct a switched ZDA as by Proposition 6.2, where we can choose f0 such that the
attack is ϵ-stealthy. Finally, since for all κ ⩽ κmax the matrix Aκ + F κBκ has at least one
eigenvalue strictly larger then one, we have that limi→∞∥f i∥ = ∞. Thus, their exists some
i such that ∥f i∥ ⩾ ρ. Recalling that xi = f i, apart from the transient behavior due to the
non-zero initial condition f0 (which is negligible even for small i), ρ can be chosen such that
∥χ(t)∥ ⩾ ρ implies χ(t) /∈ Xs with t ⩾ ti. ■

Inspired by Lemma 6.4, we postulate that extending IETs using an STC policy might be able
to prevent ZDAs, as demonstrated in Figure 6-1a. Several illustrative examples are given in
the next section. In §5-6 several methods to extend the IETs were proposed. To aid the
prevention of ZDAs, here we suggest related although slightly different methods:

1. Increase κmin: By increasing either ϵ or σ, or both, we can expect κmin to be larger
which moves the sampling zeros closer to the origin.

2. Dynamic late-triggering through η(s): Similar to §5-6, dynamic STC might be an
interesting future direction to prevent switched ZDAs, particularly if sporadic but large
IETs are able let attack vectors decay to zero (see 6-5-2).
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3. Time-regularized STC: By introduction of a (dynamic) strict lower bound
¯
κ ∈ N

(as used in CETC to prevent Zeno behavior), one could potentially also increase the
minimum IET. This solution is not further investigated here and left to future work.

To the best of the author’s knowledge, this is the first time a countermeasure based on
modifying the IETs by means of an STC strategy has been proposed. In retrospect, we
recognize that the suggestion was made in [94] to hold the input signal for multiple sampling
periods m·h, which is in a similar vein as the method proposed here. The main deviation with
our proposed method is that they propose a constant m ∈ N, whilst using STC we propose a
time-varying κi. Interestingly, their comment on a potential benefit being the lower cost of
actuation is indeed the case for an STC policy (see §3-2).

6-4-1 Resilience to switched ZDAs

Theorem 6.5 recognizes that STC are not inherently safe from ZDA, provided that the ad-
versary has disclosure resources of the IETs. Note that the converse of Theorem 6.5 is not
necessarily true (see §6-3) and a switched ZDA might still be possible even if the largest
IET τ̄ >

¯
h, because this depends (among other things) on the frequency of which this IET

occurs. Thus, we aim to find guarantees when switched ZDAs can not be disruptive. To this
end, we propose to make use of traffic model abstractions. More information on traffic model
abstraction can be found in e.g. [27, 23].

Traffic models

First of all, note that in the absence of load disturbances and noise (i.e. the deterministic case)
our proposed STC policy has en equivalent periodic event-triggered control (PETC) policy
[32], which we will consider here. For these PETC systems, abstractions to analyze the IETs
in terms of finite state automata are available [22]. In particular, the tool ETCetera (see
[27]) allows us to construct these traffic model abstractions and from them, extract relevant
quantitative metrics.

The (infinite) sequence of inter-event indices κ1, κ2, . . . is the traffic generated by the PETC.
In some cases, after a transient phase, this traffic might be periodic with period m ∈ N.
Therefore, we are interested in the limiting behavior of the IETs of the PETC policy as
i → ∞, starting from any initial condition x0 ∈ Rnx . Suppose a cycle of inter-event indices
κ⃗1, . . . , κ⃗m occurs for sufficiently large i ⩾ I and all initial conditions x0 ∈ Rnx . Let us
introduce

A⃗a = (Aκ⃗1 + Bκ⃗1F κ⃗1) · · · (Aκ⃗m + Bκ⃗mF κ⃗m), (6-8)

with F κ as in Algorithm 1, such that f i+m = A⃗af i holds for all initial conditions f0 and
i ⩾ I. Note that the sequence of inter-event indices κ⃗1, . . . , κ⃗m (provided they exist) can
be obtained using ETCetera for a linear PETC system with full-state feedback quadratic
triggering condition, as is the case here. Guarantees for when the traffic automaton contains
a minimizing cycle are given in [52, Proposition 13]. Note that whilst we are dealing with
output feedback and furthermore, the observation error x̃i might be very large, an abstraction
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can still be constructed as the next sampling time is based solely on the estimated state vector
x̂i.

It must be noted that constructing such an abstraction can be computationally expensive
(see §5-5). There could exist sets of measure zero which hinder convergence of the (semi)-
algorithm, or the PETC might not exhibit periodic behavior at all and instead the traffic
generated might be chaotic [52]. We elaborate on this in §5-6. However, assuming a limiting
cycle of inter-event times has been obtained, we can state the following.

Proposition 6.6 (Resilience to switched ZDAs). Consider the closed-loop architec-
ture as in Figure 3-2 and suppose A⃗a as in (6-8) is Schur stable. Then, the system
is resilient to a disruptive switched ZDA, provided ∥f0∥ is sufficiently small.

Proof: Given that i is sufficiently large, the transient due to the non-zero initial condition
f0 ̸= 0 as in Proposition 6.2 can be neglected, and we have f i = xi for i ⩾ I. Given that A⃗a
is Schur stable we have limi→∞ f i → 0 which implies limi→∞ xi → 0. Thus, the magnitude
of the state vector remains finite for all time meaning ∥xi∥ ⩽ x̄ for all i, for which the size of
x̄ is dependent on the initial condition f0. If ∥f0∥ is sufficiently small then ∥xi∥ ⩽ x̄ for all
i implies χ(t) ∈ Xs, for all t. ■

If the above proposition holds, then the attack vector f i has finite energy. The results rely on
∥f0∥ being approximately equal to zero (such that the attack vector cannot grow excessively
during the transient i < I), which can be enforced through a sufficiently small threshold η
(see Proposition 6.2). As we are assuming the absence of load disturbances and noise, we
are free to set η > 0 as small as necessary (the effect of which is demonstrated in 6-5-2).
Similarly, a sufficiently large safe region Xs can obtain a similar effect, although it might not
be reasonable to assume the safe region to be arbitrarily large in practice.

Alternatively, one can increase the sampling period h such that the discretized plant P no
longer contains unstable sampling zeros. However, choosing such a sampling period is based
fundamentally on a worst-case analysis across the state-space of the system [23]. Therefore,
employing an STC policy, even with a considerably large triggering parameter σ, can often
lead to better performance. This is because STC has the advantage of having ‘feedback’ in
determining the transmission times [53], and thus both faster (and slower) triggering rates
are possible when needed.

6-5 Illustrative examples

Consider the stable continuous-time plant
˜
P with output-feedback given by

˜
A =

 −5 1 0
−8 0 1
−4 0 0

,
˜
B =

 0
0
1

, C =
[

1 0 0
]
. (6-9)

Note that the continuous-time system contains no zeros, which means that the relative degree
nν = 3. We design a linear–quadratic–regulator (LQR) controller K by an emulation design
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method such that
˜
A −

˜
BK is Hurwitz. By arbitrarily selecting the weighting matrices

Wx = 0.01 ·I and Wu = 0.5 and construct the algebraic Riccati equation (ARE) given by
[101]

˜
ATR + R

˜
A−R

˜
BK = Wx, K = W 91

u ˜
BTR, (6-10)

which has a unique stabilizing solution R ≻ 0 given Assumption 1 holds. This is the case for
(6-9), and solving (6-10) we obtain K = [ −0.015 −0.009 0.035 ]. A sampling period of
h = 0.2 is chosen (for which Assumption 3 holds), such that

A =

 0.28 0.12 0.01
−1.02 0.88 0.19
−0.48 −0.06 1.00

, B =

 0.00
0.02
0.20

. (6-11)

The STC policy is a trigger-on-relative-state-error from (3-23), with σ = 0.32 and κ̄ = 10.
We use the simplified linear matrix inequality (LMI) conditions from [61, Theorem III.4]
and find the system is globally exponentially stable (GES) with decay rate ρ = 2.25. These
are applicable because the full-state feedback controller is static. The decay rate was found
by means of a bisection method on the interval [1091, 10]. The seed was set to 45538370
in NCSim. Given that C ̸= I, we design an observer O as in Theorem 3.3, which yields
L = [ 0.37 0.80 0.36 ]T. Since the controller C is static, Assumption 6 is satisfied [2], and
the subsystem

˜
G (see §3-7) is input-to-state stable (ISS) to observation errors x̃i.

In this example, we consider the objective of regulation and the presence of a strong Byzantine
adversary (see Assumption 9). The safe region is defined as Xs =

{
xi ∈ Rnx

∣∣ ∥xi∥∞ ⩽ 3
}
.

From (3-11) we find that κ̄max = 8. Furthermore, from Lemma 6.3 we find
¯
h = 1.73. As

κmax ⩽ κ̄max = 8 < ⌊
¯
h/h⌋ = 9 , by Theorem 6.5 the closed-loop system is susceptible to a

disruptive switched ZDA attack.
First, consider a switched ZDA with initial condition x0 = x̂0 = 0 starting at t0 = 0. Using
Algorithm 1 we find the maximal controlled invariant subspace V ⋆ = span{v1, v2} with
v1 = col(0, 1, 0), v2 = col(0, 0, 1). The initial attack vector f0 = 1099 · v1 ∈ V ⋆ and the
simulation is run for T = 10 time units.
The norm of the resulting state trajectory χ(t) as well as the state estimate x̂i can be seen
in Figure 6-2. The state leaves the safe region at t = 8.6, at which time the output yi is still
equal to zero, meaning the switched ZDA is both stealthy and disruptive.
Whilst the attack appears to be detected at the sudden jump of the output at k = 47, this is
merely due to numerical artifacts. The simulation quickly exceeds the needed floating-point
capacity and loses precision as the state norm grows geometrically. Therefore, (rounding)
errors are greatly amplified. Theoretically, with infinite precision, the state norm would
become arbitrarily large with the output remaining zero. In the next section, we show that
even in the case of imperfect knowledge (practical) switched ZDAs are still possible.

6-5-1 Influence of imperfections

Under nominal system operations, the state vector will most likely not be precisely at the
origin. Therefore, here the effects of imperfections on switched ZDAs are investigated. We
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Figure 6-2: Effect of a ZDA on a noise-free system with initial condition x0 = 0

demonstrate that a non-zero initial condition as well as load disturbances wi are not pro-
hibitive for a successful switched ZDA.
In Figure 6-3 the system is initialized at χ(0) = 1. Due to the assumption of a prolonged
operation time, we furthermore set x̂0 = χ(0). The initial attack vector f0 = 1099 ·v1 ∈ V ⋆

and the simulation is run for T = 20. The switched ZDA is once again successful as the state
trajectory leaves the safe region at t = 18.6 whilst the output remains zero, except for the
transient at the beginning of the simulation due to the non-zero initial condition χ(0).
Next, we consider the effect of load disturbances wi on the detectability of switched ZDA.
Similar to 5-5, the matrix

˜
E = I, which implies Σw ≈ 1093 ·I using (3-3). The seed value

was set to 45538370 in NCSim. The results can be seen in Figure 6-4. At t = 7.0 the
trajectory leaves the safe region. The output yi is not equal to zero, but it is hardly possible
to distinguish the effect of the attack from that of the actual noise [98]. Again, whilst the
state trajectory diverges, the state estimate x̂i remains close to the origin.
The trajectories of χ(t) for the two scenarios described above are plotted in phase space in
Figure 6-5. The nullspace ker(C) of the measurement matrix is shown as the gray verti-
cal plane. Figure 6-5a elegantly illustrates how the adversary ‘hides’ his attack within this
nullspace whilst steadily letting the state trajectory diverge.

6-5-2 Influence of large IETs

As alluded to in §6-4, extending the IETs can move the unstable sampling zeros into the unit
circle. Illustrative examples are presented next.
To extend the IETs, the triggering parameter is increased to σ = 1.2 whilst the upper bound
κ̄ remains the same. With these parameters GES is preserved with a decay rate ρ = 2.12
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Figure 6-3: Effect of a ZDA on a noise-free system with non-zero initial condition x0 = 1

(note that the dynamics as in (6-11) are stable). The initial attack vector f0 = 1096 ·v1 ∈ V ⋆

and the simulation is run for T = 20 time units. From 6-6, it can be seen that the switched
ZDA is unsuccessful in being disruptive, and the trajectory remains inside the safe region.
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Figure 6-4: Effect of a ZDA on a system with load disturbance (Σw ≈ 1093 · I) and initial
condition x0 = 0
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Figure 6-5: Phase space with trajectories and the effect of a ZDA. Note that the trajectories
are clipped outside the box [−1.5, 1.5]3.

Interestingly, at the beginning of the simulation when the IETs are still small, the norm of
the input initially increases, but as the IETs get larger the sampling zeros become stable and
the input decays back to zero.

Using ETCetera we can check whether Proposition 6.6 holds. To this extent, an attempt
was made to create a traffic model abstraction. Unfortunately, with a depth of l = 11, no
limiting cycle had been verified, although a lower bound to the smallest average inter-event
index ⃗

¯
κavg = 1.6 was found[4]. This highlights one of the difficulties in working with these

finite state abstractions, and further verification with sufficient computational resources is left
for future work. Numerically simulating the trajectories of 7.2 ·103 initial conditions evenly
spaced on half of the unit sphere, we find that all of them eventually exhibit a periodic cycle of
six inter-event indices, suggesting m = 1 and κ⃗1 = 6 (although this is not a formal guarantee).
For some initial conditions, these cycles appear only after 21 iterations, meaning l > 21 in
order to verify these cycles. Note that from Figure 6-1a we find that the SL system as in
(3-7) with κ = 6 has no unstable sampling zeros.

Finally, we would like to demonstrate that in practice guaranteeing (sporadic) large IETs is
not sufficient for preventing switched ZDAs, if these IETs are too infrequent. In the following
example, we once again take into account load disturbances with covariance matrix Σw ≈ I.
The triggering parameter is set to σ = 0.5 whilst the margin parameter ϵ = 2 · 1094. The
initial attack vector f0 = 1099 ·v1 ∈ V ⋆ and the simulation is run for T = 40.

The simulation results can be seen in Figure 6-7. From the bottom plot, we see that sporadic
burst of short IETs, followed by one or two very large IETs. Initially, the norm of the control
input |υ(t)| seems to sometimes grow, but then quickly decay back to zero. However, at
t = 37.2 the trajectory does leave the safe region with the output remaining in between the
detection bounds. Note the peaks in the state norm ∥χ(t)∥, the most notable one at t = 35.0,
which are not visible in the output.

[4]The algorithm was run on a HP ZBook Studio G3 with Intel Core i7 @ 2.60GHz and 8.00 GB of RAM.
The algorithm was interrupted after 23 hours of runtime, and no MACE simulation was found.

Master of Science Thesis B.G. (Bart) Wolleswinkel



6-5 Illustrative examples 65

0

1

2
0.0 2.0 4.0 6.0 8.0 10.0 12.0 14.0 16.0 18.0 20.0

t

∥χ(t)∥ ∥x̂i∥

−1
−0.5

0
0.5

1 ·10−2

ui

−1
−0.5

0
0.5

1
yi

0 10 20 30 40 50 60 70 80 90 100
0
2
4
6
8

10

k

κi

Figure 6-6: Effect of a ZDA on a noise-free system with large IETs
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Figure 6-7: Effect of a ZDA on a system with load disturbances and large IETs
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Figure 6-8: Generalized hold function

6-5-3 Qualitative comparison

The previous sections demonstrate that longer IETs are capable of moving unstable sampling
zeros into the unit circle. However, more research is needed on how to translate these findings
into actual design procedures. In this section, we compare our method with existing counter-
measures in the literature. A comparative analysis remains challenging as noted previously.
Therefore, here we only conduct a qualitative comparison.

First, let us compare the method of deploying additional measurements described in [123],
which is outlined in Algorithm 2. For the system given in (6-11), it is trivial to verify that for
any cT = col(c1, c2, c3) ∈ S with either c1 ̸= 0 or c2 ̸= 0 the discretized system P as in (3-1) no
longer contains any zeros. With this additional measurement, ZDAs are no longer possible. It
remains to be seen whether practically implementing these sensors is both physically possible
and economically viable. Finally, the failure of such a redundant sensor would of course imply
the system is once again vulnerable to switched ZDAs.

Furthermore, let us consider the method of generalized hold as proposed in [69]. If we desire
that the closed-loop system no longer has any zeros, then we can compute (a realization of)
A′, B′ and from there construct the generalized hold function hg(s ; κ) as in (6-4). These
results can be seen in Figure 6-8. Note that the generalized hold mechanism is different for
each value 1 ⩽ κ ⩽ κ̄. The above solution does prevent switched ZDAs, but requires a device
that can generate continuous-time signals, which may not be practical or even feasible [114].
Therefore, [69] also proposes a piecewise constant formulation, at the cost of an additional
performance deficit. Finally, usually the digital controller C has to be reconfigured according
to the change to the holding device [69].

Lastly, we briefly mention yet two other existing countermeasures. First, [123] propose either
perturbing the system matrix A or encoding the input matrix B. However, perturbing A
might be undesirable or even physically impossible, whilst encoding B relies on a shared
secret between the actuators and the controller (which is even more troublesome considering
the threat of a strong Byzantine adversary). Finally, [94] suggest using an additional sampler
with rate h/m, m > 1. With sufficiently large m, the lifted system has no unstable zeros, but
this does require faster sampling which might not be feasible due to hardware limitations.
For the plants as in (6-11), and the fact that (A, C) is observable according to Assumption 1,
it follows that for a dual-rate sampler with m = 4 (i.e. a sampling period of 0.05 time units)
the lifted system no longer contains unstable zeros [94, Lemma 7].
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Chapter 7

Conclusion

In this chapter, we summarize the results obtained and discuss our findings. We have shown
that the extra degree of freedom obtained by employing an self-triggered control (STC) policy
can aid in both the detection and prevention of replay attacks and switched zero dynamic
attack (ZDA), respectively. These results have been provided in light of the same framework,
although different assumptions on the capabilities of the attacker are considered.

We would like to stress here that, similar to [9], the augmentation of the inter-event times
(IETs) of an STC policy to aid attack detection/prevention stands as a proof-of-concept.
Further research and development is needed in order to make this strategy viable in practice,
which is something the author aims to pursue. We do believe that this novel idea can be
an alternative to other types of watermarking under the right circumstances. Furthermore,
the vulnerability of STC systems (and for that matter, switched linear (SL) system or time-
varying system) to (switched) ZDAs is something that, to the best of the author’s knowledge,
has never been shown before.

7-1 Discussion

As discussed in §5-6, the proposed watermarking method is mainly suited for periodic, non-
constant reference tracking. Whilst we have shown that by modifying the triggering param-
eters ϵ and κ̄ whenever the trajectory is close to the origin does allow replay attacks to be
detected, this comes at the cost of significant drift of the trajectories away from the origin,
which can be highly undesirable. As such, changing the watermarking scheme would possibly
be preferable. We would like to note that our method proposed here in a sense adequately
complements the work of [9], be it that they do not consider disturbances and noise which
they leave to future work. Since their method applies to tracking constant references, it would
be interesting to see if a blend of both strategies can provide better detection capabilities with
smaller performance loss.

In addition, since we are in general considering dynamic controllers for periodic reference
tracking, the controller state c[k] as in (2-2) can aid the detection of replay attacks even
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when watermarking is not present, as discussed in Appendix A-4. Thus, the replay attack
as considered in 5-5 constitutes a worst-case scenario. Note that in practice, however, other
phenomena such as false alarms, package drops, and quantization errors might make the start
of a replay attack indistinguishable from noise and faults. Still, it could be argued that due
to the former, replay attacks pose less of a threat to control systems performing periodic
reference tracking, as the adversary has less chance to succeed. Note that static reference
tracking controllers (e.g. proportional-only controllers, which are still widely used in industry
[35]) do not pose the same difficulty for the adversary.

We provide sufficient conditions making switched ZDAs no longer disruptive in §6-4-1, which
relies on increasing the triggering parameter σ such that the IETs are increased. Such an
approach might destroy closed-loop stability (if

˜
A is not Hurwitz) before resilience is achieved.

Furthermore, even if stability is preserved then the loss in performance by increasing σ might
be undesirable or even intolerable. Therefore, we believe that the proposed approach is overly
conservative, and more sophisticated methods are possible.

Finally, as discussed in §6-4-1 and demonstrated in §6-5, computing traffic abstraction can be
computationally expensive. As such, guaranteeing resilience through to switched ZDAs for
Theorem 6.6 might prove prohibitive in practice. Furthermore, as shown in 6-5-2 additive load
disturbances can severely alter the behavior of IETs, and lead to vulnerability nonetheless.
Stochastic traffic model abstractions as described in [28] might provide a solution and provide
an interesting study of future work.

7-2 Future work

We believe STC policies can play an important role in secure control, but recognize work
needs to be done. This could include (but is not limited to):

• Considering bounded perturbations δ(t) as discussed in §2-1, similar to [41]. However,
this constitutes a different (non-stochastic) framework.

• Investigate the relation between the proposed online watermarking procedure and the
missed detection rate, as well as the suboptimality of the offline triggering procedure
when the assumption in Proposition 5.2 does not hold.

• Incorporation of model mismatch between the adversary and the control system as in
[98]. Furthermore, switched ZDAs might (not) be possible for periodic event-triggered
control (PETC) systems (where the next sampling time is not known in advance).
Investigating the effect of timing mismatch is also of interest.

• Investigating the effect of input saturation on both the disruptiveness as well as stealth-
iness of such an attack. Experiments have shown that such physical limitations uncover
stealthy attacks [123]. Therefore, it would also be interesting to investigate the interplay
between the effects of extending IETs and input saturation.

• Developing more sophisticated (switched) ZDAs through optimization-based methods,
which can incorporate actuation constraints as well as detection constraints. The
groundwork for this has been laid in NCSim but is not presented here for conciseness.
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• Constructing attacks that are not only stealthy but also achieve disruptiveness quickly
(meaning less time for the control system to respond) as discussed in §4-2. One possible
method is by means of variable horizon model predictive control (VHMPC) [113], where
we minimize the horizon after which the state trajectory leaves the safe region. The
groundwork for this has been laid in NCSim but is not presented here for conciseness.

• Inspired by [67], formulating resilience to (switched) ZDAs in a reach-while-stay frame-
work. A game-theoretical framework might also be very well suited for such analysis.

Finally, as noted by [64] the actual deployment of event-triggered control (ETC) and STC
policies in relevant applications is still rather marginal. This, in combination with the lack of
security awareness in control systems engineering [102], means there is significant room and
need for acceleration. Hopefully, novel applications of STC such as the watermarking scheme
proposed here can provide an impulse to more frequent adoption of such techniques. However,
added resilience to cyberattacks is almost always a trade-off: it is well-known that security
always comes at a cost, which is not only monetary but can also be in terms of availability
or loss of performance [39]. As the saying goes in economics, so too does it seem to hold in
secure control: there is no such thing as a free lunch.
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Appendix A

Supplementary material for Chapter 5

Here, the supplementary materials for Chapter 5 are provided, as well as some of the supple-
mentary material for §3-5.

A-1 Linear impulsive system model

The construction of a (hybrid) linear impulsive (LI) system model is as follows. Consider the
augmented state vector ξ(t) = col(χ(t),

¬
c(t), yi, ui) for t ∈ [ti, ti+1) and

¬
c(t) = c[k] for t ∈

h·[k, k+1), which is a right-continuous[1]signal. First of all, note that ξ : R⩾0 → Rnx+nc+ny+nu

as we have that

∞⋃
i=0

[ti + ti+1) = R⩾0 (A-1)

by the definition of Γ from (3-12) (i.e. guaranteed Zeno-freeness). Furthermore, since each
event time ti is an integer multiple of the sampling period h ∈ R>0 the derivative of ξ(t) over
a sampling period is well-defined. The LI system model can then be written as

[
ξ̇(t)
ṡ(t)

]
=
[

¯
˜
Aξ(t) + ¯

˜
Bδ(t)

1

]
, s(t) ∈ [0, h), (A-2a)

[
ξ(t+)
s(t+)

]
=



[
J̄0ξ(t)

0

]
ξ(t)TQ̄ξ(t) ⩽ 0[

J̄1ξ(t)
0

]
ξ(t)TQ̄ξ(t) > 0

, s(t) = h, (A-2b)

[1]A right-continuous signal
¬
c(t) is a piecewise continuous signal where the limit (from the right) limt→a+

¬
c(t)

exist for all discontinuities a.
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where the flow matrices ¯
˜
A, ¯

˜
B are given by

¯
˜
A =


˜
A 0 0

˜
B

0 0 0 0
0 0 0 0
0 0 0 0

, ¯
˜
B =


E
0
0
0

, (A-3)

and jump matrices J0, J1 are given by

J̄0 =


I 0 0 0
0 Ac −Bc 0
0 0 I 0
0 0 0 I

, J̄1 =


I 0 0 0

−BcC Ac 0 0
C 0 0 0

−DcC Cc 0 0

. (A-4)

A-2 Offline static Kalman filter design

A modified design of a standard χ2 detector D (see Figure 3-2) is given as

D :
di = Aκidi−1 + Bκiui−1 + Hκizi, (A-5a)
zi = yi −Cdi, (A-5b)
gi = zT

i (CΣ⃗x,κiC
T + Σv)91zi. (A-5c)

Note that the detector as (A-5) runs an internal state estimator with estimated state di. The
switched observer gain Hκ is given by

Hκ = AκΣ⃗x,κCT(Σv + CΣ⃗x,κCT)91. (A-6)

The ‘steady-state’ covariance matrix Σ⃗x,κ of the state can be found as the solution to the
discrete algebraic Riccati equation (DARE) given by [92]

AκΣ⃗x,κAT
κ − Σ⃗x,κ + Σw = Hκ(CΣ⃗x,κAT

κ ), (A-7)

which can be solved for offline for all 1 ⩽ κ ⩽ κ̄. Note that since we are dealing with a switched
linear (SL) system a stationary distribution might not necessarily exist [71]. Therefore, the
covariance matrix as defined above is only an approximation, but from our results on numerical
simulations, it appears to be a sufficiently good one. This might be in part due to the fact
that for a constant κ, convergence happens exponentially fast and usually occurs in just a
few steps [131, 56].

Master of Science Thesis B.G. (Bart) Wolleswinkel



A-3 Sketches of several proofs 72

A-3 Sketches of several proofs

In this section, some (non-rigorous) sketches are provided for proofs currently absent in the
literature. We believe these sketches can be converted into formal proffs, given the needed
revisions, which is left to future work.

A-3-1 MSS of PETC policies with quadratic triggering conditions

We start by generalizing the triggering conditions, where we notice ∥xi − χ(t)∥ ⩾ ∥xi − χ(t)∥∞
and thus by [50, Collary 3] we have that an extension to the 2-norm is straightforward. As
such, a periodic event-triggered control (PETC) policy will trigger no later than the one con-
sidered in [27] given the quadratic triggering condition ∥xi − χ(t)∥ > ϵ. Note that by [21,
Theorem 2], we can choose ϵ arbitrarily large given that the architecture we consider here is
a heterogeneous hybrid system, which can be deduced from A-1. Thus, every other quadratic
triggering condition with matrix Q, such as trigger-on-relative-error ∥xi − χ(t)∥ > σ∥χ(t)∥,
will trigger no later than the triggering condition ∥xi − χ(t)∥ > ϵ provided ϵ is sufficiently
large. From this, it then follows that PETC systems with arbitrary quadratic triggering con-
ditions are stable. As discussed in §5-3 this could be extended to self-triggered control (STC)
by means of a hierarchical structure, employing a PETC at the sensor side.

A-3-2 ISS of STC policies with dynamic controllers

The proof follows almost similar reasoning as the one proposed in [3]. Note that we can
show that the hybrid system formulation (A-2) coincides with the one proposed in [50, 21].
As such, the hybrid system satisfies the relevant assumption referenced in [21, Lemma 1]
and thus [21, Theorem 2] dictates that globally exponentially stable (GES), which can be
checked by the linear matrix inequality (LMI) conditions adapted from [61], implies input-
to-state stable (ISS) with respect to bounded perturbations δ(t). If we chose

˜
E =

˜
B then

the observation errors belong to the bounded perturbations, and thus is follows that a STC
policy with a quadratic triggering condition and dynamic controller C is ISS with respect to
observation error x̃.

A-4 Influence of the controller state

We demonstrate how the use of a dynamic controller can aid in the detection of replay
attacks even when no watermarking is present. This boils down to the fact that even though
the replayed measurement yi = yi−∆i and the next inter-sampling time ti+1 = ti+1−∆i are
identical, the control input might not be exactly identical, i.e. ui ̸= ui−∆i. This is due to
the dynamic controller state c[k] differing between the time instances, and thus an alarm is
raised.
To illustrate, we considered the same dynamics and parameter value as in §5-5, only now, the
adversary initiates a replay attack with a delay of five cycles meaning ∆T ≈ 30, such that
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Figure A-1: Effect of the dynamic controller state on the detection of replay attacks

5·Tr ≈
∑∆i−1

ℓ=0
∣∣ti−ℓ− ti−(ℓ+1)

∣∣. Without the presence of watermarking, we find ∆i = 84. The
resulting trajectory can be seen in Figure A-1. Since the seed is identical, the first replayed
value is received similarly at k = 202.

As can be seen in Figure A-1, two alarms are raised at k = 202, 206. However, from there on
no further alarms are raised, as the controller state c[k] converges to c[k− 300] such that the
requested control inputs become identical once more. Thus, whilst an initial alarm is raised,
no more alarms are raised thereon after, even once the trajectory leaves the safe region after
t = 23.5. As shown in §5-5 a different choice of ∆i by the adversary might have made it
such that no alarms are raised at all. Therefore, without watermarking the system is still
susceptible to replay attacks.

Finally, we would like to raise the point that infrequent alarms, only at attack initiation, might
not be enough, as this reasonably can be mistaken for a false alarm. This is demonstrated in
Figure A-2, where we also show our proposed method for comparison. Due to the sporadic
false alarms, a replay attack might not be detected, as only the last alarm corresponds to an
actual attack. For our proposed method, the difference between a false alarm and a replay
attack is clear.

A-5 Different early triggering procedures in steady state

Here, we illustrate the effect of different early triggering procedures in a steady state. First,
a discrete uniform distribution is used as in Proposition 5.2. However, since the trajectory is
close to the origin ∥CBui∥ ≪ ∥C(Axi + EΣw) + Σv∥ does not hold. From Figure A-3, we
can see no alarm is raised and the replay attack is not detected.
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Figure A-3: Effect of a replay attack during steady state regulation with the proposed method
with σ = 0.32, ϵ = 0 and κ̄ = 10 offline procedure

Finally, as observed in §5-6 and can be seen in 5-10, the optimal online early triggering strategy
appears to be similar to a distribution where κ = 1 and κ̄i appear with equal probability. This
can also be seen in 5-2a. In Figure A-4 the implementation of this strategy can be seen. The
inter-event time (IET) do indeed seem to share similarities with those in 5-10. Whilst there
is a single alarm raised at k = 259 before the trajectory leaves the safe region at t = 27.1, as
discussed in Appendix A-4 this alarm becomes hard to distinguish from a false alarm. Thus,
the performance of the watermarking strategy is still not satisfactory.
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Figure A-2: Hypothesis over time. From the topmost figure (no watermarking) the raised alarm
at the initialization of the attack can be mistaken for a false alarm. From the bottom figure
(proposed method) the attack is distinguishable.
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Figure A-4: Effect of a replay attack during steady state regulation with the proposed method
with σ = 0.32, ϵ = 0, κ̄ = 10 and maximal difference
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Appendix B

Supplementary material for Chapter 6

B-1 Extension of ZDAa on MIMO systems

Multiple-input and multiple-outputs (MIMOs) systems are just as vulnerable, if not more,
to (switched) zero dynamic attacks (ZDAs). Some relevant extensions to such systems are
provided here.
For MIMO system the condition of (6-2) not being invertible is slightly altered, and one
defines a transmission zero as a value s ∈ C for which the matrix R(s) loses rank, which is a
generalization of the former.

B-2 Relative degree for MIMO systems

The relative degree nν of a continuous-time plant
˜
P with an equal number of inputs and

outputs is formally defined for MIMO systems as follows.

Definition B.1 (Relative degree, adapted from [141, Definition 1]). Consider a
continuous-time plant

˜
P as in (2-1) and suppose nu = ny. Let 1 ⩽ ℓ ⩽ ny denote

the ℓ-th row of the measurement matrix C = col(cT
1 , . . . , cT

ℓ , . . . , cT
ny). Then, rℓ is

said to be the ℓ-th relative degree of
˜
P if cT

ℓ ˜
Ar

˜
B = 0 for all 0 ⩽ r ⩽ rℓ − 2 and

cT
ℓ ˜

Arℓ−1
˜
B ̸= 0. We call r = col(r1, . . . , rny ) the relative degree of

˜
P.

B-3 Masking attacks

Apart from ZDAs MIMO systems face yet another threat, namely masking attacks. Whenever
nu > ny the system

˜
P is always conducive to a stealthy yet disruptive attack, as one input
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can mask the effect of one input by another one [94]. Note that input redundancy, somewhat
counter-intuitively, does not imply that there are more control inputs than measurement
signals, as there exist systems with nu = ny who are input redundant [73] (and thus susceptible
to masking attacks).

B-4 Algorithm for obtaining the Byrnes-Isisdori normal form

To the author’s best knowledge, no algorithmic implementation is readily available for con-
structing the Byrnes-Isisdori normal form in widely used scripting languages. Below, an
Python implementation is provided based on [141, Algorithm 1].

1 import numpy as np
2 import numpy . typing as npt
3 import scipy as sp
4 import control as ct
5 from itertools import chain
6
7 def get_byrnes_isidori_normal_form (sys: ct. StateSpace ) -> ct. StateSpace :
8 # FROM: "On the relative degree and normal forms of linear systems by output

transformation with applications to tracking " # nopep8
9

10 def get_relative_degrees (sys: ct. StateSpace ) -> npt. NDArray [np. dtype [int ]]:
11 A, B, C, D, n_x , n_u , n_y = sys.A, sys.B, sys.C, sys.D, sys.nstates , sys.

ninputs , sys. noutputs
12 if not np.all(D == 0):
13 raise ValueError (f" Feedforward matrix D must be a zero matrix , recieved {D

}")
14 rel_degrees = np. zeros (n_y)
15 for output_row in range ( rel_degrees .size):
16 for k in range (1, n_x + 1):
17 if np.any(C[ output_row , :] @ np. linalg . matrix_power (A, k - 1) @ B) !=

0:
18 rel_degrees [ output_row ] = k
19 break
20 return rel_degrees . astype (int)
21
22 A, B, C, D, n_x , n_u , n_y = sys.A, sys.B, sys.C, sys.D, sys.nstates , sys.ninputs ,

sys. noutputs
23 if n_u != n_y:
24 raise ValueError (f"This algorithm assumes the same number of inputs as outputs

, found n_u = {n_u}, n_y = {n_y}")
25 rel_degs_list = get_relative_degrees (sys)
26 rel_deg = np.sum( rel_degs_list )
27 Gamma = np. stack ([C[ output_row , :] @ np. linalg . matrix_power (A, rel_degs_list [

output_row ] - 1) @ B for output_row in range (n_y)], axis =0)
28 try:
29 Gamma_inv = np. linalg .inv( Gamma )
30 except np. linalg . LinAlgError :
31 raise ValueError (f"The provided system (A, B, C) has irregular relative degree

meaning inv( Gamma ) does not exist ")
32 Theta = B @ Gamma_inv
33 Q = np. concatenate ([ np. stack ([ np. linalg . matrix_power (A, k) @ Theta [:, output_row ]

for k in range ( rel_degs_list [ output_row ])], axis =1) for output_row in range (
n_y)], axis =1)

34 O = np. concatenate ([ np. stack ([C[ output_row , :] @ np. linalg . matrix_power (A, k) for
k in range ( rel_degs_list [ output_row ])], axis =0) for output_row in range (n_y)],

axis =0)
35 O_0 = sp. linalg . null_space (O)
36 S_inv = np. linalg .inv(O @ Q)
37 N = np. linalg .inv(O_0.T @ O_0) @ O_0.T @ (np.eye(n_x) - Q @ S_inv @ O)
38 A_f = N @ A @ Q @ S_inv
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39 A_00 = N @ A @ O_0
40 rel_deg_cum = np. insert (np. cumsum ( rel_degs_list ), 0, 0)
41 a_0i = [[ A_f [:, k] for k in range ( rel_deg_cum [ output_row ], rel_deg_cum [ output_row

+ 1])] for output_row in range (n_y)]
42 S_0i = [ row_roll (np.tile(np. stack (a_0i[ output_row ], axis =1) ,( rel_degs_list [

output_row ], 1)),
43 np. repeat (-np.a range (0, rel_degs_list [ output_row ]) , A_f. shape [0])

, axis =1, fill =0) for output_row in range (n_y)]
44 H_0i = [np. concatenate ([ np. linalg . matrix_power (A_00 , k) for k in range (

rel_degs_list [ output_row ])], axis =1) @ S_0i[ output_row ] for output_row in
range (n_y)]

45 H = np. concatenate (H_0i , axis =1)
46 T = np. concatenate ((N - H @ O, O), axis =0)
47 T_inv = np. linalg .inv(T)
48 Alpha_i = [C[ output_row , :] @ np. linalg . matrix_power (A, rel_degs_list [ output_row ])

@ np. concatenate ((O_0 , O_0 @ H + Q @ S_inv ), axis =1) for output_row in range (
n_y)]

49 alpha_i0 = [ Alpha_i [ output_row ][0:( n_x - rel_deg )] for output_row in range (n_y)]
50 alpha_i = [ Alpha_i [ output_row ][( n_x - rel_deg ):] for output_row in range (n_y)]
51 A_tilde , B_tilde , C_tilde = T @ A @ T_inv , T @ B, C @ T_inv
52 sys_normal_form = ct.ss(A_tilde , B_tilde , C_tilde , D, dt=sys.dt)
53 sys_normal_form . set_states ( tuple ( chain . from_iterable ([[f"eta [{l}]"] for l in range

(n_x - rel_deg )] + [[f"xi [{ output_row },{k}]" for k in range ( rel_degs_list [
output_row ])] for output_row in range (n_y)])))

54 return sys_normal_form

B-5 Algorithm for deploying additional measurements

Algorithm 2 Deploy additional sensors, adapted from [123, Algorithm 1]
Requires: A, B, C, S, F
Returns: C ′

1: V ← [ v1 · · · vnk ] s.t. span{v1, . . . , vnk} = ker(C)
2: V + ← 0
3: while range(V +) ̸= range(V ) do
4: for ℓ, cT ∈ S do
5: W ← [ w1 · · · w1−nx ] s.t. span{w1, . . . , w1−nx} = ker(cT)
6: ΠW V ← V (V TV )91V TW (W TW )91W T

7: λ, E ← Eigenvalues and eigenvectors of ΠW V

8: V + ← [ e1 · · · env ] s.t. ei ∈ range(E) and λi = 1
9: if dim(range(V +)) = dim(range(V )) then

10: Remove cT from S
11: ℓ← ℓ− 1
12: else
13: V ⋆ ← (A + BF )− invariant ⊆ range(V +) using Algorithm 1
14: V ← [ v1 · · · vnk ] s.t. span{v1, . . . , vnk} = V ⋆

15: C ′ ← col(C, cT
1 , . . . , cT

ℓ )
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B-6 Additional dynamics

Consider the stable continuous-time dynamics
˜
P given by

˜
A =

 13.0 −16.2 3.3
6.1 −2.1 −4.0
−7.6 24.7 −17.2

,
˜
B =

 3.9
−2.3
5.3

, C =
[

2.7 −2.84 0.74
]
, (B-1)

with D = 1. The poles of the system are −0.51,−2.23,−3.57 and the (intrinsic) zeros are
−11.04± 6.23j,−5.07.
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∆i Loop length 29
∆T Delay length 29
ϵ Margin parameter 15
ϵ0 Numerically positive threshold 37
η Detector threshold 32
η(s) Dynamic buffer variable 47
ρ Decay rate 17
σ Triggering parameter 11
Σ Covariance matrix 9
κ̄ Upper bound of inter-event index 14
κ⃗avg Average inter-event index 43
κi i-th inter-event index 14
κ̄i i-th inter-event index deadline 34
κmax Largest inter-event index 14
κmin Smallest inter-event index 14
[[κi]] i-th watermarked inter-event index 34
ν Measurement noise, continuous-time 6
ξ Augmented state vector, continuous-time 11
Ξ Jamming signal 24
τ̄ Upper bound of the inter-event time (IET) 11
τ⃗acg Average IET 43
τi i-th inter-event time 11
υ Input vector, continuous-time 6
ϕ Triggering function 11
Φ State evolution function 16
χ State vector, continuous-time 6
ω Load disturbance, continuous-time 6
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