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Chapter 1
Introduction

Governments increasingly use artificial intelligence (AI) to support or entirely
automate public service decision-making. As the use of AI in public sector
decision-making increases, so do concerns over its harmful social consequences,
including the undermining of the democratic rule of law and the infringement
of fundamental human rights to dignity and self-determination [e.g. 61, 67].
Increasing systems’ contestability—which I define as openness and responsivity
to dispute—is a way to counteract such harms. Contestable AI is a small but grow-
ing field of research [9, 55, 146, 153, 298, 341]. However, thus far, much of the
research has focused on general principles rather than application in practice.

This thesis’ central aim is to explore what sociotechnical design interven-
tions increase the contestability of public AI systems. In this introductory chap-
ter, I first motivate the research by investigating how public AI systems specifi-
cally impact human autonomy. I introduce the example cases that play a central
role in the subsequent chapters and make the case for contestability as a system
quality that supports autonomy. Subsequently, I review the literature on trans-
parency and explainability, contestability, public AI, and agonistic pluralism.
I highlight the thesis’ knowledge gaps and research questions throughout the
review. Next, I lay out the research approach, which I frame as constructive
design research, and describe the design and analysis methods. I close with an
overview of the remaining chapters.

1.1 Motivation

In this section, I motivate the research of this thesis. I begin by briefly describing
the research context, namely governments’ use of algorithmic systems to auto-
mate or support the execution of policy, which I call public AI. I then discuss how
these systems impact an essential human value, namely autonomy. Next, I intro-
duce the three cases that were the basis of the research in this thesis: (1) smart



4 Chapter 1

electric vehicle (EV) charging, (2) camera cars, and (3) fraud risk-scoring mod-
els. I use these cases to illustrate how public AI can harm human autonomy.
Finally, I make the case for contestability, a system quality that protects people’s
autonomy. The identification of contestability as a desirable quality then sets
the scene for the main research aim of this thesis: To explore what sociotechnical
system properties increase the contestability of public AI systems.

1.1.1 AI for Public Administration and Urban Governance

I situate this work in the context of public AI, which I define, following Suchman
[326] and Nouws et al. [265] as the application of adaptive data analysis and processing
to enhance, assist, or automate decision-making in the public sector.1

Governments increasingly make use of public AI [263, 315, 329, 361, 372].
Application areas include child protection, public housing, health, social protec-
tion, security, and taxation [48, 86, 230]. Main concerns include transparency
[48, 86, 106], data collection politics [230, 277], and impact on public sector
work [109, 300, 301, 346].

A related field is urban AI [68, 220, 221], which delves into AI’s role in the built
environment. Application areas here are mainly related to mobility solutions
such as electric vehicle charging, autonomous vehicles, and parking systems
[6, 219, 299]. This research examines AI’s influence on urban experiences,
intertwining AI ethics with urban design ethics [220]. The focus on spatial justice
[142, 206, 307, 314] is more pronounced in urban AI studies, complementing
the procedural and distributive justice discussions that are more prevalent in
public AI research [30, 204]. Procedural and distributive justice are concerned

1. A note on terminology: In this thesis, I use “artificial intelligence” and “AI” as an umbrella term to refer
to various practices of adaptive data analysis and processing for human-machine decision-making.
This use has become quite common in lay discourse. While suffering from inflationary hype, it has
also become a helpful boundary object term that links conversations in diverging academic fields.
In some cases, when I discuss AI, this can involve machine learning (ML), but this is not required.
Where relevant, I distinguish between such stochastic (probabilistic) approaches and their deter-
ministic (rule-based) counterparts. Two other common terms are “algorithms” and “automated
decision-making” (sometimes “algorithmic decision-making”). The use of “algorithm”—which
strictly refers to any finite set of instructions for solving a mathematical problem—to refer to
complex sociotechnical systems that involve human and machine actors is a bit of a misnomer
but quite common in lay discourse. I generally avoid its use in this thesis. I use “algorithmic
system” to refer to any sociotechnical system that uses computation as part of its decision-making.
“Automated–” and “algorithmic decision-making” are common terms in the literature and high-
light the particular purpose actors use AI technology for, which is also the focus of this thesis:
decision-making in the public sector. Some take issue with the “automated” designation since,
more often than not, the systems referred to involve a blend of human and machine agents. For
this reason, I usually restrict its use in these writings to refer to fully automated decision-making
only and use “algorithmic” to refer to all other cases.
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with the perceived fairness of decision-making processes and the distribution of
resources, respectively. Spatial justice is concerned with how space is used and
how decisions about the use and design of particular spaces are determined.

1.1.2 Autonomy

AI systems can potentially erode individual autonomy, a key concern highlighted
in numerous AI ethics guidelines. However, the definition of autonomy and its
potential compromise by AI is often vague. A clear understanding is crucial as
varying interpretations of autonomy lead to different recommendations. Fjeld
et al. [108] points out that autonomy typically underpins the concept of human
control over technology.

I define autonomy following Prunkl [283] as the ability to self-govern effec-
tively, which involves authenticity—holding beliefs and values free from external
influence—and agency—having the capability to act based on one’s beliefs and
values. These two elements dictate how autonomy is protected or promoted.
Christman [62] suggests that a decision or desire is only authentic if one does
not feel estranged from it after thoughtful consideration.

Rubel et al. [292] delve into how algorithmic systems impact autonomy. They
argue that these systems must be ones individuals can reasonably endorse, mean-
ing they align with personal goals or adhere to fair terms of social cooperation.
This endorsement depends on the system’s reliability, the subject’s responsibil-
ity for its inputs, the stakes involved, and the distribution of its impact across
different groups. I will apply this reasonable endorsement test to examine the
effects of public AI systems on autonomy in the following section.

To respect autonomy, individuals should have access to information that
supports their practical ability to carry out their plans and cognitive ability
to evaluate their circumstances [292]. From this, we can infer principles for
informed decision-making and information control. In the next section, I will
use these principles to explore necessary design changes in public AI systems
to respect autonomy.

Further, Rubel et al. [292] look at the necessary conditions for autonomy,
which include freedom—understood as “ecological non-domination.” This con-
ception combines aspects of negative, positive, and republican freedom. To
be genuinely free, individuals must be able to self-govern, have quality agency,
and be free from others’ domination. Challenges to freedom include emotional
influence, cognitive limitations, and social impacts—all of which others can ma-
nipulate.
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Finally, Rubel et al. [292] addresses the responsibilities that accompany
being autonomous. They note how those deploying AI can use it to conceal
accountability—a practice termed “agency laundering,” the act of attributing
causal responsibility to an actor other than oneself. They also emphasize citi-
zens’ role in legitimating political actions, asserting that for a government policy
to be legitimate, it must be democratically willed (within normative bounds to
avoid arbitrariness), or rely on “normative authority” [275] and meet the “access
constraint,” which ensures citizens can form beliefs about policies with a suffi-
cient degree of agency. When algorithmic systems curtail autonomy, they also
impede this process of legitimation.

1.1.3 Example Cases: Smart EV Charging, Camera Cars, and Risk Models

In this thesis, the empirical work is grounded in three cases, all of which occur
in the city of Amsterdam, the Netherlands: (1) a smart EV charging system,
(2) camera cars used for vehicular urban sensing, and (3) a risk scoring model
used for enforcement of illegal vacation rentals.

I will briefly describe each, in turn, to add context to the notion of public
AI. I will also highlight how autonomy is impacted for each case, using Rubel
et al.’s reasonable endorsement test. Remember that subjects’ ability to endorse
a system depends on its reliability, the degree to which it uses inputs that they
can be held responsible for, the stakes involved, and the distribution of burdens
across groups.

I will also use principles for informed practical and cognitive agency to sketch
out potential interventions that will make these example public AI systems more
respectful of people’s autonomy by providing particular information and means
of control.

Smart EV Charging

Amsterdam operates 2503 charging stations with 4974 charging points (Fig-
ure 1.1). Four hundred fifty-two stations (904 points) are part of a smart charging
system called Flexpower, which increases charge speed when solar energy is
available. In 2016, a design study was commissioned to make smart charging
transparent for EV drivers. This study led to the Transparent Charging Station
prototype, which uses priority schemes to give shared EVs priority to charge
faster. A follow-up project, UI for Smart EV Charging, developed a transparency
interface for existing Flexpower charge points and was aimed at studying the
feasibility, usefulness, usability, and desirability of transparency.
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Figure 1.1
Electric cars at a public charging station in Amsterdam. (Photo: Michiel Wijnbergh)

EV drivers may reject the system because it bases charge speed on factors
they cannot be held responsible for—grid capacity, availability of renewable
energy—and which they feel it unreasonable to be impacted by. Drivers may still
consider this use of factors outside their control acceptable because the system
is reliable, and the stakes are relatively low—curbside charging generally is a
secondary means of EV charging. Another reason drivers may reject the system
is if burdens are distributed unevenly across groups. This distribution could
result from variable adaptation for grid capacity between city areas. However,
the system currently models capacity at the level of the entire city.

This case directly addresses informational provisions in support of agency—
the transparency interface aimed to explain the reasons for the charge speed
provided in real-time. As will be shown in Chapter 2, shortcomings in the eyes
of EV drivers of this information can be understood in part as a mismatch
between the information provided and drivers’ practical agency needs. That
is to say, drivers were insufficiently supported in planning and acting in line
with their values. This mismatch was partly due to the timing and modality
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of the information provided and, in part, to a lack of control over charging
station behavior.

Camera Cars

Amsterdam and 12 other Dutch municipalities have started using camera cars
for parking monitoring and enforcement (Figure 1.2). The system checks if
parked cars have paid their parking fee or have a permit. It captures images of
license plates and uses computer vision algorithms to recognize them. Payment
must be made within 5 minutes, or a parking inspector will review the situation
based on four photos. A parking fine is issued if no exceptional circumstances
apply. Amsterdam also uses camera cars to detect stolen vehicles and those
with a claim from the police or public prosecutor.

Figure 1.2
A parking monitoring camera car driving through the streets of Amsterdam. (Photo:
Robin Utrecht)

Sticking with parking enforcement camera cars, drivers may reject the sys-
tem based on its (lack of) reliability, the high stakes involved, and the relative bur-
den imposed on some groups. Misread license plates may cause unwarranted
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fining or failure to detect exceptional circumstances (e.g., curbside unloading).
Fines can be significant, and a failure to satisfy them on time can lead to notable
increases. System unreliability can impact certain groups more than others.
For example, those who rely on curbside unloading for their daily routines—
parents who drop off children at daycares or schools—or their livelihoods—parcel
deliverers—may have to deal more frequently with unwarranted fines.

Given the system’s unreliability, what is essential here is informational
control—drivers subjected to erroneous fines should be provided with the in-
formation required to determine the reasons for the fine and allowed to make
corrections to the data on which this decision was based. The history of the
Amsterdam parking enforcement camera car illustrates this issue. Only after
initial deployment did it become clear that circumstances might warrant ex-
emption. This realization led to a change in procedure, by which human review
was added as a final step to positive system detections. Furthermore, a custom
web interface with some integration with the primary algorithmic system was
added to enable drivers to review the images from the camera car that led to the
fine and to object if they felt the fine was unwarranted.

Fraud Risk Scoring Models

Amsterdam is struggling with mass tourism (Figure 1.3). Visitor levels have
rapidly recovered to pre-pandemic levels, and the practice of illegal vacation
rental properties makes it difficult to control visitor flows. To address this issue,
the city introduced a pilot system in 2020 that helps screen reports of possible
illegal vacation rentals. The system calculates the probability of housing fraud
using a model created using random forest regression and historical data on
investigated reports. A civil servant decides whether or not to investigate based
on the report, risk score, and explanation, and enforcement officers conduct the
investigation. However, high fines have led to concerns about disproportionate
enforcement for minor violations.

Those subjected to this system by being reported on and subsequently se-
lected for investigation could object to this system mainly based on data being
included that they cannot be held responsible for, such as gender, birth date,
family composition, and the property’s address and characteristics. As indi-
cated, there are significant stakes involved—being visited by inspectors can
be an unpleasant experience in and of itself. Fines for violations are signifi-
cant (ranging from €8,700 to €21,750). These high stakes compound the issue
of responsibility.
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Figure 1.3
Tourists walk through the center of Amsterdam with suitcases. Someone holding a phone
with the Airbnb app in the foreground. (Photo: Robin Utrecht)

In particular, cognitive agency may be at stake with this system. If subjects
are not provided with information on the fact that they have been reported
on by someone else and an algorithmic system has scored the report as high-
risk, being investigated can feel like coming entirely out of the blue. Subjects
will struggle to exercise sufficient evaluative control over their lives without
such information.

1.1.4 From Autonomy, via Human Control, to Contestability

This brief discussion of this thesis’ example cases has illustrated a variety of
public AI systems currently in use and how they might impact subjects’ auton-
omy.

Ethical and rights-based approaches to AI typically address autonomy with
principles such as transparency, explainability, accountability, and, most no-
tably, for our purposes, human control of technology. Subjects should be pro-
vided with explanations of AI decisions and notified when a system decides
about them or when interacting with an AI system. Subjects should be given
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the ability to appeal AI decisions. Finally, subjects should be entitled to human
review of AI decisions or to opt out of automated decisions entirely. In general, AI
should be developed and implemented to allow subjects to intervene in system
actions [108].

The system quality that affords such human control I choose to call con-
testability. For this, we initially took inspiration from Hirsch et al. [153], who
were among the first to articulate contestability concerning the HCI design of
AI systems.2 They use a case study of an automated assessment and training
tool for psychotherapists. The system, called CORE-MI, evaluates counseling
sessions. The counselors involved expressed a desire to be able to contest the
system reports. Hirsch et al. claim contestability is particularly important for
systems that evaluate human performance. They frame contestation as humans
“challenging machine predictions.” Hirsch et al. argue that we should recog-
nize that our models are and will continue to be fallible and that the risks of
failure can be high. They discuss how it is necessary to take responsibility for
how technologies mediate human-world and human-human relations [347]. To
address such issues, Hirsch et al. argue for a commitment to improving system
accuracy; ensuring outputs are explainable, traceable, and opposable; training
users to understand the limitations of AI tools better; monitoring for bias and
misuse; and enabling users to ask questions and lodge complaints.

What political ideal could underwrite a project of contestable AI? Framing
human control of technology in the interest of autonomy as contestability is in
keeping with agonistic pluralism [249–255]. Agonists argue for a “return of the
political” [255] and for perceiving competition as something to be celebrated.
Agonistic pluralism is characterized by a commitment to radical pluralism (a
diversity of values is constructive, not needing resolution), a tragic view of the
world (where conflict is ineradicable and intrinsic to social relations), and a
conviction that conflict can be productive [216].

Finally, the acknowledgment of fallibility and emphasis on provisionality
argued for by Hirsch et al., and echoed by the agonists also resonates with the
work of Collingridge [64] who in the context of technology policy and “the social
control of technology” forcefully argued against the focus on anticipating errors
up-front to the exclusion of other measures. Given that decisions about social
technologies are performed under “ignorance,” we should continuously monitor
systems for errors and ensure our ability to revise systems and for decisions to

2. Here I write “we” because this inspiration was the product of conversations between my promotors
and myself.
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be reversed whenever possible.

To summarize, public AI systems can harm people’s autonomy. Principles seek-
ing to address these include transparency and explainability, accountability,
and human control of technology. Filtered through an agonistic view, one that
faces up to our fallibility and taking responsibility for technology mediations, I
propose contestability as a system quality that ensures public AI systems respect
people’s autonomy.

The argument for contestability leads us to a formulation of the overall re-
search question of this thesis: What socio-technical design interventions enhance the
contestability of public AI systems?

1.2 Literature Review, Knowledge Gaps, and Research Questions

This section briefly reviews selected literature on transparency, contestability,
public AI, and agonistic pluralism and identifies a series of gaps and accompa-
nying research questions. This narrative tracks the thesis’ structure and the
chronological order in which this research unfolded.

1.2.1 Transparency

I review transparency first from prominent philosophical accounts and then
look at empirical work on the topic in HCI specifically. I close with the knowledge
gap and accompanying research question.

Transparency’s Role in Accountability and Legitimacy

Transparency is frequently seen as a key way of ensuring AI systems’ account-
ability and legitimacy [28, 51, 70, 106]. Sources of AI system opacity include
corporate secrecy, subjects’ illiteracy, and, most challengingly, the divergence
between how humans understand the world and the representations that ma-
chines build in the form of ML models [51].

Transparency in the form of explanations for subjects of automated decision-
making emerged with the implementation of the European Union General Data
Protection Regulation (GDPR) in 2018. However, the so-called “right to expla-
nation” contained in the GDPR is limited by its constrained scope and ambigu-
ous language [352].

One aim of transparency is to ensure the accountability of organizations
that deploy AI. Accountability can be conceptualized as the obligation on the
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part of system operators to provide subjects with a justification for their con-
duct, where the operator faces sanction if the subject deems an account in-
adequate [28]. Full transparency in the interest of accountability is limited
by potential harms, including subjects’ loss of privacy, risk of strategic behav-
ior, loss of companies’ competitive advantage, and inherent opacity of specific
technical approaches [70].

Closely related to accountability is the aim of legitimacy. Suchman [328]
defines legitimacy as “a generalized perception or assumption that the actions of
an entity are desirable, proper, or appropriate within some socially constructed
system of norms, values, beliefs, and definitions.”34

A way to enable subjects to legitimate AI systems without suffering the harms
associated with full transparency [70] is to provide justifications instead.5 Justi-
fications are a limited form of explanations that offer an account of “what the
decision is, on which grounds it has been made, and in doing so, identify who
the responsible actor is” [106].

Transparency’s Effects on Understanding, Trust, and Control

In HCI, transparent and explainable AI has become a prominent object of study
[12, 27, 96, 188, 284, 311].

To make sense of the literature on transparent, explainable, and interpret-
able AI in HCI, we can distinguish between at least three potential audiences
for explanations: (1) Developers. Those who build models and the systems that
embed them, (2) Users. Those who use model predictions as part of their de-
cision-making. (3) Subjects. Those impacted by decisions determined either
wholly or partially by models. Predictably, much of HCI work focuses on the
experiences of model users. Developers and subjects figure less prominently.
This thesis is concerned chiefly with the fate of subjects.

An early definition of transparency, in the context of recommender systems,
is “user understanding of why a particular recommendation was made” [311].
This focus on understanding has been enduring in much of HCI research. Users
like and feel more confident about recommendations they perceive as trans-
parent [311]. Explanation contents and form influence recipient understand-
ing. One study finds that the best-performing explanations are those that ex-
pose model internals and allow for interactive exploration of model behavior.

3. I follow Henin and Le Métayer [146] in using this definition who, following Waldman [353], consider
it general enough to apply to AI.

4. This definition is consistent with the account of legitimation provided by Rubel et al. [292].
5. This account is consistent with the conceptualization of accountability provided by Binns [28].
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Interactive explanations do, however, require a higher time investment than
static ones [60].

A particular approach to transparency is through interpretable models, which,
in contrast to black box models that can only be explained post-hoc, are human-
understandable ex-ante (e.g., because they are rules-based) [293, 306, 368].

Evaluating the degree to which transparency influences the inclination of
users to follow model predictions and their ability to detect mistakes, Poursabzi-
Sangdeh et al. [282] find that understanding is best served by models that use
fewer features and are highly interpretable. However, error detection is nega-
tively affected by models proactively accompanied by explanations, likely due to
information overload. Better interpretability does not lead to higher user com-
pliance [282].

Transparency is often pursued to increase awareness and trust [188]. The
relationship between the amount of information provided and subjects’ trust
is not straightforward. Too much information can erode trust. Transparency
measures really only make a difference when expectations are violated [188].
Trust does not appear to increase regardless of the type of explanation used
or level of understanding [60]. Data-centric explanations, describing training
data to end users, positively impact trustworthiness assessment and aid in
assessing fairness [12].

Explanations’ effectiveness in increasing user control over system outputs is
limited, suggesting that transparency alone does not enable users to influence
or change system operations significantly [284]. For example, Airbnb hosts
face anxiety due to the uncertainty caused by a partially transparent algorithm,
pointing to the need for a design that offers both information and control without
conflicting with the platform’s objectives [173]. This case exemplifies the broader
tension between transparency and company interests, such as the prevention
of strategic behavior and protection of intellectual property [70, 352]. Similarly,
increased transparency in the algorithm used by Yelp—a crowd-sourced busi-
ness review platform—led users to either manipulate their behavior to please
the algorithm or to disengage from the platform altogether, reflecting a lack of
‘voice’ or ‘loyalty’ as described in Hirschman’s model [154].

The Sociotechnical, Contextual, and Relational View of Transparency

The transparency of models in isolation is limited in various ways, which should
temper our optimism. Making models transparent is not the same as holding
to account the entire “sociotechnical assemblage” they comprise. These can
never be wholly seen into, held still, or fully traced. Rather than seeing inside,
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an ability to “see across” is needed. Any understanding should be considered
provisional, is always contested, and emerges from dialogue and debate between
implicated actors [11].

Contextual and performative factors impact the benefits of transparency
measures. The perceived trustworthiness of organizations deploying AI me-
diates the perception of transparency communications between controllers
and subjects [48, 103]. Thus, we should work towards a relational understand-
ing of transparency, focusing on what makes transparency communications
meaningful and trustworthy in subjects’ eyes [103].

While human-to-human explanations are socially situated, machine expla-
nations are directed at its technical internals [93]. “Social transparency” of
AI systems offers accounts describing who did what with the AI system, when
and why they did what they did. Such explanations are more holistic and make
human-AI assemblages more concrete [93].6 Poursabzi-Sangdeh et al. [282] also
argue against absolute measures of model interpretability and for a relational,
contextual approach based on observation of actual behavior.

What can we conclude from the preceding? Full transparency is infeasible
for epistemological, ethical, and practical reasons. Explanations should be
designed for particular audiences and contexts. A contextual, relational, and
sociotechnical approach is necessary for achieving meaningful transparency.
The empirical account of the relationship between explanations, understanding,
trust, and control is complicated and muddled. The least we can say is that
transparency alone is insufficient for control.

Knowledge Gap and Research Question #1

We can now formulate the first knowledge gap. Public AI systems play a role in
policy execution and affect citizens. In contrast to users and consumers, citizens
are directly or indirectly impacted by such systems whether they choose to or not.
Experts design transparency interfaces that provide explanations to support
citizens’ understanding, trust, and control. Therefore it is crucial to address
how transparency mediates the relationship between experts and citizens. We
can improve this relationship by understanding the different conceptions of
transparency held by the major stakeholders involved.

6. Notice how these socially situated explanations resemble the justifications advocated for by Fine
Licht and Fine Licht [106] and Henin and Le Métayer [146].
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This leads us to RQ1: What are the diverging conceptions of transparency between
experts who design, develop, and govern public AI systems and citizens who use those
same systems?

1.2.2 Contestability

As seen in Section 1.2.1, if accountability is the goal, transparency alone is
insufficient [156]. Improvements to the current accountability regime require,
amongst other things, means for subjects to address and redress problems; and
the availability of experts who can help challenge decisions [156].

An AI systems’ legitimacy can be decomposed into three components: (1) in-
put, (2) throughput, and (3) output. Threats to each type of legitimacy can be
mitigated with institutional arrangements: legal structures, civic participation,
and monitoring all play a role. Transparency mainly addresses throughput legit-
imacy. Civic participation in design and monitoring aids with input legitimacy.
A right to human intervention aids with output legitimacy [138].

In cases where transparency is challenging to attain, for all the reasons
already discussed, Walmsley [354] claims that contestability is a viable and ac-
ceptable alternative. There is no need to understand exactly how a decision was
made to contest it. Contestability can take the form of civic participation built
into the development phase, a human-in-the-loop during decision-making, or
a feedback loop from decision subjects back to ongoing system development.
Even if we cannot fully understand how a particular output was generated, we
can at least challenge it [354].

Henin and Le Métayer [146] consider contestability as a way to require con-
trollers to provide not just explanations (factual accounts) but also justifications
(normative accounts) because contestations are arguments for a decision being
not merely incorrect but also undesirable in some way. In this way, contestabil-
ity contributes to accountability—the explanations and justifications are the
accounts provided by controllers—and ultimately, legitimacy.

Conceptualizing Contestable AI

Research on contestable AI has been expanding, highlighting its significance
in safeguarding against flawed and unjust automated decision-making by em-
phasizing human involvement and fostering adversarial discussions between
decision subjects and system operators [9, 55, 146, 153, 298, 341].

Contestability can be viewed as humans questioning machine predictions,
allowing human intervention to rectify potential machine errors [153, 350].
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It can be described as a blend of human and machine decision-making, em-
phasizing its role in procedural justice and enhancing perceived fairness [222,
341, 366]. The practice of “contestability by design” stresses human interven-
tion retrospectively and in the AI development processes [9]. Contestability
transcends mere human intervention, demanding a dialectical interaction be-
tween decision subjects and human controllers [298]. A system’s legitimacy is
compromised without contestability, which demands justifications in addition to
explanations [146]. Implementing contestability features in practice will require
thoughtful consideration of needs, values, and context [223].

We conceptualize contestable AI as systems that are open to human interven-
tion throughout their lifecycle, emphasizing a dialogical relationship with decision sub-
jects.7 Contestations can be leveraged for continuous system improvement (cf.
Chapter 3). We also emphasize the relevance of participatory policy-making
approaches and the need to monitor contestations for systemic flaws (cf. Chap-
ter 4).

Knowledge Gap and Research Question #2

This brings us to the second knowledge gap. Work on contestability has, for the
most part, focused on principles rather than system features and design and
development practices. This focus on principles limits the ability of practitioners
to take action [247]. We lack a complete and coherent description of the actionable
sociotechnical system properties that make AI systems contestable.

From this we can derive RQ2: What socio-technical features and practices con-
tribute to AI system contestability?

1.2.3 Public AI

Recall that I define public AI as the application of adaptive data analysis and
processing to enhance, assist, or automate decision-making in the public sec-
tor [265, 326] (cf. Section 1.1.1).

Transparency is often considered a key to good governance, an idea en-
capsulated by Jeremy Bentham’s claim that ‘the more closely we are watched,
the better we behave.’ However, measures aimed at enhancing transparency
in government often result in stricter and more centralized management of
information rather than promoting openness in governance [159].

7. Here I write “we” because this conceptualization is the result of the collaborative work done by
my co-authors and myself, reported on in Chapter 3.
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Studying transparency in the context of public sector AI, Veale et al. [346]
find a disconnect between research and practice. Research seeking to create im-
pact should focus on in-context studies. Practice requires usable transparency
tools for identifying risks and including domain knowledge in decisions. These
tools should be aimed at both managers and frontline civil servants [346]—also
called “street-level bureaucrats” [210, 211]. Inclusion of domain knowledge is
of particular importance because of the need for the preservation of room for
individual discretion in public sector human-AI decision-making [8, 34, 235,
276, 365].

Brown et al. [48] show how trust in public sector AI is mediated by subjects’
trust in the organization deploying it. They propose several interventions to
increase trust through transparency and communication, notably for our pur-
poses; these include the support of positive communicative relations between civil
servants and subjects.

Katell et al. [180] argue that if accountability is the goal, one should co-
develop interventions with affected communities in context. This way, subjects
are empowered, and interventions are more likely to address real needs. Empir-
ical work shows that many helpful interventions turn out to be non-technical. A
co-design approach ensures that problems are not framed a priori as solvable
through more data—what Morozov calls “tech solutionism” [248]—but instead,
the departure point is to ask if a particular system should be used at all [180]—
sometimes referred to as a “politics of refusal” [367].

We need means to ensure the accountability and legitimacy of government
use of AI that do not rely primarily on high degrees of transparency. Any work
towards this should be conducted in context and with affected stakeholders. Un-
derstanding and supporting discretion is essential because it enables increased
responsivity on the part of human-AI decision systems and makes the process of
executing policy more practically feasible. Interventions that hold promise are
relational, connecting developers with civil servants and affected subjects and
improving dialogue between them. Affected communities should be brought
into the development process of interventions.

Knowledge Gap and Research Question #3

This brings us to the third knowledge gap. Given the claim that contestability
is a more effective alternative to transparency for holding public sector AI to
account, it is necessary to understand its implementation’s potential challenges.
Several perspectives can be taken to explore these challenges. Following Veale
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et al. [346], I choose to explore the issue from inside a public administration
context in close collaboration with public servants.

This leads to RQ3: What are the challenges facing the implementation of contesta-
bility measures in public AI?

1.2.4 Agonistic Pluralism

The final subject to review is agonistic pluralism [249–255], the political philoso-
phy that, to a large extent, animates the contestable AI field [66, 149]. I briefly
touched on this topic in Section 1.1.4. Here, I will flesh out its conceptualization
further and discuss how it has been invoked and applied in work on the design
of AI.

Agonistic pluralism is a democratic model that prioritizes productive conflict
over consensus, recognizing that a fully pluralistic society is unattainable but
asserting that conflict is vital for maintaining diversity and preventing homo-
geneity. It supports open spaces for debate and challenges to power structures,
emphasizing conflict as a fundamental aspect of society. This approach pro-
motes ongoing debate over fixed values to encourage diversity and reveal power
imbalances. It considers identities to be formed through political interactions. It
aims to convert hostile relationships into a contest between legitimate political
opponents, contrasting with models of democracy that focus on consensus and
deliberation [75, 216, 304].

The concept of agonistic political design in AI systems is introduced to ad-
dress and confront power relations [75]. It is argued that adversarial design
techniques can democratize technology development by embracing agonis-
tic principles [272]. Viewing AI through an agonistic lens reveals that these
systems are always involved in contested spaces, with algorithmic decision-
making representing a temporary balance of power [66]. Agonistic approaches
to AI development allow society to make informed choices about adopting and
integrating AI technologies. They enable individuals to contest or opt out of
computational systems [148] and demand a more inclusive form of participa-
tion that respects the potential for conflict and power imbalances [289]. This
perspective reframes AI not merely as a passive entity in politics but as an active
political space, challenging binary views of AI as either wholly emancipatory or
suppressive [89]. Finally, it suggests that AI safety should be pursued through
“machine politics,” promoting agonistic debate as not just a means to an end but
as the primary objective itself [76].
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Knowledge Gap and Research Question #4

We can now describe the fourth and final knowledge gap. Given that agonistic
pluralism animates the contestable AI field, and given that design, on one level,
deals with the framing and reframing of the concepts that shape how problems
are understood and solutions are articulated, it is necessary to construct and
communicate a clear description of the guiding concept that embodies agonistic
AI design intended for the audience of public AI designers.

This leads us to RQ4: What strategic guiding concept best complements contestable
AI prescriptions of a more tactical nature?

1.3 Approach

In this section, I describe the general approach taken to conduct the research
reported in this thesis, which I frame as constructive design research. I discuss
this research’s methodological commitments, conception of knowledge, design
methods, and methods of analysis.

1.3.1 Methodological Commitments

My epistemological and ontological commitments are contextualist [137, 147,
169, 225] and critical-realist [115, 132]. The consequences of these commit-
ments for the approach taken are as follows.

A contextualist epistemology sits between positivism and constructionism.
It has as its central metaphor humans acting in context. It does not assume a
single reality and considers knowledge to emerge from context. Such knowl-
edge reflects the researcher’s position. Knowledge is localized, situated, and
therefore always provisional. Despite this, contextualists are still interested in
understanding truth, even though they hold that no single method can get to
the truth. Knowledge will be true (valid) in certain contexts.

A critical-realist ontology sits between realism and relativism. It holds that
there is a real and knowable world, but it sits ‘behind’ the subjective and socially
located knowledge we can access. Knowledge is socially influenced and reflects
a separate reality to which we have only partial access. For knowledge to make
a difference, some authentic reality must exist. It is this external reality that
provides the foundation for knowledge.
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What this means for my approach is that data is always generated in context,
and the knowledge generated through analysis is always presented and situated
in potential application contexts, taking into account my positionality.8

1.3.2 Constructive Design Research

I frame the overall approach as constructive design research in the “field” and
“showroom” modes [193, 194, 198]. Constructive design research is where
the making of things—products, services, systems, spaces, media—occupies a
central place and becomes the primary vehicle for knowledge generation.

The field mode follows design experiments as they move through society. It
seeks to understand how humans make sense of things in context. This sense-
making is usually done through creating prototypes and evaluating them in
the field with humans. Crucially, the aim is usually not, as in design practice,
to evaluate the prototype itself. Instead, the prototype is an instrument for
generating data about the phenomenon of interest. Such field experiments can
also include group interactions and respondents’ participation in creative acts.

In the showroom mode, design is performed as an act of creative and artistic
experimentation and societal critique. It focuses on uncovering, debating, and
reinterpreting matters of concern. Artifacts in this mode frequently project
contemporary developments in science and technology and project them into
the future to explore alternative pathways and elicit potential future social
consequences. To engender a critical attitude in audiences, design researchers
in this mode often use a tactic of estrangement or defamiliarization. Researchers
are typically concerned with matters of form over matters of use, the stories
their designs tell, and the stories they provoke in audiences.

This thesis’ approach sits somewhere in between these two modes. Where
the focus lies between these two modes varies from study to study. We take
designs into the field and are primarily interested in questions related to how
humans make sense of and act in the world.9 However, we also bring critique
and speculation into the creation of artifacts and desire for them to stand on
their own and speak for themselves as objects of design.

8. The exception to this is formed by Chapter 3, which reports on a systematic literature review. Here
the aim is to develop practice-oriented design theory that can aid subsequent in-context studies.

9. In this case, the “we” refers to my co-authors, collaborators, and myself. Team composition varied
from study to study. Full credit is included in the individual chapters.
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1.3.3 Knowledge

I seek to contribute to design research and practice by creating new generative
intermediate-level design knowledge [161, 214]. Generative means knowledge offers
the seed for a design solution with particular qualities without fully prescribing
its shape. Intermediate-level means knowledge occupies a continuum between
specific instances of designed artifacts and generalized theoretical knowledge.

When I engage in design in the interest of knowledge development, instead
of improving a use situation, I take inspiration from concept-driven interaction
design [321]. This approach seeks to “manifest theoretical concepts in concrete
designs” and complement user-centered design approaches in HCI [321]. I have
taken a concept-driven approach mainly in the Contestable Camera Cars concept
video (Chapter 4) but also, to some extent, with the Transparent Charging Station
prototype (Chapter 2).

In thinking about how designers frame and solve problems, I also rely on
Schön [302]’s notion of generative metaphor. These are guiding concepts that
influence perception and understanding of the world. Generative metaphor
functions by transferring perspectives between domains. The resulting per-
ception affects decisions and actions. We make use of generative metaphor,
in particular in Chapter 5 to construct from theory a guiding concept for con-
testable AI design, as well as to analyze concept designs generated by workshop
participants (cf. Analysis, below).10

1.3.4 Design Methods

The studies reported on in this thesis make use of several construction tech-
niques: prototyping [129, 208, 317, 318, 357], speculative design [16, 33, 110,
119], and information design [337, 358].

Prototypes in the context of design research have been defined as “things
we make to find out things” [317]. In design practice, prototypes are generally
intended to demonstrate and validate ideas. When used in design research, they
function as instruments, in the way already mentioned when discussing the field
mode of constructive design research. We used prototyping when co-creating
the Transparent Charging Station (Chapter 2). A non-functional prototype of
a transparency interface that could be added to existing public charge points

10. The “we” here is deliberate because my co-authors and I did the construction and analysis in
collaboration. Full credit is provided in the respective chapter.
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was evaluated with EV drivers in the wild to understand their conceptions of AI
transparency better.

When we make use of forms of storytelling to convey design ideas, my col-
laborators and I take inspiration from speculative design, design fiction, and other
forms of design futuring [16, 33, 110, 119]. The logic of this practice has already
been covered when discussing the showroom mode of constructive design re-
search. Speculative design is typically framed as a design practice that asks
questions rather than solves problems. Because of this, the audience’s thought-
ful engagement is considered its own form of success [119], what in the words of
Haraway [141] is described as “staying with the trouble.” Others have rejected
this dichotomy and instead claim speculative designs are distinguished by so-
called “parafunctionality,” a type of design where function is used to encourage
reflection on how products condition behavior [227–229]. The Contestable Cam-
era Cars concept video (Chapter 4) was created in this fashion and fits best with
the notion of para-functionality. Near-future depictions of contestable camera
cars were used to encourage critical reflections on the viability of those ideas in
participants, civil servants who work with AI.

To communicate design knowledge to practitioners, my collaborators and I
use forms of visual communication, particularly a type of information design that
has been described as “visual explanations” by Tufte [337]. Visual explanations
are “pictures of verbs, the representation of mechanism and motion, of process
and dynamics, of causes and effects, of explanation and narrative” [337]. Such
infographics are suitable for depicting systems-oriented knowledge and are
especially beneficial for practitioners who often rely on visual aids [358]. We
used this technique to create the Contestability Loops for Public AI infographic
(Chapter 5). We created a large, illustrated diagram that conveys a part of the
provisional design framework so that practitioners can use it to guide early-
stage concept design work on public AI systems. This infographic was evaluated
together with professional designers in a series of workshops.

Finally, all artifacts employed in the studies reported here were constructed
in collaboration with professional designers. These collaborations allowed us to
achieve a high degree of creative design excellence (or “polish”) without sacri-
ficing scientific quality. The back-and-forth these collaborations engendered
between concerns of design practice and design research further contributed
to artifacts with a high degree of coherence between form, function, and theory.
Those dialogues also contributed to further sharpening study aims, approaches,
and analysis. The chapters clearly credit collaborators and provide accounts of
their contributions to the artifacts in question.
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1.3.5 Analysis

Throughout these studies, for data analysis, the chief method used was reflexive
thematic analysis [39–41, 43–45], a qualitative approach to data analysis with its
origins in qualitative psychology. It is compatible with my methodological com-
mitments, accessible, with a high degree of flexibility, allowing easy adaptation
to a design research context. Reflexive thematic analysis accommodates a range
of questions, data generation methods, and sample sizes. Furthermore, its re-
sults tend to be accessible to a lay audience, which fits well with a participatory,
action-oriented approach.

As with other forms of thematic analysis, the method relies on procedures of
coding qualitative data—usually text, such as interview and focus group tran-
scripts, but other data types are possible. These codes are developed into themes
through deductive and inductive forms of analysis. Coding can be done for man-
ifest meanings—explicit statements in the data—or latent ones, meanings that
underly the data.

Good reflexive thematic analysis considers the researcher as the primary
“tool” and embraces subjectivity; aims for analysis that is strong (deep) rather
than objective or accurate; uses collaborative coding not to achieve reliability
but to enhance reflexivity; considers themes to be constructed from codes rather
than to be applied to data; considers themes to represent coherent ideas rather
than summaries around a topic; sees themes not as “emerging” or “discovered”
but as actively constructed by researchers through deep systematic engage-
ment with data; is underpinned by theoretical assumptions, which must be
acknowledged; insists that researchers own their perspective; and conceptu-
alizes analysis as an art, not a science—a creative practice within a framework
of rigor [40].

Most of the analysis took a bottom-up approach typical of conventional re-
flexive thematic analysis. The themes were constructed from the data in an open
fashion, with little theoretical guidance up-front (this applies to Chapters 2, 3 and
4). The final study (Chapter 5) took inspiration from critical realist approaches
to reflexive thematic analysis, which allow for the development of themes using
apriori theoretical frameworks and can yield causal explanations [118, 359].

Two more elements shaped the analysis, particularly in the final study, re-
ported on in Chapter 5: the aforementioned generative metaphor [302], and
annotated portfolios [35, 120, 214].

Schön’s generative metaphor was used to construct a guiding concept for
design and as a theoretical lens to trace concept designs via their shared ‘mech-
anisms’ to several metaphors latent in the design space. There is precedent in
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HCI design research related to AI for using generative metaphor as a construc-
tive and analytic tool. For example, Dove and Fayard [84] uses the technology
as a monster metaphor to frame and reframe how designers relate to ML as
a design material; Murray-Rust et al. [259] catalog existing metaphors in AI
discourse that they deem inadequate and propose a range of alternatives; Ben-
jamin et al. [26] describes a metaphor-driven research-through-design project
that uses the metaphor of entoptic phenomena to conceptualize the mediation
of reality by prompt-driven AI image generation; and finally, Nicenboim et al.
[261] use the metaphor of AI as home-grown organisms to explore productive
misunderstandings of smart home speakers.

The analytic means by which those mechanisms from concept designs were
constructed was, in turn, inspired by annotated portfolios [35, 120, 214]. The
concept of annotated portfolios involves choosing a set of designs, displaying
them in a suitable format, and supplementing the design displays with short
written explanations. Bowers [35] and Gaver and Bowers [120] describe this
approach as a way to communicate design research, which is familiar to both
designers and artists [214]. In this adapted approach, participants’ sketches
of concept designs are supplemented by verbal descriptions, and the family
resemblances typical of annotated portfolios were the main focus of coding and
theme development.

1.4 Chapter Overview

This is a paper-based PhD thesis. Each chapter of the thesis contains either a
peer-reviewed journal article or a peer-reviewed conference paper. The venues
these are published in cover interdisciplinary work on the relationship between
AI and society, the philosophy of AI, human-computer interaction, and design.

In Chapter 2, my co-authors and I investigate the diverging conceptualiza-
tions of AI transparency by experts and citizens in the context of smart electric
vehicle charging.11 We show that absent means of control, people find trans-
parency measures irrelevant and burdensome. These findings illustrate the
need for contestability.

In Chapter 3, we conduct a systematic literature review of contestable AI and
construct a provisional design framework from its findings. This framework
describes five system features, their relationship to the major human-AI system

11. My co-authors are credited in the respective chapter. In the remainder of this section, I use “we”
to refer to my co-authors and myself.
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Figure 1.4
Diagram showing how the chapters, design artifacts, data generation methods, and con-
tributions relate. Chapter 2 describes the creation of the Transparent Charging Station
prototype and analyzes the data generated with its help in a field study. This study moti-
vated the remainder of the PhD project. Chapter 3 describes the creation of the Contestable
AI by Design framework employing a systematic literature review and the accompanying
diagrams. Chapter 4 describes the creation of the Contestable Camera Cars concept video,
which applies the framework to the case of camera cars. It analyzes data generated with
its help in semi-structured interviews. This analysis furthermore yields the Five Loops
model. Chapter 5 reports on constructing the Agonistic Arena metaphor and creating the
Contestability Loops for Public AI infographic, which is also informed by the framework
and the Five Loops model. It reports on data generated with the help of the infographic in
concept design workshops paired with focus group discussions.

actors, and six practices and their relationship to the stages of a typical AI system
development lifecycle.

In Chapter 4, we apply the design framework in the context of camera cars.
We create a speculative concept video of a near-future contestable camera car.
We use the video to conduct semi-structured interviews with public servants
employed by the city of Amsterdam who work with AI. The findings explore
various challenges facing the implementation of contestability in practice.

Finally, in Chapter 5, we use theory to construct the generative metaphor of
the Agonistic Arena. We create an infographic that communicates this metaphor
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and parts of the framework to a professional design audience. We conduct
workshop focus groups at design agencies in which the infographic is applied
to the case of a vacation rental fraud risk model. The findings report on the
mechanisms shared across participants’ concept designs and three competing
metaphors to which these can be traced.

In the concluding discussion, I answer the research questions, reflect on the
implications of the findings, and consider limitations and future work. Figure 1.4
presents an overview of the relationships between chapters, cases, design arti-
facts, data generation methods, and contributions.
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Chapter 2
Tensions in Transparent Urban AI: Designing a Smart Elec-
tric Vehicle Charge Point

Citation:
Alfrink, K., Keller, I., Doorn, N., and Kortuem, G. “Tensions in Transparent Urban
AI: Designing a Smart Electric Vehicle Charge Point.” In: AI & Society 38.3 (Mar.
2022), pp. 1049–1065. DOI: 10/gpszwh

Abstract:
The increasing use of artificial intelligence (AI) by public actors has led to a push
for more transparency. Previous research has conceptualized AI transparency
as knowledge that empowers citizens and experts to make informed choices
about the use and governance of AI. Conversely, in this paper, we critically
examine if transparency-as-knowledge is an appropriate concept for a public
realm where private interests intersect with democratic concerns. We conduct
a practice-based design research study in which we prototype and evaluate a
transparent smart electric vehicle charge point and investigate experts’ and
citizens’ understanding of AI transparency. We find that citizens experience
transparency as burdensome; experts hope transparency ensures acceptance,
while citizens are mostly indifferent to AI, and with absent means of control,
citizens question transparency’s relevance. The tensions we identify suggest
transparency cannot be reduced to a product feature but should be seen as a
mediator of debate between experts and citizens.

2.1 Introduction

Digital technologies such as big data, sensor networks, and artificial intelligence
(AI) are becoming increasingly important in the control of urban infrastructure
and public administration more broadly [61, 67]. However, it is now widely
recognized such AI systems may lead to unfair outcomes, even if they have been

https://doi.org/10/gpszwh
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designed with the best intentions [98, 286]. These concerns have prompted re-
searchers, governments, and civil society groups to formulate ethical principles
for the deployment and use of AI, emphasizing values such as transparency,
fairness, and accountability [174, 242, 335]. Likewise, some cities have started
to embrace a digital rights agenda and are formulating principles and policies
to govern public AI systems (e.g., [331]).

Many ethical and policy frameworks see transparency as an important prereq-
uisite for ensuring fairness and public acceptance [46, 322]. Empirical research
in human-computer interaction (HCI) has focused on identifying which forms of
user interface-level transparency are most effective for increasing user under-
standing and trust [1]. In this HCI research, transparency is typically framed as
a form of objective knowledge that empowers people to make informed choices
about how best to use and govern AI systems. However, researchers have started
to point out theoretical and practical limitations of the transparency ideal [11],
and the importance of considering the human experience of AI transparency [10,
344]. What is more, in the case of public AI systems, such as those controlling
urban infrastructure, i.e., “urban AI,” the relationship between users and those
who design, develop, and govern systems is different from commercial settings:
These systems effectively enact policy [187, 307], and users are not simply con-
sumers, but also citizens who are entitled to democratic control over policy,
AI-enacted or otherwise.

Therefore, our aim is to examine the degree to which transparency-as-
knowledge is a suitable concept for urban AI systems in both an empirical
and critical way. We contribute to the ongoing discussion of transparent AI by
investigating diverging conceptions of transparency between those who design,
develop, and govern urban AI systems (hereafter “experts”) and users of those
same systems (“citizens”).

We focus on smart electric vehicle (EV) charging as an empirical ground
for studying transparency in urban AI systems. Smart EV charging serves as a
useful example of how urban AI shapes the lived experience of cities and of city-
making itself. Smart EV charging facilities augment and mediate both public
spaces and travel spaces. In this context, as well many stakeholders consider
transparency an essential ingredient for ensuring public acceptance [77, 99,
224]. Using a practice-based design research approach [194], we collaborated
with commercial companies and the municipality of Amsterdam to prototype
and evaluate a transparent smart EV charge point which provides EV drivers
with explanations of smart charging decisions.

The significance of our findings lies in shedding light on several tensions
between motivations experts have for providing transparency, such as social
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acceptance, and attitudes and expectations citizens have towards urban AI
systems, such as indifference or a desire for control.

In what follows, we first briefly provide context on smart EV charging and
the Amsterdam design project that formed the basis for our empirical work. We
then summarise work on transparency in HCI design research, philosophy of
technology, and the social sciences of big data and AI. Subsequently, we describe
the field study we undertook with the design project prototype. Following this,
we offer six narrative themes to capture our findings with regard to expert under-
standing and citizen experience of transparency. In the concluding discussion,
we contextualize these findings in light of the literature and examine the main
points of tension between expert understanding and citizen experience.

2.2 Background and Motivation

2.2.1 Smart Electric Vehicle Charging

Many cities see electric mobility as a key way to improve efficiency and equity
of the flow of goods and people and to reduce negative externalities, including
air pollution and climate change [122]. However, in OECD countries, there are
indicators that electric grid capacity is not sufficient to support the growing
number of EVs [257]. In general, this is not an issue of overall energy availability
but of limited grid capacity [164]. This concern is especially relevant for local
distribution grids in cities and neighborhoods where EVs are particularly preva-
lent and where charging sessions are clustered around peak times. If demand
for charging exceeds supply, not every vehicle can be charged, and choices need
to be made: who will be charged first, and who will last? For this reason, energy
network providers have started to deploy “smart charging” solutions, which
make the timing and capacity of EVs dependent on factors such as grid capac-
ity, electricity demand, and availability of renewable energy. Smart charging
allows for dynamic management of demand by curtailing the rate and amount
of electricity EVs can charge when connected to a charge point [117, 234, 243,
355]. The use of AI in governing the grid and charge points makes it possible to
increase the number of EVs by more than 60 percent without having to upgrade
physical grid infrastructure [269].

Of course, EVs are not an unambiguously positive development, nor should
the transition to EVs be considered inevitable. In fact, EVs are a contested subject
involving many social, political, and ethical debates. To name but a few concerns:
EVs may perpetuate existing car culture, increased electricity needs may not
be met by renewable sources, battery production depends on the exploitation
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of limited mineral resources with adverse social and ecological consequences,
and EV battery recycling itself can cause pollution [270].

Smart grid solutions may reinforce and accelerate practices producing en-
ergy demand peaks rather than contributing to more sustainable ways of liv-
ing [323]. A focus on solving the problem of demand also distracts from re-
thinking everyday practices requiring energy in the first place [324, 325]. In
other words, smart EV charging can be seen as a form of “technological solu-
tionism” [248], where social ills are framed as problems to be fixed by means of
technology while avoiding structural change [113].

In any case, smart charging solutions significantly alter the EV charging expe-
rience: EVs may charge slower than expected; drivers may be disadvantaged by
receiving less electricity or slower charging rates than other drivers, even if both
cars are plugged in at the same time and charge point. It may also have unex-
pected side effects, such as some neighborhoods receiving less electricity than
others. In short, the use of AI makes EV charging less predictable. From the per-
spective of experts, this threatens social acceptance. Transparency promises to
contribute to people’s understanding of and trust in smart EV charging systems.

2.2.2 ‘The Transparent Charging Station’

As of July 2021, the city of Amsterdam operates 2503 charging stations, or
4974 charging points [124]. Of these, at the time of our study, 452 stations
(904 points) were part of a smart charging system called Flexpower [125]. This
system increases charge speed when solar energy is available and decreases
speed around peak times when the grid is used more intensively.

Prompted by rising public concern about the risks of the Internet of Things
and AI, in 2016, electric grid operator Alliander1 and EV charging knowledge
institute ElaadNL,2 commissioned a design study from design agency The In-
credible Machine3 to develop ways of making smart charging transparent for EV
drivers. The outcome was the Transparent Charging Station, a speculative design
prototype of a smart charge point using a video game metaphor for visualizing
automated charging decisions [338]. A key aspect of the Transparent Charging
Station is the use of priority schemes: for example, shared EVs would get priority
access to charge faster, sooner, and more than non-shared private vehicles. The
design study received significant public interest but also raised questions about

1. https://www.alliander.com
2. https://www.elaad.nl
3. https://www.the-incredible-machine.com

https://www.alliander.com
https://www.elaad.nl
https://www.the-incredible-machine.com
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the meaning, viability, and utility of transparency in the context of a street-level
public service.

A follow-up project, UI for Smart EV Charging, was initiated in 2019 by the
same knowledge institute and design agency, which were joined by the munici-
pality of Amsterdam and the Amsterdam Institute for Advanced Metropolitan
Solutions.4 The aim was to develop a prototype transparency interface inspired
by but distinct from the Transparent Charging Station speculative prototype. The
project built on the newly formulated digital agenda of the city of Amsterdam
entitled A Digital City for and by Everyone, which lays out values and ambitions for
a “free and inclusive digital city” in which the digital rights of all residents are
protected [123]. This design was aimed at a solution compatible with existing
Flexpower charge points in an effort to further study the technical feasibil-
ity, usefulness, usability, and desirability of transparency provided through a
screen-based user interface. The first and last authors agreed to become part of
this project group to consult during the design phase and lead the evaluation
of the design solution. Simultaneously, we pursued our independent research
agenda into the varying conceptions of transparency by major direct stakehold-
ers involved in urban AI projects.

2.3 Related Work

Transparency is a widely held and discussed moral and political value, espe-
cially in settings where informed consent, accountability, and deliberation are
emphasized. In the context of AI, in particular, when developed using machine
learning (ML), transparency commonly refers to the visibility and accessibility
of information related to a system’s functioning. The opacity of AI systems can
stem from a variety of sources: deliberate secrecy by system developers and
operators, lack of technical literacy of the observer, or technical properties of
systems themselves [51]. In particular, transparent AI aims to provide expla-
nations of model behavior. Such explanations can be arrived at by developing
models that are interpretable by humans, for example, because they are rule-
based. When models are developed with techniques producing opaque or “black
box” models resisting human interpretation, explanations can still be produced
in a post hoc fashion by means of a supplemental explanation model [182, 371].

In debates around the social and ethical ramifications of AI, transparency
has quickly become a central if contested notion. Many view transparency as a

4. https://www.ams-institute.org

https://www.ams-institute.org
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desirable value, either for moral reasons or because it aids understanding and
increases trust. Others point out AI systems resist straightforward explanations
due to their sociotechnical nature. They warn against how transparency shifts
responsibility from system developers to users.

Surveying the literature on big data and AI in HCI design research, philosophy
of technology, and interdisciplinary work, we can identify this same emphasis
on the relationship between transparency, understanding, and trust. There is
also a growing body of critical work exploring transparency’s limits.

2.3.1 Transparency, Understanding, and Trust

The main vehicle for creating transparency of AI systems on the level of user
interfaces is through so-called “explanations,” informational and/or interactive
elements communicating some aspect of an AI system’s workings. Various kinds
of explanations can contribute to people’s understanding of an AI system [284].

Explanation completeness and soundness impact the fidelity of end users’
mental models. Explanations with a high level of completeness have the low-
est perceived cost and highest benefit. However, this favorable cost-benefit
perception does hinge on users being able to adjust system behavior [200]. Fur-
thermore, when users feel they are able to form an adequate mental model from
simply interacting with systems, explanations are less likely to be considered
beneficial because they take attention away from primary tasks [50].

Increasing transparency by providing explanations can improve people’s
trust in AI systems [30, 97, 188]. User literacy of algorithmic systems may medi-
ate the degree to which explanations increase trust [309]. There does not appear
to be a single best way of explaining a system to increase trust [30]. In some
cases, trust only increases as a result of explanations when user expectations
have been violated by system behavior [188]. There may also be a bell-curved
relationship between information amount and user trust. Providing too much
information can actually erode trust [188]. Trust does not appear to be impacted
by people’s objective understanding of systems nor by the form of explanation
used [60]. There is some evidence explanations need not even be truthful to
increase user trust [94].

User trust may also be impacted significantly by their attitudes to the larger
systems that form the context of automated decision-making. For example,
looking at the application of AI in child welfare services, Brown et al. [48] find
people’s distrust of non-automated systems increases their discomfort with AI.

A tension exists between making people aware of AI’s functioning and pre-
venting them from developing behaviors at odds with system developer goals. A
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level of obfuscation is necessary to prevent bad actors from gaming the system,
whereas a lack of transparency reduces people’s sense of control and makes
them unsure about how their behavior might impact outcomes [10, 96, 173].

2.3.2 Critiques of Transparency

In the philosophy of technology and interdisciplinary work on the social impli-
cations of big data and AI, critical efforts have explored the limitations of the
transparency ideal.

The language of transparency suggests we are removing things obscuring our
view, while in fact, transparency requires active production of information [237].
However, more data does not necessarily lead to better understanding. In our
current age, it is not a lack of information but a sheer abundance of data obscur-
ing our understanding [53]. Furthermore, when we strive to make automated
decisions explainable, we should be wary of the distinction between appearing
transparent and actually being transparent. The latter requires actionable in-
formation, that is to say, information humans can use as a resource for their
own decision-making [344]. Publishing (non-actionable) information in an ef-
fort to merely appear transparent can be a form of “tokenism” or “engagement
theatre” in that it does not actually increase democratic control over urban AI
systems [178, 246]. Indeed, large tech companies use transparency initiatives
at least in part to stave off government regulation [133]. Another risk of focusing
on transparency is that it makes us less likely to consider if we want an AI to
determine a particular aspect of our lives at all [71].

Transparent AI is often treated as an issue best dealt with behind closed doors
by experts. AI presents challenges for traditional HCI design in general [158]
and participatory design approaches in particular [37]. However, a small but
growing body of work seeks to bridge the gap between advocating for abstract
principles and supporting design choices situated in context [3] and opening up
AI development processes to a broader range of stakeholders [196]. In this way,
users and citizens gain control over ways in which transparency is implemented
in particular AI systems so they support their needs.

The transparency ideal can reinforce a neoliberal model of human agency,
in which perfectly informed and fully consenting individuals make rational
decisions that, in the aggregate, produce improved social outcomes [11]. This
model reduces citizenship to one of consumer choice. If, on the basis of the
information provided, a person disagrees with a system’s functioning, they
are expected to defect to a competing but sufficiently equivalent service. In
the language of Hirschman [154], this is the “exit” option. The alternative is
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“voice”: expressing disagreement in order to effect change. Hirschman suggests
we focus on the latter because making space for and responding to feedback
increases “loyalty.” Since we are dealing with public AI systems, relying on
exit alone is problematic because citizens should have a say in the operation of
these systems, and limiting participation to “voting with your feet” infringes on
people’s right to the city [56, 112, 295, 307].

Making AI system data and models visible is not the same as holding whole
sociotechnical assemblages accountable. For this, it is necessary to see who
has the power to change systems and to be able to experiment with changes
ourselves [11, 81, 157]. The sociotechnical complexity of urban AI systems
may exceed individual capacity, in which case it can only be understood collec-
tively [166]. Transparency can also not account for cases in which a system’s
behavior deviates from design intent due to adversarial attacks [73]. There are
also ways of increasing accountability that do not depend on transparency at
all. One example is to introduce ways for AI systems to exercise “discretion,” to
diverge from the baked-in policy in cases where user dissatisfaction with system
behavior is detected [8]. Another is to include means for decision subjects to
contest AI system decisions, to make them responsive to requests for human
intervention [9, 153, 298, 341, 354].

Empirical work in HCI indicates transparency through user interface-level ex-
planations can contribute to understanding and trust. However, both under-
standing and trust achieved in this way are highly contingent and may not even
be justified in the objective sense. At the same time, critical work points to the
limitations of the ideal of transparency, often questioning the motivations of
system designers and developers, pointing out how their understanding and
valuing of transparency may not be the same as that of users. When conflicting
mental models and values are glossed over, design processes and outcomes are
likely to suffer. Because public AI systems enact policy and in such settings,
users are also citizens, the ways in which transparency interfaces mediate the
relationship between experts and citizens should be considered together. We,
therefore, argue it is necessary to improve our understanding of the varying
conceptions of transparency by the major direct stakeholders involved.

2.4 Method

Our overall research approach is qualitative-interpretive. In order to inves-
tigate how experts understand transparency and how citizens experience a
transparent AI system, we conducted what Koskinen et al. [194] describes as



Tensions in Transparent Urban AI 39

a practice-based design research study in the “field” mode. In this approach,
design methods such as interventions with prototypes in real-world settings
are used to generate research data. In addition, we draw on participatory action
research [181] for our active involvement in the industry project that produced
the prototype. Our research consists of two main activities: (1) participation as
design experts in an industry project to observe how experts conceptualize and
implement transparent urban AI, and (2) evaluation in the field of the resulting
design to understand how citizens experience urban AI transparency, as imple-
mented in a transparent smart EV charge point. These activities we undertook
as part of the UI for Smart EV Charging project (Section 2.2.2). Figure 2.1 provides
an overview of the project structure.

Data collected consisted of project documents, field observations, and in-
terviews. The first author was present at all meetings of the design team to
observe and participate in the discussions. A reflexive field journal was kept,
and documents produced during this phase, such as the design agency’s project
proposal and slide decks used during presentations (D1 through D10), were
stored for future analysis. Analysis was performed using reflexive thematic
analysis [45].

Design-led activities

Research-led activities

Design artefacts

Research data

Time

Project documents

Initial design

Evaluation 1 Evaluation 2

Transcripts (1-5) Transcripts (6-9)Reflective field journal

Participant observation (throughout)

Design adjustments Final design deliveryProject start

Documents (1-4, 10) Documents (6, 9)Documents (5, 7, 8)

Prototype v1 Prototype v2

Figure 2.1
Overview of UI for Smart EV Charging project structure.
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2.4.1 Design Process and Evaluation

The design and evaluation were done in sequence. The design phase was led
by the design agency. Their starting points were their previous experience on
the preceding speculative project, the project proposal drafted by the project
partners to acquire funding (D10), and a requirements document developed
by the project partners (D4). In the initial design phase, five EV drivers were
interviewed to acquire insight into user needs (D7). A typical user journey for
EV charging was mapped (D5). The first author spent a day at the design agency
to ideate various approaches for the design. Following an exploration of various
design options and feedback from the consortium, a final design was chosen.
This design was developed into a high-fidelity, non-functional prototype.

For evaluation, a fast-charging facility centrally located in the Netherlands
was selected as the field site. We set up the prototype next to fast charge points
(Figure 2.2) and invited people who came to charge their cars to participate in the
study. If they agreed, we went through an information sheet and consent form. In
order to improve ecological validity, we did not provide participants with details
on how the system operates beyond telling them we were testing the design of a
“smart” EV charge point that adjusts speed based on a number of (unspecified)
factors. Subsequently, we asked them to perform the task of charging their car
using our prototype. While they did so, we invited them to think out loud and
occasionally prompted them with open-ended questions. After completing the
task, we followed up with a semi-structured interview to dig deeper into their
experience with the prototype. All sessions were recorded using video and audio.
Photographs were also taken. Furthermore, researchers took hand-written
notes while observing. Overall, we conducted two rounds of one-day-long design
evaluations: round one included five participants (P1 through P5; one female,
four male), whereas round two included four participants (P6 through P9; one
female, three male). Audio recordings of the evaluations were subsequently
transcribed for further analysis. All quotes from participants and some from
documents in this paper’s results section were translated from Dutch by the
first author.

2.4.2 Prototype

The prototype consists of a 1:1 scale cardboard replica of the charge points in
use in Amsterdam. The signage on the stations is reproduced, and ports have
been added for actual charge connectors to fit into. A 12.9-inch tablet is attached
to the top of the charge point for the transparency interface to run on.
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Figure 2.2
The design prototype was evaluated with EV drivers recruited on the spot at a fast-
charging facility.

Figure 2.3 shows a selection of screens from the prototype (translated from
Dutch by the first author). The basic structure consists of (1) an idle screen, (2) a
screen shown once charging has started, and (3) a screen shown after charging
has concluded. We distinguish two types of screen elements: those supporting
the task of charging (e.g., a prompt to swipe a card to begin) and elements aiming
to make the smart charging system transparent, i.e., explanations.

The prototype screens were created in a graphics package, and data reflect-
ing the imagined scenario of use was added. The screens were collected in a
presentation software file so it was possible to advance them using a concealed
wireless remote control in response to participant actions. We created two ver-
sions of the user interface design, v1 and v2. V2 addressed some basic usability
issues detected during the initial round of evaluations. These usability fixes
aside, both versions of the prototype are identical.
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‘Rules’ as Explanations

The main means of providing transparency is a set of elements that together list
the “rules” governing system behavior. For each rule, its currently active state
is displayed along with a short descriptive name. In v1, the other possible states
are also immediately shown, and a few lines of additional explanatory text are
included. In v2, each rule can be tapped to reveal a modal box that includes
the additional text, the other possible states, and a graph or diagram offering a
visual explanation. Once charging starts, each rule also includes an indication
of how it impacts the charge speed. V1 uses amperes (A) as the indicator of
charge speed (actually the unit of current). V2 instead uses kilowatt (kW) (the
unit of power).

The screen displayed when a charging session is finished uses the conceit of a
cash register receipt to show how much the user had charged in total, expressed
in kWh. The receipt also shows any changes to each rule that may have occurred
during charging while the user was away. A QR code and a unique URL for the
charge session are also displayed, and some text next to it explains the code can
be scanned or the URL accessed to receive a digital copy of this receipt.

(a) Idle (b) Session started (c) Session completed

Figure 2.3
Key screens of prototype v2.

2.4.3 Analysis

Two datasets were analyzed: dataset 1 compiles documents produced during the
design project, and dataset 2 compiles data from prototype evaluation sessions
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with EV drivers. Analysis was done using the qualitative data analysis software
Atlas.ti. The data was first coded inductively by the first author. Codes were
repeatedly refined and grouped into an initial set of themes. The second author
independently coded a subset of the data, and a refined set of themes was
jointly developed. The first author also checked the codes and themes with the
commercial collaborators. Finally, the themes were once more condensed into
the final, smaller, richer, and more narrative set presented in this paper.

2.5 Results

We generated six themes related to accounts of transparency in the data. There
are two themes for experts derived from design project documents: (X1) truthful
information produces transparency, and (X2) transparency enables fairness as-
sessment. Four themes for citizens, derived from prototype evaluation session
transcripts: (C1) transparency mediates concern; (C2) transparency is bur-
densome; (C3) transparency invites strategic behavior; and (C4) transparency
evokes the desire for control. Almost all of the data was included in the themes.

2.5.1 Expert Understanding of Transparency

Theme X1: Truthful Information Produces Transparency

Experts talk about transparency as something created by providing truthful
information about “automated decisions” (D4). The issue with these decisions
is that they are opaque, hidden inside “black boxes” (D10).

However, algorithms that currently control smart city objects are “black
boxes”: the public is affected by their decisions but does not know what
factors are taken into consideration and how they are weighed against each
other to reach a decision. (D10)

Here, we get a glimpse of what decisions an AI system makes: it weighs
various factors against each other. However, throughout the documents, decision-
making and prioritization are used interchangeably. We can also see that not only
decisions but motivations for them must be made transparent.

Prioritization appears to produce dilemmas. Some people will lose, and
others will win out in resource distribution.

When a city service is scarce, prioritization is required. By using smart ap-
plications, cities need to prioritize beforehand and program them explicitly.
It’s possible to prioritize on the basis of target groups, like citizens, disabled,
professionals, etc., shared vehicles, price, and time slots. (D10)
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This notion of dilemmas connects to one of the driving motivations for pur-
suing transparent smart charging. It is not so much a moral imperative but a
pragmatic one. The concern is that opacity threatens acceptance of EV driving
and charging by citizens.

Visibility [of] the automatic decision-making in the smart charging process
can help the adoption of this new technology. (D10)

The conceptual metaphor used by stakeholders to describe how transparency
is achieved is sometimes explicitly vision-based. Apparently, automated choices
can be made visible.

The Transparent Charging Station will provide insight into this by making
the underlying choices of the algorithm visible on the display. (D1)

Theme X2: Transparency Enables Fairness Assessment

Transparency should enable users to determine if they have been fairly treated.
Fairness assessment is impacted by design choices. For example, at one point
during the design process, the design agency emphasized they had moved away
from determining fairness by comparison.

It is not about understanding fairness by comparing your treatment to that of
fellow chargers. It is about whether you think the (choices for) parameters
and weights are fair. (D6)

Fairness is also invoked on the level of messaging. One of the aims of the
design project is to convey a “positive message” (D4) about the municipality’s
role in the transition to fully electric driving in the city.

The core of the message is that the interests of different parties are fairly
represented in order to arrive at solutions that work for citizens, government,
and private parties as smoothly as possible. (D4)

Project members agreed this message should be conveyed using a “positive
tone of voice” (D4). When discussing tone of voice, fairness is once again invoked,
although it may also be understood as truthfulness, because the Dutch word
for both truthful and fair is the same (“eerlijk”), and it is not entirely clear from
context which meaning is intended here.

The design and all communication around it are based on a positive tone of
voice (truthful, predictable, not too difficult, positive connotation, municipality
listens, no algorithmic doom scenarios). (D4)

We see truthfulness and fairness recur on different levels throughout the
project. Truthfulness is seen as a quality of information provided by the system,
producing transparency about how a person is treated. This treatment can be
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more or less fair, the assessment of which is enabled by truthful information.
The system is imagined to convey a message that people are indeed being treated
fairly. That every party with an interest in smart EV charging, citizens included,
is given fair consideration. Finally, fairness and truthfulness are (ambiguously)
invoked as a desired tone of messages.

2.5.2 Citizen Experience of a Transparent AI System

Theme C1: Transparency Mediates Concern

In general, participants were welcoming of automated decision-making in the
EV charging process. Many responded positively to the notion of using au-
tomation to optimize EV charging towards what could be described as common
interests: a stable electric grid, a fair distribution of power, and sustainability in
general terms.

Also, many people seemed more or less indifferent to the presence of auto-
mated decision-making. For example, when asked if any automated decisions
had been made, P6 responded “Yes, but based on what was already there.” By
which they meant the system was simply responding to the inputs it sensed in
the environment. P5 commented they were sure there were “technicians who
have thought about it ...” In other words, they put their faith in the expertise of
the people who built the system. P6 simply stated “I take it the way it is.”

One of the most striking statements for us was when P7 said “I don’t think
I should be able to make a choice about that,” referring to trade-offs between
collective interest at the expense of individual efficiency.

People’s indifference to AI may be in part due to the fact that when charging
in the city, less is at stake compared to, say, a fast charging session. Charge
speed is slow, session duration is short, and out of all charging options (at home,
at work, at a fast charging facility, in the city), public charge points are the least
depended on. P7: “on the one hand, when I’m going to run an errand, and I’m
done within the hour, yeah, then I don’t care how fast.” Any charge received
while parking is considered a bonus.

A few participants did express concerns about situations in which they would
be disadvantaged by the system and the impossibility of making a one-time
exception. For example, when they were in a hurry or when they were forced to
charge during peak hours.

The strongest reactions against automated decision-making related to the
shared car priority feature. Many participants latched on to this while ignor-
ing most of the other rules made transparent. P2: “Shared car has priority. I
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don’t like that, but okay. Sustainable, of course.” Some recognized it would be
beneficial for sustainability reasons, so they did accept its rationale. However,
none of the participants were shared car drivers themselves. Some partici-
pants wondered about what was considered a shared car, who determined this,
and how the system would deal with, for example, shared cars from outside
of Amsterdam.

P2, a resident of Amsterdam, made a connection between shared car priority
and local politics, which recently had taken a more left-leaning, progressive
turn than in years before. They expressed fear of politicians pushing for more
extreme forms of shared car priority at the expense of private car owners.

Well ... See if it will be that way later ... You will get a political decision. Politi-
cians are going to say yes, but ... If there is a shared car, the other cannot
get in, and so on, you have to let three shared cars go first. Especially with
Femke5 in Amsterdam, I am a little afraid of that. (P2)

The comment was made somewhat in jest, but it does stand in remarkable
contrast to the general indifference to automated decision-making that we have
tried to capture thus far.

This discomfort with treating some EVs differently from others may be due
in part to the scarcity of charge points. It can be a challenge to find a free spot.
If one ends up next to a shared car and charges slower as a result, it feels unfair.

Well, that shared car [priority] makes me go, gosh darn it ... I find it very
annoying. At a busy time, I was racing through the city, and all the stations in
the neighborhood were occupied. Then I arrive here, and then I actually get
punished a bit more. Then they would have had to put a few more stations
in Zuid [an affluent area of the city] ... We all have a Tesla. So that’s a bit
complicated. (P2)

There appears to be a relationship between people’s attitudes towards au-
tomated decision-making and the purposes to which it is put. This is different
from the narrative about people being suspicious of all automation, regardless of
where it is applied. It also sheds a different light on in which cases transparency
is necessary or desired.

Theme C2: Transparency Is Burdensome

With this theme, we want to capture how EV charging is often a sub-optimal ex-
perience, made worse by the additional demands transparency puts on people.

5. Femke Halsema, at the time mayor of Amsterdam and former leader of the national Green
Left party.
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First of all, EV charging, in general, is an error-prone activity. Poor design
and engineering of charge points and wider infrastructure frequently lead to
failed charging attempts. In our prototype evaluations, most participants started
a charge session in the “wrong” way, even though instructions were listed on the
opening screen. They typically made their way through it in a trial-and-error
fashion: swiping a card and plugging in a connector in succession until the
system progressed to the next state, not taking time to read any instructions
beforehand. It is a usability truism users do not read, and people charging an
EV are clearly no exception. P7 acknowledged as much when she responded to
the explanation by saying “So anyway, that only makes sense if you read it very
carefully.” It is likely this situation is even worse outside of a prototype evaluation
because when EV charging at a public charge point, people are likely to be in a
rush. They might have someone else waiting to use the same charge point, and
in any case, they will probably have somewhere else to be. So, as P7 pointed out,
they are not inclined to study a user interface at length when they are setting up
their EV for charging.

In the city, I am not going to do that ... I think. Certainly not when I go shopping
... usually it is like, let’s get it over with, and then you want to go on again
... I would be very interested in how it works, but I would rather see that
afterward. (P7)

A final source of unease is uncertainty over the amount of charge delivered.
While charging, prototype v1 displayed the real-time charge speed in amperes
(amp), a measure of current. This was a largely meaningless indicator for par-
ticipants.

This—12 ampere doesn’t tell me very much. I really benefit from seeing
where I am at now and how much time it will take me to get to 100%. So what
percentage am I at, and how much time does it take me to get to 100%? I
think that’s important. (P5)

V2 switched to kilowatt (kW), a measure of power. Participants could at
least extrapolate from this real-time measure to an expected amount of energy
received at session end. Most participants were also able to translate a session’s
worth of charged energy measured in kWh to range because they had memorized
the capacity of their EV battery. Or, they compared the listed amount to what
they knew a fast charge point delivers. Needless to say, all this mental arithmetic
meant more work for participants, and although some did take pride in their
ability to perform it, most were perfectly happy to offload all of it onto a system.

For all of these reasons, it should come as no surprise many participants
reported feeling overwhelmed by explanations. P9: “There is already a lot of
information on it, I must say.” Participants do not welcome additional demands
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put upon them by this information when all they want to do is charge their EV. P3:
“I think it’s a lot of information. ... I just want to charge.” Additional information
lead to confusion. P7: “I think it’s too much info. Honestly, it’s confusing. From
the start, I actually think I see way too much.” This confusion is caused, at least
in part, because participants think they are expected to act on it somehow.

Apparently, participants are focused on completing the task of EV charging
with confidence and minimal hassle. The information added to the interface in
the interest of transparency does not directly support task completion. Because,
as we captured with the previous theme, participants are largely indifferent to
AI, this information is experienced mostly as a burden.

This is kind of competing for my attention. ... What I want to know is just
steps 1, 2, 3, and 4 of my actions, but this here is a lot of information that
makes me go “what should I do with it?” (P9)

Theme C3: Transparency Invites Strategic Behavior

Participants expressed intent to adapt their behavior to the system, something
that could be considered an unintended side-effect of providing more trans-
parency. Participants suggested they might pick a different time to charge so
that they would benefit from increased speed during off-peak hours or would
enjoy extra speed when the sun was out. Another reason for changing behavior,
particularly in relation to solar power availability, was sustainability.

Some participants were driven less by a desire to be more sustainable and
were more interested in reaping economic benefits. For example, P5, while
discussing the “receipt” displayed at the end of a charging session, talked about
how they were most interested in changing their behavior so they would pay less.

What I would like to see here is ... What have I paid? ... What can I do better to
charge better next time? Now I’m looking at this, but I don’t immediately see
what I can do about it. Do I have to go to the green bar? How can I influence
it? (P5)

Regardless of whether a participant was looking to improve charging speed,
sustainability, or cost, the availability of more information about smart charging
system operation appears to inspire an intent to optimize behavior.

It should be noted not all participants were as keen on changing their behav-
ior. Most participants happily speculate about what other people might do with
the information provided. P8: “Well, then people are aware, and they charge at a
certain time when they have the choice.” But when we put them on the spot, they
frequently admitted they did not expect to change anything about their behavior
themselves. This could be because benefits do not outweigh additional effort. It
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could also be because, particularly in the context of city charging, the time and
place of charging sessions are strongly dictated by circumstances, such as the
availability of free parking spots. As both P1 and P8 stated: “if I have to charge, I
have to charge.”

Theme C4: Transparency Evokes Desire for Control

Many participants interpreted explanations themselves as things to be interacted
with. When confronted with the opening screen, P1 asked “But do I have to
choose something or not?” and while looking at the status indicators said: “What
those are? ... A choice, I can tap on” (P1). And P3 commented “I think that’s
very interesting for you. That people look at such a screen in this way. They are
staring at it going ‘what the hell should I choose.’”

Most participants expected to be able to change things to their advantage, not
only in terms of charge speed but also in terms of price: “Here I can say ‘shared
car yes or no’” (P4). “What I see here I could determine myself ... Determine
the best price-quality ratio” (P5). “That you can interact. So if I do that, it will
be cheaper or more expensive. Or it will go faster or slower. You kind of think
that” (P2).

In some cases, participants wanted to have the choice to be altruistic. P1
expressed a desire to decide for themselves if they would indeed give priority to
the shared car connected to the charge point they were using: “I gave something
to the shared car. So I’ve done my good deed for the day.” It should be noted
being nice to shared cars would really depend on the circumstances. “Shared
car priority. So here you can choose how nice you want to be. But maybe also if
you are in a hurry, then you are in a hurry” (P1).

Those who were more or less indifferent to AI typically did not respond too
strongly to the revelation they, in fact, could not exercise any control. Some
participants, however, did respond with some chagrin, such as P3 here:

Well, it is clear to me that I actually decide almost nothing, and the system
decides everything for me. I find that strange... Because I... Well, the system
itself makes decisions, and I don’t know what exactly is happening. (P3)

P3 clearly did not experience the sense of agency expected to result from
transparency. Other participants warned against not including user choice
because that would lead to rejection from users: “I think that people will respond
negatively more quickly maybe ... Because then you can only grumble about
it” (P1).

Furthermore, lack of control in some cases leads to participants questioning
the value of including any explanations at all.
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Just now, I had the idea that I could opt for green energy. Or I can choose to
deliver back to the net. So, I thought I could make choices. But basically, it’s
just you plug in, and all kinds of stuff happens. But I have no influence on it.
So then I think, why should I have all that information? If I have no influence on
it, what should I do with it? (P3)

When asked how they would deal with automated decisions they disagreed
with, the majority of participants seemed somewhat resigned to accepting the
system’s functioning as it was presented to them. Although one might expect
some participants would want to make their disagreement known to system
operators, most stated they would simply try to find a different (non-smart)
charge point.

If I know I have no influence on things right now because I can’t change any
settings when I know that a decision is made for me and I do not like them at
that time, or faster loading or yeah, that car is charging really fast because it is
a shared car, well, in that case, I can choose to find another charge point. (P4)

Making attempts to influence system developers hardly ever came up. P1,
when asked what they would do if they disagreed with how things worked, said:
“Well, I tweet. I’ll put it on Twitter.” This same participant felt if you cannot make
any choices, if everything is automated, this is bad, because “then you can only
grumble about it.”

2.6 Discussion

Using a reflexive thematic analysis of design process documents and prototype
evaluation transcripts, we have captured ways in which a group of experts un-
derstand transparency and how the transparent urban AI system resulting from
their efforts, a transparent smart EV charge point, is experienced by citizens.
In this next section, we reflect on three tensions constructed from a compar-
ison between the two groups of narrative themes (Figure 2.4). These are: (1)
information quality over quantity; (2) level of concern; and (3) sense of control.

2.6.1 Tension #1: Information Quality Over Quantity

We have found that according to experts, transparency is created by providing truthful
information about automated decisions (X1). However, the belief that being truthful
leads to increased trust is not born out by previous research. For example,
placebo explanations can still improve trust [94]. Also, explanations can be
satisfying to users without necessarily being truthful [97]. What is more, users
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Figure 2.4
Diagram illustrating tensions between expert motivations and citizen experiences. Ex-
perts implement AI to achieve energy infrastructure reliability and sustainability. A need
for legal compliance and societal acceptance drive efforts to make AI transparent. This
transparency increases citizen awareness, which triggers several responses: concern
about optimization targets, increased cognitive burden, various forms of adaptive behav-
ior, and an increased desire for control. Each response impacts citizen trust in positive or
negative ways, which in turn will affect social acceptance desired by experts.

typically cannot ascertain correctness of system output from an explanation
alone [284].

Experts believe that, because automated decisions might benefit some more than
others, and because AI is by its nature hidden, they need to be made visible (X1). This
can be seen as an example of setting too high standards of explanation for ma-
chine decisions [369]. A vast number of decisions are made by city governments,
benefiting some more than others, and a lot of city governance recedes from
the view of ordinary citizens. Not all such decisions are made visible to the
extent pursued in this project. On the other hand, it can be argued AI systems
demand a higher degree of transparency precisely because of their technical na-
ture. When ML techniques produce proper black-box models, such systems are
fundamentally less predictable and more opaque than a human equivalent [139].

The project can be considered an example of how pursuing transparency
sidelines the question “should we be using AI at all?” [71]. Experts did not ques-
tion the decision to use an AI system in EV charging. The pursuit of transparency
serves to support the ongoing use of AI.

Experts in our study talk about transparency in terms of making the hidden
visible, as if an AI is something that can be seen and there is merely something
obstructing our view in need of removal. However, what we see them do in our
project is something quite different and supports the notion that transparency
requires active production of information [237]. The language our experts use
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is also at odds with the view that understanding a system requires more than
seeing inside it, that it requires being able to change systems and seeing how
they behave in relation to their environment [11].

Information provided in the interest of transparency is frequently experienced by
citizens as burdensome (C2). It is not perceived to be supportive of charging an EV,
a task rather error-prone and stress-inducing to boot.

Citizens apparently perceive the benefits of engaging with explanations
do not outweigh the costs. This can be due to explanations lacking complete-
ness [200], although the interface in question did provide explanations of a range
of system aspects. A more likely reason is that citizens believe they can form an
adequate mental model of the system simply by using it, where “adequate” may
be next to no model at all [50].

In other words, information quality over quantity is the actual moral problem
of transparency [237]. The information produced in the interest of transparency
can occlude as much as it reveals and, in the process, add to anxiety already
felt in response to being subjected to automated decision-making [11, 53]. Oth-
ers have argued for a distinction between explanations in direct support of
tasks and explanations of AI decisions with only an indirect connection to user
actions [284]. Our project more closely matches the latter category. Perhaps,
when AI is indirectly connected to user actions, explanations should be made
subordinate to information that is in support of tasks and made available upon
explicit user request or when a high likelihood of a need for explanations has
been detected through implicit signals.

There exists a tension here between experts’ desire to make citizens aware
of the presence of an AI and the aim of old-fashioned user interface design in
support of a user’s task. In a world where AI is part of an increasing number of
systems, we should ask ourselves if user interfaces are the proper location for
raising awareness.

This point of tension is of particular importance when dealing with street-
level touchpoints of urban AI systems because people’s attention tends to be
even more limited due to the pressures of everyday urban activities.

2.6.2 Tension #2: Level of Concern

Experts pursue transparency because citizens may reject the use of automated decision-
making in public infrastructure (X1). The position of experts here mirrors the idea
that transparency has no moral content [237]. It is a means towards an end. For
our experts, the goal is acceptance by the public, EV drivers in particular. Various
factors may lead to this acceptance, but the reasoning in the project seems to
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be that once citizens understand the workings of a system, they can ascertain
its fairness, and once they know it is fair, they will accept the system. However,
the literature we have reviewed provides a mixed view of the relationships
between transparency, understanding, fairness, and trust [28, 60, 188]. What
this means is that if acceptance is the aim, relying on transparency is likely
insufficient or may even backfire, for example, when an excess of information
decreases people’s trust [188]. It may also be the case that a limited form of
transparency offering justification of decisions is more likely to increase the
perceived legitimacy of a system, rather than the more extensive transparency
of the automated decision-making process itself attempted in this project [106].

If we consider the responses of some citizens to the explanations provided,
it appears trust may have decreased instead of improved. Transparency enabled
them to see some of the decisions affecting charge speed and, in some cases,
had them wondering about system developers’ motivations to include those
factors, most notably in the case of the shared car priority feature. Being critical
is not necessarily the same as being distrustful, but uncritical acceptance is
unlikely to be the result of transparency. This suggests transparency efforts
should be prepared for public debate with users around issues uncovered by
transparency. Furthermore, such opportunities for “voice” may, in fact, increase
trust [154].

The experience of citizens is characterized by an overall acceptance of, or even indif-
ference to, the presence of automated decision-making (C1). AI is seen as a convenient
way of optimizing for broadly shared collective interests such as electric grid
stability and sustainability.

This echoes others’ findings that people find AI useful, but crucially also
that the AI systems people find most useful are not necessarily the ones they
find most fair [78]. Potentially, also in our project, people are making trade-offs
between fairness and usefulness. This could go some way towards explaining
our participants’ general indifference to the use of AI in EV charging.

Only when something is at stake (illustrated in our study by the shared car priority
feature) do citizens start to question AI (C1). Others have pointed out different people
respond to transparency in different ways. As a result, people also trust a given
system in different ways [11]. The various motivations our participants have for
EV driving (e.g., saving money or protecting the environment) may influence how
they respond to AI features exposed to them in the interface. Prior experiences
with organizations deploying AI influence the extent to which people trust AI [48].
Similarly, the extent to which participants consider local government, power
companies, etc. to be “on their side” also figures into how they perceive the use
of AI for automated decisions.
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AI opacity as such is hardly ever an issue for citizens. This suggests experts
should focus more on contested issues (such as air quality, parking space, con-
gestion) and how automated decision-making interacts with those. A typical line
of reasoning is that technology can improve these issues and should, therefore,
be welcomed. This is certainly a general driver behind the push for electric
mobility in Amsterdam. At the same time, it is felt AI lacks transparency and that
this should be fixed. What is not considered is how a person’s view on an issue
like spatial justice may affect the extent to which they welcome EV charging and,
by extension, a smart charging system, regardless of how transparent it is. This
suggests transparency efforts should be focused more on those matters that are
actually contested and how AI mediates those issues.

2.6.3 Tension #3: Sense of Control

Experts believe explanations are actionable by citizens (X2). Experts presume ex-
planations make it possible for citizens to assess the fairness of decisions by
evaluating inputs, processes, and outcomes of “the AI,” by having access to a
justification for the AI’s design and by knowing who “owns” the AI.

However, actionability is influenced not only by content but also by the for-
mat of explanations. For an explanation to be actionable, it must be usable as
“currency” in a person’s decision-making process [344]. Having the ability to
assess fairness by itself does not equip a person to act on that assessment. The
current transparent EV charge point design addresses this issue through the
previously described “receipt” feature (Section 2.4.2). However, none of our
participants spontaneously suggested they would use those resources if they
disagreed with the system’s functioning.

Citizens intend to use explanations as a resource for adapting behavior towards
altruistic or egoistic ends (C3). The tension between transparency and the possibil-
ity of “gaming” behavior, as well as concerns over the exposure of intellectual
property, has been noted previously [10, 173]. In our project, we did not see
experts express such worries.

The fact that citizens indicate a desire to change behavior in response to
explanations suggests information is actionable to some degree. However, ac-
tionable information by itself does not appear to provide sufficient means of
influence over system behavior.

Explanations created expectations of user control, an ability to override automated
decisions (C4). The absence of control leads some participants to question the
relevance of explanations.
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Others have shown transparency paired with control can alleviate anxiety
caused by automated decisions [173]. Users can have favorable cost-benefit
perceptions of explanations if they are able to act on provided information by
adjusting system behavior [200]. Possibly, our participants’ responses to the
transparency interface would have been quite different had it also offered means
of directly or indirectly influencing the operation of the AI. This underscores
the fact that explanations by themselves are not always perceived as sufficiently
actionable. Furthermore, it is also possible that, rather than alleviating frustra-
tions around lack of control through something akin to seamful design [10, 59],
further opening up of systems actually produces even greater anxiety in users
who are already overwhelmed by explanations.

This desire for control appears to be at odds with the fact that experts are
not willing or able to offer direct control over system behavior and anticipate
explanations alone to be a sufficient form of accountability. Citizens do not want
to or believe they are not able to, petition experts for changes to system behavior
despite the presence of explanations that could be leveraged for purposes of re-
course. This suggests more explicit channels for voice should be made available
in or around touchpoints of AI systems.

In case of disagreements with automated decisions, most citizens opt to defect to an
alternative means of charging rather than try and influence policies shaping system
behavior (C4).

Some have argued transparency invokes a neoliberal model of agency [11,
56, 186]. We think our project is a clear illustration of this logic in action. Our
participants did not appear to feel they had a substantial say in the operation of
the system. This could be because there were no clear “channels for voice”. It
could also be because people’s lack of “loyalty” to the organization deploying
the system made them disinclined to go through the trouble of acting on their
disagreements [58, 154]. In any case, we feel that in our project, transparency
alone was insufficient for creating any form of agency beyond EV drivers simply
not “buying” the services of the charge point they disagree with, a reduction of
citizen participation to consumer choice. The implication of this for experts is
that if shared control over system behavior is desired, “voice” needs to be put
on the table. Citizens need to be able to discuss and debate the significance of
the information they are provided through transparency in a dialog with system
designers, developers, and operators. This suggests efforts to make urban AI
more transparent should be paired with more participatory and collaborative
approaches to city governance and policy-making [82, 111, 116].
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In closing, we argue these tensions show transparency should not be seen as a
property of technology but must be understood as a communicative process be-
tween experts and citizens, who are more than mere users. AI systems mediate
this process, inviting some actions and inhibiting others [348]. Understanding
a system is not the product of simply receiving and processing information.
Understanding emerges from debates between stakeholders and is always pro-
visional. All three tensions we identify (information quantity, level of concern,
desire for control) in various ways point to the need for additional channels for
voice through which this debate can be facilitated.

Some of our findings relate quite specifically to the vagaries of smart EV
charging. An example would be the challenge of finding an intuitive measure of
charge speed. Furthermore, the class of AI we worked on is a deterministic one.
The design solutions pursued in our project may not be viable when dealing with
stochastic systems. At the moment, EV driving is something accessible mostly to
significantly affluent or professionally employed people. Certainly, our sample
of citizens skews highly educated. It is likely this informs their attitudes to issues
such as sustainability and automation. Our expert-citizen distinction leaves out
a lot of other relevant stakeholders to investigate. Indeed, our citizens were all
direct stakeholders and users of the system. There are plenty of citizens who are
not EV drivers but who are likely to be impacted in various ways by the roll-out
of EV charging infrastructure, e.g., by reduced neighborhood parking space
or by continued prioritization of road space for cars. There are also plenty of
stakeholders who have relevant expertise but who are not considered “experts”
in the sense we have been using here. That is to say, those stakeholders who
have some level of formal influence over the shape the system takes.

2.7 Conclusion

We have presented findings from a practice-based design research study investi-
gating diverging conceptions of transparency by expert and citizen stakeholders
of an urban AI system. Our expert participants believe transparency is achieved
by providing truthful information about automated decisions. They expect citi-
zens to be able to assess system fairness using this information and be able to act
on this information. Meanwhile, our citizen participants are largely indifferent
to AI; they primarily experience explanations as burdensome and question their
relevance if they are not accompanied by the ability to override system decisions.

Transparency is a growing topic of interest in HCI design research, and in
public discourse, it is commonly invoked as a solution to the negative effects
of AI opacity. As a result, transparency has also been taken up as a desirable
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system property in urban AI systems development. Our findings illustrate that
it is necessary to remain critical of assumptions driving the pursuit of trans-
parency in AI system user interfaces. Transparency puts additional cognitive
demands on people and shifts the responsibility of ensuring fairness onto them,
reinforcing a neoliberal model of agency.

For these reasons, we believe transparency should be reframed. It should not
be seen as a property of a system through which information flows from experts
to individual users. Rather, transparency must be seen as a communicative
process between experts and citizens, mediated by AI systems.
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Abstract:
As the use of AI systems continues to increase, so do concerns over its negative
social consequences. Harmful automated decision-making can be guarded
against by ensuring AI systems are contestable by design: responsive to human
intervention throughout the system lifecycle. Contestable AI by design is a small
but growing field of research. However, most of the available knowledge requires
a significant amount of translation to be applicable in practice. A proven way
of conveying intermediate-level, generative design knowledge is in the form of
design frameworks. In this article, we use qualitative-interpretative methods
and visual mapping techniques to extract sociotechnical features and practices
from the literature that contribute to contestable AI and synthesize these into a
design framework.

3.1 Introduction

Artificial Intelligence (AI) systems are increasingly used to make automated
decisions that impact people to a significant extent. As the use of AI for au-
tomated decision-making increases, so do concerns over its harmful social
consequences, including the undermining of the democratic rule of law and the
infringement of basic human rights to dignity and self-determination [e.g. 61,
67]. A way to counteract such harmful automated decision-making is through
contestability. Contestable AI systems are open and responsive to human inter-

https://doi.org/10/gqnjcs


62 Chapter 3

vention throughout their lifecycle, not only after an automated decision has
been made but also during its design and development.

A small but growing body of research explores the concept of contestable
AI [9, 146, 153, 223, 298, 341, 343]. However, although many do make practical
recommendations, very little of this research is presented in a format readily
usable in design practice. One such form of “intermediate-level generative
design knowledge” [161, 214] are design frameworks.

In this contribution, we use qualitative interpretative methods supported
by visual mapping techniques to develop a preliminary design framework that
synthesizes elements identified through a systematic literature review that con-
tribute to the contestability of AI systems. This preliminary framework serves as
a starting point for subsequent testing and validation in specific application con-
texts.

Our framework consists of five system features and six development prac-
tices that contribute to contestable AI. The features are: (1) built-in safeguards
against harmful behavior; (2) interactive control over automated decisions;
(3) explanations of system behavior; (4) human review and intervention re-
quests; and (5) tools for scrutiny by subjects or third parties. The practices are:
(1) ex-ante safeguards; (2) agonistic approaches to machine learning (ML) devel-
opment; (3) quality assurance during development; (4) quality assurance after
deployment; (5) risk mitigation strategies; and (6) third-party oversight. We also
offer a diagram for each set, capturing how features relate to various actors in
typical AI systems and how practices relate to typical AI system lifecycle stages.

This paper is structured as follows: First, we discuss why contestability is a
necessary quality of AI systems used for automated decision-making. Then, we
situate our efforts in the larger field of responsible design for AI. We subsequently
frame design frameworks as generative, intermediate-level knowledge. We then
describe our method of constructing the design framework. Following this,
we describe the literature review and the elements we have identified in the
included sources. Finally, we discuss the synthesis of these elements into our
proposed design framework. We end with some concluding remarks.

3.2 Contestability in Automated Decision-Making

The main focus of our effort is to ensure AI systems are open and responsive
to contestation by those people directly or indirectly impacted throughout the
system lifecycle. We define AI broadly, following Suchman [326]: “[a] cover
term for a range of techniques for data analysis and processing, the relevant
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parameters of which can be adjusted according to either internally or externally
generated feedback.”

A growing number of scholars argue for the contestability of AI systems in
general and in automated decision-making, specifically [9, 153, 298, 341].

Hirsch et al. [153] describe contestability as “humans challenging machine
predictions.” They claim models are and will continue to be fallible. In many
cases, the cost of “getting it wrong” can be quite high for decision subjects and
those human controllers who are held responsible for AI system performance.
Contestability ensures such failures are avoided by allowing human controllers
to intervene before machine decisions are put into force.

Vaccaro et al. [341] argue that contestability can surface values, align design
practice with the context of use, and increase the perceived legitimacy of AI
systems. Contestability is a “deep system property” representing a coming
together of humans and machines to jointly make decisions. It aids iteration on
decision-making processes and can be aimed at human controllers (“experts”)
but also decision subjects. Contestability is a form of procedural justice, a way
of giving voice to decision subjects, which increases perceptions of fairness, in
particular for marginalized or disempowered populations.

Almada [9] argues that contestability protects decision subjects against
flawed machine predictions by enabling human intervention. Such human inter-
vention can take place not only post-hoc, in response to an individual decision,
but also ex-ante, as part of AI system development processes [177]. Ex-ante
contestability allows for an “agonistic debate,” both internal and external, about
data and modeling choices made to represent decision subjects, ensuring deci-
sions comply with scientific, legal, and democratic standards and values [149].
Thus, contestability protects human self-determination and ensures human
control over automated systems. Significant decisions do not only happen once
a system is in operation and acting on subjects. Decisions are made throughout
the system lifecycle. Contestability should, therefore, be part of the entire AI
system development process: the practice of “contestability by design.”

Finally, for Sarra [298], contestability includes, but also exceeds, mere human
intervention. Furthermore, it is distinct from simple opposition to automated
decision-making. Instead, to contest is to engage with the substance of decisions
themselves. It is more than voicing one’s opinion. It requires an “articulate act of
defense.” Such a defense requires arguments, and arguments need information.
In this case, an explanation of the decision that was made. This must include
both a description of the “how” and a justification of the “why.” Therefore,
contestability demands explainability, and insofar as such explanations must
include a justification specific to the case at hand, contestability also increases
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accountability. Most notably, contestability requires a “procedural relationship.”
A “human in the loop” is insufficient if there is no possibility of a “dialectical
exchange” between decision subjects and human controllers. Without such
dialogue, there can be no exchange of arguments specific to the case at hand.

In summary, contestability helps to protect against fallible, unaccountable, il-
legitimate, and unjust automated decision-making by ensuring the possibility of
human intervention as part of a procedural relationship between decision sub-
jects and human controllers. The aim of this contribution is to develop a proposal
for a framework for contestability both as an AI system quality (contestability
features) and an AI system development practice (“contestability by design”).

3.3 Responsible Design For AI

As the adoption of AI continues to increase, so do concerns over its shortcomings,
including lack of fairness, legitimacy, and accountability. Such concerns cannot
be met by purely technical solutions. They require a consideration of social and
technical aspects in conjunction. This sociotechnical view emphasizes technical
and social dimensions are entangled, producing specific outcomes irreducible
to constitutive components [114, 197]. What is more, AI systems are distinct
from “traditional” sociotechnical systems because they include “artificial agents”
and humans interacting in a dynamic evolving environment [280]. As a result, AI
systems contain a particularly high degree of uncertainty and unpredictability.

Design, human-computer interaction (HCI) design in particular, is uniquely
equipped to tackle such sociotechnical challenges because it draws on both
computer science and social science, joining positivist and interpretive tradi-
tions [83, 180, 334]. This allows interaction design to more adequately “see” AI
systems. By virtue of its roots in traditional design, HCI design has the capac-
ity to act in the face of complexity and ambiguity by co-evolving problem and
solution space in tandem [80, 264].

However, current design knowledge aimed at “responsible” and “ethical” AI
is often of a high level of abstraction and not connected to specific application
domains. A lot of work is left for designers to translate such knowledge into their
own practice. To illustrate this point, we briefly summarize a number of promi-
nent systematic reviews and meta-analyses drawn from across disciplines [174,
247, 310].

Jobin et al. [174] identify eleven overarching ethical values and principles.
These are, in order of frequency of the number of sources featuring them:
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Transparency, justice and fairness, non-maleficence, responsibility, privacy,
beneficence, freedom and autonomy, trust, dignity, sustainability, and soli-
darity.

The first five principles are mentioned in over half of the sources. Impor-
tantly, Jobin et al. note that, although there is convergence on the level of prin-
ciples, the sources surveyed do diverge significantly in: (1) how they are inter-
preted; (2) why they are considered important; (3) what they should be applied
to; and (4) how they should be implemented.

Morley et al. [247] offer a more condensed set of themes, which together
“define” ethically-aligned ML as:

(a) beneficial to, and respectful of, people and the environment (beneficence);
(b) robust and secure (non-maleficence); (c) respectful of human values (au-
tonomy); (d) fair (justice); and (e) explainable, accountable, and understand-
able (explicability).

Morley et al. argue that principles are insufficient for changing actual AI
systems design, and ethics scholars must do the hard work of translating the
“what” of principles into the “how” of practices. By mapping principles to AI
system lifecycle phases, they show current efforts are unevenly distributed, and
where coverage exists, available solutions lack variety.

Finally, Shneiderman [310] also notes there is a gap between principles and
practice when it comes to “human-centered AI.” They offer 15 recommendations
organized in a “a three-layer governance structure”:

(1) reliable systems based on sound software engineering practices, (2) safety
culture through proven business management strategies and (3) trustworthy
certification by independent oversight.

Shneiderman also points out it is necessary to move beyond general state-
ments and towards support for specific social practices.

In short, currently available knowledge related to responsible and ethical AI
is often of a high level of abstraction. Furthermore, scholars surveying the field
agree it is necessary to translate principles into practices. Our aim is, therefore,
to create knowledge of a more intermediate level, situated between theory and
specific instances, in the form of a design framework.

We focus on the principle of contestability in the context of automated
decision-making. This principle stresses the sociotechnical character of AI
systems: Contestability is about humans challenging machine decisions. It
helps to surface values embedded in AI systems, aligning design with the con-
text of use. Contestability is a deep system property, linking humans and machines
in joint decision-making. It enables agonistic debate about how models are made
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to represent the world in a particular way. Because human and AI decisions
happen throughout the system lifecycle, what is needed is contestability by design.

In this paper, we take the first step towards a design framework for con-
testable AI by summarizing ideas and mechanisms collated from previous work.
Such mechanisms should align with the sociotechnical view, taking into account
AI systems’ entangled and volatile nature. Future efforts may then make ready
use of the resulting provisional framework for purposes of testing and validation
in specific application contexts.

3.4 Design Frameworks as Generative Intermediate-Level Design
Knowledge

We seek to construct a framework for the design of contestable AI systems. We
conceive of a design framework as a form of “generative intermediate-level de-
sign knowledge” [214]. Generative means it offers the seed for a design solution
with particular qualities without fully prescribing its shape. Intermediate-level
means it occupies a space between specific instances of designed artifacts
and generalized knowledge (theory). The design knowledge we seek to cre-
ate describes particular sociotechnical system properties operationalizing the
principle of contestability. We ground our framework in current knowledge
on contestable AI. The purpose of the framework is to aid in the creation of
designed artifacts. Following Stolterman and Wiberg [321], we understand such
design artifacts to be either in the service of improving a use situation or in ser-
vice of embodying new ideas (concepts) and theories. Our definition of “design
framework” is aligned with Obrenovic [268]. It should describe “the characteris-
tics that a design solution should have to achieve a particular set of goals in a
particular context,” where our goal is contestable AI in the context of automated
decision-making.

3.5 Method of Design Framework Construction

We performed the following steps to construct our framework: We used a system-
atic review to collect sources discussing contestable AI. We then used reflexive
thematic analysis to construct a number of elements (features and practices)
contributing to contestable AI. Finally, we used visual mapping techniques to
synthesize these elements into a pair of framework diagrams.
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3.5.1 Data Collection

Our data-collection procedure broadly follows Moher et al. [244]. Using Scopus,
we searched for journal articles and conference papers published between 2016
and 2021, mentioning in their title, abstract, or keywords “AI,” “contestability”
and “design.” Synonyms for contestability were selected from the Merriam-
Webster thesaurus entry for “contestation”1. We used our best judgment to
decide on related terms for AI. See Table 3.1 for an overview of search terms
used. The exact Scopus search is as follows:

TITLE-ABS-KEY((design*) AND (contest* OR controvers* OR
debat* OR disagree* OR disput* OR dissen*) AND
(“artificial intelligence” OR “AI” OR “machine learning”
OR “ML” OR algorithm* OR “automated decision making”)) AND
(PUBYEAR > 2015) AND (PUBYEAR < 2022) AND
DOCTYPE(“cp” OR “ar”)

We collated the results and first removed duplicates. Then, using Rayyan [271],
we manually screened records’ titles and abstracts for actually referring to con-
testability (rather than, e.g., “contest” in the sense of a competition). The re-
sulting set was assessed for eligibility on the basis of the full text. Here, our
criterion was whether papers did indeed discuss actionable sociotechnical sys-
tem properties contributing to contestability. Once an initial set of inclusions
was identified, we used Scopus to also screen (1) their references (i.e. “backward
snowball”), and (2) all items referring to our inclusions (i.e., “forward snowball”).

The resulting inclusions were once again assessed for eligibility. We then per-
formed one final round of snowballing, screening, and qualitative assessment
of the new inclusions. Figure 3.1 shows the stages of our systematic review.

Table 3.1
Search terms used.

Concept Search terms used

Contestability contestation (contest*), controversy (controvers*), debate
(debat*), disagreement (disagree*), disputation, dispute
(disput*), dissension (also dissention), dissensus (dissen*)

Artificial Intelligence artificial intelligence (also AI), machine learning (also ML),
algorithmic system (algorithm*), automated decision-making

Design design

1. Merriam-Webster. (n.d.). Contestation. In Merriam-Webster.com thesaurus. Retrieved May 28,
2021, from https://www.merriam-webster.com/thesaurus/contestation

https://www.merriam-webster.com/thesaurus/contestation
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Figure 3.1
Flow of information through the different phases of the systematic review.

3.5.2 Analysis and Synthesis

Our approach to analysis and synthesis is adapted from reflexive thematic analy-
sis as described by Braun and Clarke [45]. Our procedure was as follows: Analysis
was done in Atlas.ti (version 22 on MacOS). We read the included sources and
selected those passages discussing what we might call “active ingredients”: ac-
tionable sociotechnical system properties contributing to contestability. We
grouped similar passages together and assigned a label to each grouping, cap-
turing the essence of the property it represents. We then took the resulting list
of properties and looked for hierarchical and lateral relationships. In this step,
we relied heavily on visual mapping techniques and used existing diagrams as
a foundation. Once we had our preliminary framework, we checked the result
against the selected passages and against an end-to-end read-through of the
source literature to verify the framework properly covers and reflects it.
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3.6 Elements in Extant Literature Contributing to Contestable AI

This section describes the elements we have identified in the literature. We
have categorized them as either features or practices. They are summarized
in Table A.1, Table A.2, and Table A.3 and are described in detail in the follow-
ing sections.

3.6.1 Features

Built-In Safeguards Against Harmful Behavior

This feature introduces procedural safeguards limiting what AI systems can do
unilaterally. One such safeguard is to make the automated decision-making pro-
cess itself adversarial. This can be achieved by introducing a second automated
system external to the controlling organization, which machine decisions are
run through. If a disagreement between both systems occurs, the decisions can
be flagged for human review, or automated dispute resolution mechanisms can
take over. Such adversarial procedures could occur on an ongoing basis or at
the request of human controllers or decision subjects. An additional benefit
of a second (possibly public) system that decisions need to pass through is the
creation of a record of all decisions made, which can aid outside scrutiny [9, 95,
223].

In some cases, it may be necessary and possible to implement formal con-
straints on system behavior. These would protect against undesired actions and
demonstrate compliance with standards and legislation [4].

Interactive Control Over Automated Decisions

This feature is primarily aimed at human controllers, although in some cases, it
may also be made available to decision subjects. It enables direct intervention
in machine decisions. In HCI, the concept of mixed-initiative interaction refers to
shared control between intelligent systems and system users. Such an approach
may also be employed in the case of decision-support or semi-automated deci-
sions. The final decision would be the result of a “negotiation” between system
and user [190, 266, in 341]. In some cases, it may be possible to allow users
to correct or override a system decision. This is of particular importance in a
decision-support setting, where such corrections may also function as a feed-
back loop for further system learning [22, 153, 341, 342]. Where direct override
is not a possibility, some form of control can be offered in an indirect manner
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by allowing users to supplement the data a decision is based on with additional
contextual information [153, 172].

Explanations of System Behavior

This feature is primarily aimed at decision subjects but can also be of use to
human controllers. It helps actors understand the decisions made by AI sys-
tems. A decision subject should know a decision has been made, that there is a
means of contesting, and be provided with an explanation of the decision [223].
Explanations should contain the information necessary for a decision subject
to exercise their rights to human intervention and contestation [22, 223, 278].

Individual decisions should be reproducible and traceable. It should be pos-
sible to verify the compliance of individual decisions with norms. This requires
version control and thorough record-keeping [4]. Simply keeping an internal log
could already be a huge improvement. These records should include the state
of the model, the inputs, and decision rules at the time of producing a specific
outcome [22]. The norms decisions should adhere to should be elicited and
specified ex-ante [4].

Explanations should not simply be a technical account of how a model’s
output relates to its input. It should also include the organizational, social,
and legal context of the decision. In other words, the emphasis shifts from
explaining the computational rules to the decision rules, offering a behavioral
model of the AI system as a whole, from a sociotechnical perspective [4, 9, 47,
66, 153]. This behavioral approach accounts for the limitations of transparency
efforts focusing on “the algorithm” in isolation [11, in 146]. It also seeks to strike
a balance between usability and comprehensiveness in an effort to avoid the
“transparency paradox” [262, in 66].

These requirements should be satisfiable even for models that are opaque
due to their technical nature. Nevertheless, it may be desirable to reduce model
complexity, e.g., by limiting the number of features under consideration or by
using fundamentally more intelligible methods (e.g., decision trees vs. deep
neural networks) [22].

Although explanations may be of a static form, if deep understanding and
exploration of counterfactual scenarios are desired, “sandboxing” or “black box
in a glass box” approaches are worth considering. These approaches enable
users to manipulate inputs and see how these affect outputs. These techniques
can work without needing to fully describe decision rules, which may be useful
for cases where these cannot or will not be disclosed [162, in 153]. By offering
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explanations that include confidence levels, human controllers can direct their
focus to those decisions warranting closer scrutiny [153, 341].

Another way to deal with model opacity (due to their proprietary or sensitive
nature) is to generate local approximations using techniques such as “model
inversion.” However, once again we emphasize not to fixate on the technical
components of AI systems in isolation [203, 226, 288, 333, in 91, 153].

Explanations in the service of contestability should not simply describe why
a decision was made but also why the decision is considered good. In other
words, decision subjects should receive a justification as well. This avoids the
self-production of norms [291, in 146].

Human Review and Intervention Requests

This feature is aimed at decision subjects and third parties acting on their behalf.
It gives subjects the ability to “ask questions and record disagreements,” both
on the individual and the aggregate scale [153, 278, 341].

Human controllers and decision subjects should not be mere passive recipi-
ents of automated decisions. They should be put in dialogue with AI systems.
Reliance on out-of-system mechanisms for contestation is insufficient [189, in
146].

A commonly recommended mechanism for responding to post-hoc con-
testation is human review and intervention [223]. Requests for human inter-
vention are necessarily post-hoc since they happen in response to discrete
decisions when a subject feels a decision has harmed or otherwise impacted
their rights, freedoms, or interests [9]. Such intervention requests could be facil-
itated through auxiliary platforms or be part of the system itself [9, 22]. Although
existing internal or external review procedures are sometimes considered suffi-
cient, in many cases, new mechanisms for contestation will be required. Due
process mechanisms should be designed into the AI systems itself [223].

Human review is seen as an antidote to machine error. Human controllers
can use tacit knowledge, intuition, and access to contextual information to
identify and correct harmful automated decisions. In this way, allowing for
human intervention is a form of quality control [9, 354].

In the context of GDPR, the right to human intervention is tied to fully au-
tomated decision-making only [47]. In practice, such a distinction may not be
so clear-cut. From a sociotechnical perspective, humans are always part of
the decision chain leading up to a machine decision in the role of designers,
developers, and operators. Furthermore, the mere presence of a human at the
very end of the chain (the so-called “human in the loop”) may not be a sufficient
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safeguard against machine error if human controllers do not have the author-
ity or ability to base their final decision on more information than what was
provided to them by the AI system [9]. By extension, human controllers who
respond to intervention requests should have the authority and capability to
actually change previous decisions [47].

It is, of course, entirely possible for human intervention to be biased, leading
to worse outcomes compared to a fully automated decision. This should be
guarded against by introducing comparative measures of the performance of
human-controlled and fully automated procedures [9]. AI system controllers
must make room within their organizations for receiving, evaluating, and re-
sponding to disputes [298].

Channels for contestation should be clear, accessible, affordable, and effi-
cient so that further harm to subjects is minimized [223, 343]. Mechanisms for
requesting human intervention should provide “scaffolding for learning” [14,
296, in 342]. Documentation of the decision-making procedures should be
integrated with the appeal procedure and communicated in alternative for-
mats to ease comprehension [342] and to help subjects in formulating their
argument [223, 343]

A risk of appeal procedures is that burdens are shifted to individual subjects.
Ways of addressing this include allowing for synchronous communication with
decision makers [343] or having third parties represent subjects [22, 91, 223,
342].

Another limitation of current appeal procedures is that they handle decisions
individually [341]. Groups should be able to acquire explanations of decisions
collectively. Developers should not only consider individual impacts but also
group impacts [91]. Mechanisms for contestability should allow for collective
action because harms can be connected to group membership [223]. One way to
aid collective action would be to publicize individual appeals cases so subjects
can compare their treatment to those of others and identify fellow sufferers [231,
260, 297, in 342]. Subjects should be supported in connecting to those who
share their fate [343].

Any kind of human intervention in response to decision subjects’ appeals
may not qualify as actual contestation. Decision subjects should be able to
express their point of view if only to provide additional information based on
which a decision may be reconsidered [22]. For true contestation to be the case,
not only should the subject be allowed to express their point of view, but there
should also be a dialectical exchange between subject and controller [236, in 47].
Therefore, contestation includes human intervention but should not be reduced
to it. Care should also be taken to prevent contestability from becoming merely
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a way for subjects to complain about their plight. This means contestations of
this kind cannot be handled in a fully automated fashion because a dialectic
exchange between humans and machines is not possible in a meaningful sense.
Computational logic can only offer an answer to the “how,” whereas a proper
response to a contestation must also address the “why” of a given decision [298].
Contestability should include a right to a new decision, compensation of harm
inflicted, or reversal [223].

Tools for Scrutiny by Subjects or Third Parties

This feature supports scrutiny of AI systems by outside actors (decision subjects,
indirect stakeholders, third parties), separate from individual decisions. These
tools for scrutiny mainly take the form of a range of information resources.

These should contribute to the contestability of the sociotechnical system
in its entirety [223]. The aim is to justify the system as a whole (i.e., “globally”)
rather than individual decisions (“locally”). This requires the demonstration
of a clear link between high-level objectives (norms external to the technical
system) and its implementation. Compliance is established by tracing this link
through requirements, specifications, and the code itself.

Documentation should describe the technical composition of the system [342].
Such documentation may include up-to-date system performance indicators, in
particular, related to training data and models. Further documentation should
describe how the system was constructed (i.e., documentation of the design and
development process) [305, in 9], the role of human decision-makers, group
or systemic impacts and how they are safeguarded against [223]. Mitchell et
al. [241] and Gebru et al. [121] offer examples of possible documentation ap-
proaches.

Formal proof of compliance may be possible when a system specification
can be described unambiguously and its implementation can be verified (semi-
)automatically. However, ML-based systems cannot be described using formal
logic. Their performance is better assessed through statistical means. [146].

If a system makes a fully automated decision, it is recommended to include
a means of comparing its performance to an equivalent decision-making proce-
dure made by humans [65, in 9].

If confidential or sensitive information must be protected that would aid in
the assessment of proper system performance, it may be possible to employ
“zero-knowledge proofs” in order to provide so-called opaque assurances [199,
in 9].
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3.6.2 Practices

Ex-Ante Safeguards

This practice focuses on the earliest stages of the AI system lifecycle, during the
business and use-case development phase. It aims to put in place policy-level
constraints protecting against potential harms. Developers should make an
effort to anticipate the impacts of their system in advance [47, 146, 298], and
pay close attention to how the system may “mediate” new and existing social
practices [347, in 153]. If, after an initial exploration, it becomes clear impacts
are potentially significant or severe, a more thorough and formalized impact
assessment should be performed (e.g., Data Protection Impact Assessments
(DPIA)) [91, 223]. Such assessments can also enforce the production of exten-
sive technical documentation in service of transparency and, by extension,
contestability [22]. Any insights from this act of anticipation should feed into
the subsequent phases of the AI system lifecycle. Considering AI system devel-
opment tends to be cyclical and ongoing, anticipation should be revisited with
every proposed change [303, in 179]. If system decisions are found to impact
individuals or groups to a significant extent, contestability should be made a
requirement [146]. A fairly obvious intervention would be to make contestability
part of a system’s acceptance criteria. This would include the features identified in
our framework, first and foremost means of acquiring explanation and human
intervention [9, 47, 354]. Questions that must be answered at this point include
what can be contested, who can contest, who is accountable, and what type of
review is necessary [223].

A final type of ex-ante safeguard is certification. This can be applied to the
AI system as a software object by either specifying aspects of its technological
design directly or by requiring certain outputs that enable monitoring and
evaluation. It may also be applied to the controlling organization as a whole,
which, from a sociotechnical perspective, is the more desirable option, seeing as
how automated decisions cannot be reduced to an AI system’s data and model.
However, certificates and seals are typically run in a for-profit manner and
depend on voluntary participation by organizations. As such, they struggle with
enforcement. Furthermore, there is little evidence that certificates and seals
lead to increased trust on behalf of subjects [22, 91].

Agonistic Approaches to ML Development

This practice relates to the early lifecycle phases of an AI system: business and
use-case development, design, and procurement of training and test data. The
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aim of this practice is to support ways for stakeholders to “explore and enable al-
ternative ways of datafying and modeling the same event, person or action” [149,
in 9]. An agonistic approach to ML development allows for decision subjects,
third parties, and indirect stakeholders to “co-construct the decision-making
process” [341]. The choices of values embedded in systems should be subject
to broad debate facilitated by elicitation of the potentially conflicting norms
at stake [146]. This approach stands in contrast to ex-post mechanisms for
contestation, which can only go so far in protecting against harmful automated
decisions because they are necessarily reactive in nature [9, 91]. In HCI, a well-
established means of involving stakeholders in the development of technological
systems is participatory design [69, in 9]. By getting people involved in the early
stages of the AI lifecycle, potential issues can be flagged before they manifest
themselves through harmful actions [9]. Participants should come from those
groups directly or indirectly affected by the specific AI systems under consider-
ation. Due to the scale at which many AI systems operate, direct engagement
with all stakeholders might be hard or impossible. In such cases, representative
sampling techniques should be employed, or collaboration should be sought
with third parties representing the interests of stakeholder groups [9]. Repre-
sentation can be very direct (similar to “jury duty”). Or more indirect (volunteer
or elected representatives forming a board or focus group) [343].

Power differentials may limit the degree to which stakeholders can actually
affect development choices. Methods should be used that ensure participants
are made aware of and deal with power differentials [127, 175, in 179].

One-off consultation efforts are unlikely to be sufficient and run the risk
of being reduced to mere “participation theater” or a ticking-the-box exercise.
Participation, in the agonistic sense, implies an ongoing adversarial dialogue
between developers and decision subjects [179].2 AI systems, like all designed
artifacts, embody particular political values [360, in 66]. A participatory, agonis-
tic approach should be aimed at laying bare these values and creating an arena
in which design choices supporting one value over another can be debated and
resolved (although such resolutions should always be considered provisional
and subject to change) [179]. König and Wenzelburger [192] offer an outline of
one possible way of structuring such a process.

2. For a critique of how participation is not a panacea for all potential harms caused by AI systems,
see Sloane et al. [313].
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Quality Assurance During Development

This practice ensures safe system performance during the development phases
of the AI system lifecycle. This includes the collection of data and training of
models, programming, and testing before deployment. A tried and true ap-
proach is to ensure the various stakeholders’ rights, values, and interests guide
development decisions. Contestability should not be an afterthought; a “patch”
that is added to a system once it has been deployed. Instead, developers should
ensure the system as a whole will be receptive and responsive to contestations.
Care should also be taken to understand the needs and capabilities of human
controllers so they will be willing and able to meaningfully intervene when
necessary [189, 190, 207, in 9, 153, 179]. Before deploying a system, it can be
tested, e.g., for potential bias, by applying the model to datasets with relevant
differences [278]. Given the experimental nature of some AI systems, it may
be very challenging to foresee all potential impacts beforehand on the basis
of tests in lab-like settings alone. In such cases, it may be useful to evaluate
system performance in the wild using a “living lab” approach [179]. In any case,
development should be set up in such a way that feedback from stakeholders is
collected before actual deployment, and time and resources are available to per-
form multiple rounds of improvement before proceeding to deployment [153,
341, 342]. Developers should seek feedback from stakeholders both with respect
to system accuracy and ethical dimensions (e.g., fairness, justice) [354].

Quality Assurance After Deployment

This practice relates to the AI system lifecycle phases following deployment.
It is aimed at monitoring performance and creating a feedback loop to enable
ongoing improvements. The design concept of “procedural regularity” captures
the idea that one should be able to determine if a system actually does what it is
declared to do by its developers. In particular, when models cannot be simpli-
fied, additional measures are required to demonstrate procedural regularity,
including monitoring [22]. System operators should continuously monitor sys-
tem performance for unfair outcomes both for individuals and, in the aggregate,
for communities. To this end, mathematical models can be used to determine
if a given model is biased against individuals or groups [131, in 9]. Monitoring
should also be done for potential misuse of the system. Corrections, appeals,
and additional contextual information from human controllers and decision
subjects can be used as feedback signals for the decision-making process as a
whole [153, 342]. In some cases, feedback loops back to training can be created
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by means of “reinforcement learning”, where contestations are connected to
reward functions. In decision-support settings, such signals can also be derived
from occurrences where human controllers reject system predictions [354].

Risk Mitigation Strategies

This practice relates to all phases of the AI system lifecycle. The aim is to in-
tervene in the broader context in which systems operate rather than to change
aspects of what are commonly considered systems themselves. One strategy
is to educate system users on the workings of the systems they operate or are
subject to. Such training and education efforts should focus on making sure
users understand how systems work and what their strengths and limitations
are. Improving users’ understanding of systems may: (1) discourage inappro-
priate use and encourage adoption of desirable behavior; (2) prevent erroneous
interpretation of model predictions; (3) create a shared understanding for the
purposes of resolving disputes; and (4) ensure system operators along decision
chains are aware of risks and responsibilities [153, 223, 278, 341, 342].

Third-Party Oversight

This practice relates to all phases of the AI system lifecycle. Its purpose is to
strengthen the supervising role of trusted third-party actors such as govern-
ment agencies, civil society groups, and NGOs. As automated decision-making
happens at an increasingly large scale, it will be necessary to establish new
forms of ongoing outside scrutiny [22, 91, 95, 341]. System operators may be
obligated to implement model-centric tools for ongoing auditing of systems’
overall compliance with rules and regulations [22]. Companies may resist open-
ing up proprietary data and models for fear of losing their competitive edge and
users “gaming the system” [66]. Where system operators have a legitimate claim
to secrecy, third parties can act as trusted intermediaries to whom sensitive
information is disclosed, both for ex-ante inspection of systems overall and
post-hoc contestation of individual decisions [22]. Such efforts can be comple-
mented with the use of technological solutions, including secure environments
that function as depositories for proprietary or sensitive data and models [91].

3.6.3 Contestable AI by Design: Towards a Framework

We have mapped the identified features in relation to the main actors mentioned
in the literature (Figure 3.2): System developers create built-in safeguards to
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constrain the behavior of AI systems. Human controllers use interactive controls
to correct or override AI system decisions. Decision subjects use interactive
controls, explanations, intervention requests, and tools for scrutiny to contest AI
system decisions. Third parties also use tools for scrutiny and intervention requests
for oversight and contestation on behalf of individuals and groups.
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Figure 3.2
Features contributing to contestable AI.

We have mapped the identified practices to the AI lifecycle phases of the
Information Commissioner’s Office (ICO)’s auditing framework [29] (Figure 3.3).
These practices are primarily performed by system developers. During business
and use-case development, ex-ante safeguards are put in place to protect against
potential harm. During design and procurement of training and test data, ago-
nistic development approaches enable stakeholder participation, making room for
and leveraging conflict towards continuous improvement. During building and
testing, quality assurance measures are used to ensure stakeholder interests are
centered and progress towards shared goals is tracked. During deployment and
monitoring, further quality assurance measures ensure system performance is
tracked on an ongoing basis, and the feedback loop with future system devel-
opment is closed. Finally, throughout, risk mitigation intervenes in the system
context to reduce the odds of failure, and third party oversight strengthens the
role of external reviewers to enable ongoing outside scrutiny.
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Practices contributing to contestable AI.

3.7 Discussion

Using a systematic review and qualitative analysis of literature on the design
of contestable AI, we have identified five system features and six development
practices contributing to AI system contestability. The features are: (1) built-in
safeguards against harmful behavior; (2) interactive control over automated
decisions; (3) explanations of system behavior; (4) human review and inter-
vention requests; and (5) tools for scrutiny by subjects or third parties. The
practices are: (1) ex-ante safeguards; (2) agonistic approaches to ML develop-
ment; (3) quality assurance during development; (4) quality assurance after
deployment; (5) strategies for risk mitigation; and (6) third-party oversight. We
used diagrams to capture how features relate to various actors in typical AI
systems and how practices relate to typical AI system lifecycle stages. These
features and practices are a step towards more intermediate-level design knowl-
edge for contestable AI. It represents our attempt to take the general principle
of contestability as “open and responsive to dispute” and articulate potential
ways in which AI systems and the practices constituting them can be changed or
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amended to support it, with a particular focus on interventions cutting across
social and technical dimensions.

Our framework takes a sociotechnical perspective by focusing many of its
recommendations on the entangled and volatile nature of AI systems. For exam-
ple, interactive control enables negotiation between artificial and human agents;
explanations account for the behavior of automated decision-making systems
as a whole, not just technical models; intervention requests enable a dialectical
process between decision subjects and human controllers in close coupling
with artificial agents; and tools for scrutiny require documentation of not just
technical systems but also how they are constructed. Furthermore, ex-ante safe-
guards include certification of entire organizations, not just technical systems in
isolation; agonistic design approaches lay bare how values are embedded in specific
sociotechnical arrangements, creating arenas for stakeholders to co-construct
decision-making processes; QA during development addresses system volatility
through iterative building and testing, possibly in a living lab setting; QA after
deployment focuses on traceable decision chains across human and artificial
agents; risk mitigation educates human controllers and decision subjects on
responsible and effective ways of relating to AI system.

The framework has been developed based on a small sample of academic
papers. This approach has obvious limitations. There may be gaps caused by
lack of coverage in source papers. The included papers approach the subject of
contestability from specific fields (e.g., ethics of technology, computer science,
law). Many of these papers are not based on empirically validated interventions.
While our framework tries to do the translation to practice, most of the papers
on which the content of our framework is based are still “context-free.” We have
developed a framework ready to be tested (and validated) in practice in specific
application contexts. The validation itself was not part of this paper.

Morley et al. [247] note that many AI ethics tools lack usability in the sense
that they are not actionable and do not come with guidance on how they may
be put to use in practice. The usability of our own offering here is still limited:
We offer diagrams, which are one step up from lists in terms of conceptual
richness. The recommendations are on the level of practices and features rather
than general principles, making them more actionable. However, we do not
offer directions for the use of the framework to actually design contestable AI.
Future work should seek to apply the framework in design activities towards
the improvement of use situations or the creation of artifacts embodying the
idea of contestable AI for the purpose of further knowledge development.

Many of the themes captured by our framework have also been explored in
the literature related to AI accountability. Future efforts may seek to compare
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our proposed framework to more generic ethical, responsible, and accountable
AI frameworks [e.g. 63, 165, 245, 285].

Our framework assumes no context or, in any case, assumes a generic “au-
tomated decision-making” setting. It assumes some things are at stake in the
decision-making process, typically captured by the phrase “significant impact”
on individuals or groups. This covers quite a broad range but likely does preclude
extreme high-stakes contexts one finds in, e.g., lethal autonomous weapons.
Similarly, our framework assumes contexts where the time sensitivity of hu-
man intervention is relatively low. That is to say, this framework probably does
not cover cases such as shared control of autonomous vehicles. A related re-
search field more focused on these high-stakes and time-sensitive scenarios is
meaningful human control [for which see e.g. 38, 57, 238, 312, 339, 349, 362].

Much of our own empirical work is situated in (local) government public
services in OECD countries. Some distinctive features of such settings include
the distribution of system components across public and private organizations,
the duty of care government organizations have towards citizens, and the (at
least nominal) democratic control of citizens over public organizations. We
expect this framework to hold up quite well in such settings.

A pattern running through all identified features and practices is to avoid
attempts to at all cost resolve disputes upfront before they arise using some
form of compromise or consensus-seeking. Instead, we accept that controversy
is, at times, inevitable and, in fact, may even be desirable as a means of spurring
continuous improvement. We propose to set up procedural, agonistic mech-
anisms through which disputes can be identified and resolved. Stakeholders
do not need to agree on every decision that goes into the design of a system
or, indeed, every decision a system makes. However, stakeholders do need to
agree on procedures by which such disagreements will be resolved. A risk, of
course, is that this procedural and adversarial approach is abused to cover for
negligence on the part of system designers. This, however, can be addressed by
making sure these adversarial procedures include an obligation to account for
any decisions leading up to the disagreement under consideration (i.e., ensure
decision chains are traceable). This adversarial approach should be an effective
way to curb the administrative logic of efficiency and instead center democratic
values of inclusion, plurality, and justice.

3.8 Concluding Remarks

Subjects of automated decisions have the right to human intervention through-
out the AI system lifecycle. Contestable AI by design is an approach that ensures
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systems respect this right. Most contestable AI knowledge produced thus far
lacks adaptability to a design context. Design frameworks are an effective form
of knowledge because they are generative and of an intermediate level of ab-
straction. We analyzed extant literature on contestable AI for system properties
enabling contestation. Using visual mapping techniques, we synthesized these
elements into a design framework. Our framework offers five features and six
practices contributing to contestable AI. By thinking in terms of contestability,
we close the loop between ex-ante agonistic and participatory forms of anticipa-
tion with post-hoc mechanisms for opposition, dissent, and debate. In this way,
contestability leverages conflict for continuous system improvement.
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Abstract:
Local governments increasingly use artificial intelligence (AI) for automated
decision-making. Contestability, making systems responsive to dispute, is a way
to ensure they respect human rights to autonomy and dignity. We investigate
the design of public urban AI systems for contestability through the example
of camera cars: human-driven vehicles equipped with image sensors. Apply-
ing a provisional framework for contestable AI, we use speculative design to
create a concept video of a contestable camera car. Using this concept video,
we then conduct semi-structured interviews with 17 civil servants who work
with AI employed by a large northwestern European city. The resulting data
is analyzed using reflexive thematic analysis to identify the main challenges
facing the implementation of contestability in public AI. We describe how civic
participation faces issues of representation, how public AI systems should inte-
grate with existing democratic practices, and how cities must expand capacities
for responsible AI development and operation.

4.1 Introduction

Local governments increasingly use artificial intelligence (AI) to support or en-
tirely automate public service decision-making. We define AI broadly, following
Suchman [326]: “[a] cover term for a range of techniques for data analysis and

https://doi.org/10/gr5wcx


86 Chapter 4

processing, the relevant parameters of which can be adjusted according to either
internally or externally generated feedback.” As the use of AI in public sector
decision-making increases, so do concerns over its harmful social consequences,
including the undermining of the democratic rule of law and the infringement
of fundamental human rights to dignity and self-determination [e.g. 61, 67].
Increasing systems’ contestability is a way to counteract such harms. Contestable
AI is a small but growing field of research [7, 9, 146, 153, 298, 341]. However, the
contestable AI literature lacks guidance for application in specific design situa-
tions. In general, designers need examples and instructions to apply a framework
effectively [161, 214]. We, therefore, seek to answer the following questions:
RQ1: What are the characteristics of a contestable public AI system? RQ2: What
are the challenges facing the implementation of contestability in public AI?

We ground our work in the use of camera cars: human-driven vehicles
equipped with image sensors used for vehicular urban sensing (VUS). The pri-
mary motivation for these systems is increased efficiency (cost reduction), for
example, for parking enforcement. Outside of the densest urban areas, costs of
traditional means of parking enforcement quickly exceed collected fees [240].
Ethical concerns over using camera cars for these and other purposes reflect
those around smart urbanism more broadly: data is captured without consent or
notice, and its benefits favor those doing the capturing, leading to reductionist
views and overly technocratic decision-making [184].

In this paper, we explore the shape contestable AI may take in the context
of local government public services, and we describe the responses of civil
servants who work with AI to these future visions.

Our design methods are drawn from speculative, critical, and future-oriented
approaches [18, 90, 119, 191]. We use the ‘Contestable AI by Design’ frame-
work [7] as a generative tool to design a concept for a contestable camera car sys-
tem. Using the resulting concept video as a prompt, we conduct semi-structured
interviews with civil servants who work with AI and are employed by the City
of Amsterdam. Our focus here is on the challenges our respondents see to-
wards implementing these future visions and contestability more generally.
We then use reflexive thematic analysis [43–45] to generate themes from the
interview transcripts that together describe the major challenges facing the
implementation of contestability in public AI.1

The empirical work for this study was conducted in Amsterdam. The city
has previously explored ways of making camera cars more “human-friendly.”

1. This study was preregistered at Open Science Framework: https://osf.io/26rts

https://osf.io/26rts
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But efforts so far have been limited to up-front design adjustments to camera
cars’ physical form.2

The contributions of this paper are twofold: First, we create an example
near-future concept of a contestable AI system in the context of public AI, specif-
ically camera-based VUS. The concept video is usable for debating the merits of
the contestable AI concept and exploring implications for its implementation.
Second, we offer an account of the challenges of implementing contestability
in public AI, as perceived by civil servants employed by Amsterdam who work
with AI.

We structure this paper as follows: First, we introduce Amsterdam and
its current use of camera cars for parking enforcement and other purposes.
Next, we discuss related work on contestable AI, public and urban AI, VUS, and
speculative design. Subsequently, we describe our research approach, including
our design process, interview method, and data analysis. We then report on
the resulting design concept and civil servant responses. Finally, we reflect on
what our findings mean for current notions of contestable AI and consider the
implications for its design in the context of public and urban AI in general and
camera-based VUS in particular.

4.2 Background

4.2.1 Amsterdam

Amsterdam is the capital and largest city of the Netherlands. Its population
is around 0.9 million (881.933 in 2022).3 “By Dutch standards, the city is a
financial and cultural powerhouse” [287].

Amsterdam is intensely urbanized. The city covers 219.492 km2 of land
(2019). The city proper has 5.333 (2021) inhabitants per km2 and 2.707 (2019)
houses per km2.4 Amsterdam is considered the financial and business capital
of the country. It is home to a significant number of banks and corporations. Its
port is the fourth largest in terms of sea cargo in Northwest Europe.5 Amsterdam
is also one of the most popular tourist destinations in Europe.6

2. https://responsiblesensinglab.org/projects/scan-cars
3. https://onderzoek.amsterdam.nl/interactief/kerncijfers
4. https://onderzoek.amsterdam.nl/interactief/kerncijfers
5. https://www.amsterdam.nl/bestuur-organisatie/volg-beleid/economie/haven
6. https://onderzoek.amsterdam.nl/publicatie/bezoekersprognose-2022-2024

https://responsiblesensinglab.org/projects/scan-cars
https://onderzoek.amsterdam.nl/interactief/kerncijfers
https://onderzoek.amsterdam.nl/interactief/kerncijfers
https://www.amsterdam.nl/bestuur-organisatie/volg-beleid/economie/haven
https://onderzoek.amsterdam.nl/publicatie/bezoekersprognose-2022-2024
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In 2022, over a third (35%) of residents were born abroad.7 Amsterdam
has relatively many households with a very low income (17%) and a very high
income (14%).8 In 2020, Amsterdam’s working population (age 15–74) was
relatively highly educated (48%).9

The city is governed by a directly elected municipal council, a municipal
executive board, and a government-appointed mayor. The mayor is a member
of the board but also has individual responsibilities. The 2022–2026 coalition
agreement’s final chapter on “cooperation and organization” contains a section
on “the digital city and ICT,” which frames technology as a way to improve ser-
vices and increase equality and emancipation. Among other things, this section
focuses on protecting citizens’ privacy, safeguarding digital rights, monitoring
systems using an algorithm register10, testing systems for “integrity, discrimi-
nation and prejudice” throughout their lifecycle, and the continuing adherence
to principles outlined in a local manifesto describing values for a responsible
digital city11.

4.2.2 Camera Car Use in Amsterdam

In January 2021, 13 municipalities in the Netherlands, including Amsterdam,
made use of camera cars for parking monitoring and enforcement.12

Paid parking targets parking behavior and car use of citizens, businesses,
and visitors. Its aims are to reduce the number of cars in the city, relieve public
space pressures, and improve air quality. Cities expect to make alternative
modes of transportation (cycling, public transport) more attractive by charging
parking fees and limiting the availability of parking licenses per area.

The system in Amsterdam checks if parked cars have paid their parking
fee or have a parking permit. Community service officers use cars outfitted
with cameras to patrol city parking areas. They capture images of license plates
and use computer vision algorithms to recognize license plates. The system
uses these license plates to check with a national parking register if a vehicle
has the right to park in its location and at the given time. Payment must be

7. https://onderzoek.amsterdam.nl/interactief/dashboard-kerncijfers
8. https://onderzoek.amsterdam.nl/publicatie/de-staat-van-de-stad-amsterdam-x

i-2020-2021
9. https://onderzoek.amsterdam.nl/publicatie/de-staat-van-de-stad-amsterdam-x

i-2020-2021
10. https://algoritmeregister.amsterdam.nl
11. https://tada.city
12. https://www.rtlnieuws.nl/nieuws/nederland/artikel/5207606/scanauto-boete-a

anvechten-grote-steden-amsterdam-utrecht-den-haag

https://onderzoek.amsterdam.nl/interactief/dashboard-kerncijfers
https://onderzoek.amsterdam.nl/publicatie/de-staat-van-de-stad-amsterdam-xi-2020-2021
https://onderzoek.amsterdam.nl/publicatie/de-staat-van-de-stad-amsterdam-xi-2020-2021
https://onderzoek.amsterdam.nl/publicatie/de-staat-van-de-stad-amsterdam-xi-2020-2021
https://onderzoek.amsterdam.nl/publicatie/de-staat-van-de-stad-amsterdam-xi-2020-2021
https://algoritmeregister.amsterdam.nl
https://tada.city
https://www.rtlnieuws.nl/nieuws/nederland/artikel/5207606/scanauto-boete-aanvechten-grote-steden-amsterdam-utrecht-den-haag
https://www.rtlnieuws.nl/nieuws/nederland/artikel/5207606/scanauto-boete-aanvechten-grote-steden-amsterdam-utrecht-den-haag
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made within 5 minutes after the vehicle has been ‘scanned.’ If not, a parking
inspector employed by the company that operates the system on behalf of the
city reviews the situation based on four photos to determine if exceptional
circumstances apply (e.g., curbside (un)loading, stationary at traffic light). This
human reviewer also checks if the license plate is recognized correctly. In case of
doubt, they dispatch a parking controller by motor scooter to assess the situation
on-site. The system issues a parking fine if no exceptional circumstances apply
by passing the data to the municipal tax authorities. They then use the same
parking register database to retrieve the personal data of the owner of the vehicle
to send them a parking fine.

A dedicated website allows people to appeal a fine within six weeks of issuing.
The website provides access to the environment and license plate photos. (Any
bystanders, unrelated license plates, and other privacy-sensitive information
are made unrecognizable.) A third-party service also offers to object to traffic
and parking fines on behalf of people, free of charge.

Amsterdam also uses parking monitoring camera cars to detect stolen vehi-
cles and vehicles with a claim from the police or the public prosecutor. Cars are
registered as stolen in the parking register. In case of a match with a scanned
license plate, a national vehicle crime unit, possibly cooperating with the police,
can take action. Data about ‘parking pressure’ and the types of license holders
for municipal policy development is also collected.

Finally, Amsterdam is exploring additional applications of camera cars, in-
cluding outdoor advertisement taxes13 and side-placed garbage collection.14

4.3 Related Work

4.3.1 Contestable AI by Design

A small but growing body of research explores the concept of contestable AI [7,
9, 146, 153, 298, 341]. Contestability helps to protect against fallible, unaccount-
able, unlawful, and unfair automated decision-making. It does so by ensuring
the possibility of human intervention throughout the system lifecycle and by
creating arenas for adversarial debate between decision subjects and system op-
erators.

13. https://responsiblesensinglab.org/projects/scan-cars
14. https://medium.com/maarten-sukel/garbage-object-detection-using-pytorch-a

nd-yolov3-d6c4e0424a10

https://responsiblesensinglab.org/projects/scan-cars
https://medium.com/maarten-sukel/garbage-object-detection-using-pytorch-and-yolov3-d6c4e0424a10
https://medium.com/maarten-sukel/garbage-object-detection-using-pytorch-and-yolov3-d6c4e0424a10
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Hirsch et al. [153] define contestability as “humans challenging machine
predictions,” framing it as a way to protect against inevitably fallible machine
models by allowing human controllers to intervene before machine decisions
are put into force. Vaccaro et al. [341] frame contestability as a “deep system
property,” representing joint human-machine decision-making. Contestability
is a form of procedural justice, giving voice to decision subjects and increasing
perceptions of fairness. Almada [9] defines contestability as the possibility for
“human intervention,” which can occur not only post-hoc, in response to an
individual decision, but also ex-ante, as part of AI system development pro-
cesses. For this reason, they argue for a practice of “contestability by design.”
Sarra [298] argues that contestability exceeds mere human intervention. They
argue that contestability requires a “procedural relationship.” A “human in the
loop” is insufficient if there is no possibility of a “dialectical exchange” between
decision subjects and human controllers. Finally, Henin and Le Métayer [146]
argue that the absence of contestability undermines systems’ legitimacy. They
distinguish between explanations and justifications. The former are descriptive
and intrinsic to the systems themselves. The latter are normative and extrinsic,
depending on outside references for assessing outcomes’ desirability. Because
contestability seeks to show that a decision is inappropriate or inadequate, it
requires justifications in addition to explanations.

Building on these and other works, Alfrink et al. [7] define contestable AI
as “open and responsive to human intervention, throughout their lifecycle,
establishing a procedural relationship between decision subjects and human
controllers.” They develop a preliminary design framework that synthesizes
elements contributing to contestability identified through a systematic literature
review. The framework comprises five system features and six development
practices, mapped to major system stakeholders and typical AI system lifecycle
phases. For Alfrink et al. [7], contestability is about “leveraging conflict for
continuous system improvement.”

Most of the works Alfrink et al. [7] include are theoretical rather than em-
pirical and are not derived from specific application contexts. Contexts that do
feature in works discussed are healthcare [153, 278], smart cities [172], and
content moderation [95, 342, 343]. The framework has not been validated and
lacks guidance and examples for ready application by practitioners.

4.3.2 Public and Urban AI

An increasing number of researchers report on studies into the use of AI in
the public sector, i.e., public AI [48, 86, 102, 106, 109, 230, 277, 300, 301, 346].
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Although some do use the term “AI” [86, 102, 106], more commonly the term
used is “algorithm” or “algorithmic system” [48, 109, 277, 300, 301, 346]. These
algorithmic systems are put to use for informing or automating (public) decision-
making by government public service (or sector) agencies [48, 86, 102, 300, 301].
The application contexts researchers report on include: child protection [48, 86,
300, 301, 346]; public housing [86]; public health [86, 277]; social protection [86,
109, 346]; public security [102, 230] and taxation [346]. Some of the issues
explored include: how transparency, explanations and justifications may affect
citizens’ trust, acceptance and perceived legitimacy of public AI [48, 86, 106];
the politics of measurement, the human subjective choices that go into data
collection, what does and does not get counted, and in what way [230, 277];
and how public sector employees’ work is impacted by public AI [109], with a
particular focus on discretion [300, 301], and how research and practice might
more productively collaborate [346].

An overlapping but distinct area of research focuses on the role of AI in
the built environment, so-called urban AI [6, 163, 219, 220, 299, 336, 363].
Many application contexts here are mobility-related, for example, smart electric
vehicle charging [6]; autonomous vehicles [219]; and automated parking control
systems [299]. The focus of this research tends to be more on how AI molds,
mediates, and orchestrates the daily lived experience of urban places and spaces.
Ethical questions related to AI become intertwined with city-making ethics,
“who has the right to design and live in human environments” [220]. What the
urban AI ‘lens’ adds to public AI discourse are questions of spatial justice [314] in
addition to those of procedural and distributive justice.

4.3.3 Vehicular Urban Sensing

Vehicular (urban) sensing is when “vehicles on the road continuously gather,
process, and share location-relevant sensor data” [205]. They are “a prominent
example of cyber-physical systems” requiring a multidisciplinary approach
to their design [273]. Sensors can be mounted on vehicles, or onboard smart-
phones may be used instead or in addition [101, 205]. Vehicles, here, are usually
cars (automobiles). One advantage of cars is that they have few power con-
straints [273]. Much of the literature to date focuses on enlisting privately owned
vehicles in crowdsourcing efforts [101, 201, 273, 373], as well as networking in-
frastructure challenges [49, 205, 273, 373]. A wide range of sensors is discussed,
but some focus specifically on the use of cameras [32, 49, 240, 370]. Applica-
tions include traffic monitoring and urban surveillance [49], air pollution and
urban traffic [273], infrastructure monitoring (i.e., “remote assessment of struc-
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tural performance”) [32], and (of particular note for our purposes here) parking
monitoring and enforcement [240]. Mingardo [240] describes enforcement of
on-street parking in Rotterdam, the Netherlands, using “scan-cars.” They claim
the main reason for introducing this system was to reduce the cost of enforce-
ment. Income usually covers enforcement costs in areas with high fees and
large numbers of motorists. However, residents usually have affordable park-
ing permits in peripheral areas, and the area to cover is much larger. Systems
like the one in Rotterdam use so-called “automatic number plate recognition”
(ANPR). Zhang et al. [370] propose an approach to segmenting license plates
that can deal with a wide range of angles, lighting conditions, and distances.
They report an accuracy of 95%.

4.3.4 Speculative Design

We use ‘speculative design’ as a cover term for various forms of design futur-
ing, including design fiction and critical design. Speculative design seeks to
represent or “project” future consequences of a current issue [74].

Although early exemplars of speculative design often took the form of prod-
ucts, later projects usually include various forms of storytelling, primarily to
aid audience interpretation and engagement [119]. Auger [16] calls this a de-
sign’s “perceptual bridge.” Sterling [319] frames design fiction as a marriage of
science-fiction literature and industrial product design, which should address
the inabilities of both to “imagine effectively.” Kirby [183] has described the
relationship between science-fiction cinema and design. Design in service of
cinema produces “diegetic prototypes,” objects that function within a film’s
story world. Alternatively, as Bleecker [31] puts it, speculative design produces
things that tell stories and, in the audience’s minds, create future worlds. This
notion is similar to what Dunne and Raby [90] call “design as a catalyst for social
dreaming.” For them, the focus of speculation is on the implications of new
developments in science and technology. As such, they claim speculative design
can contribute to new “sociotechnical imaginaries” [170, 171].

Speculative design can be a way to “construct publics” around “matters of
concern” [31, 74, 110], to “design for debate” [229]. It is about asking questions
rather than solving problems [110, 119]. To spark debate, speculative design
must be provocative [19]. It evokes critical reflection using satirical wit [227].
For this satire to work, the audience must read speculative designs as objects
of design, contextualized and rationalized with a narrative of use [227, 229].
Speculative designs do not lack function and can, therefore, not be dismissed as
mere art. Instead, speculative design leverages a broader conception of function
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that goes beyond traditional notions of utility, efficiency, and optimization and
instead seeks to be relational and dynamic [229].

To further support audiences’ engagement in debate, some attempts have
combined speculative design with participatory approaches. In workshop-like
settings, speculative designs co-created with audiences can surface controver-
sies and be a form of “infrastructuring” that creates “agonistic spaces” [110,
119, 151].

Early work was primarily focused on speculative design as a ‘genre,’ exploring
what designs can do, and less on how it should be practiced [119]. Since then,
some have explored speculative design as a method in HCI design research,
particularly in ‘research through design’ or ‘constructive design research’ [17,
19, 119].

There have been a few attempts at articulating criteria by which to evaluate
speculative designs [17, 18, 74, 119]. Some works offer guidelines for what
makes speculative design critical [17]; reflecting on speculative designs [195];
evaluations that match expected knowledge outcomes [21]; and ‘tactics’ for that
drawn from a canon of exemplars [104].

4.4 Method

Our overall approach can be characterized as constructive design research
that sits somewhere between what Koskinen et al. [194] calls the ‘field’ and
‘showroom’ modes or research through design using the ‘genre’ of speculative
design [119]. We create a concept video of a near future contestable camera car.
We actively approach our audience to engage with the concept video through
interviews. We use storytelling to aid audience interpretation, to help them
recognize how a contestable camera car might fit into daily life. We seek to
strike a balance between strangeness and normality. We measure success by
the degree to which our audience is willing and able to thoughtfully engage with
the concept video. In other words, we use speculative design to ask questions
rather than provide answers.

Our study is structured as follows: (1) we first formulate a design brief to
capture the criteria that the speculative design concept video must adhere
to; (2) we then conduct the speculative design project; (3) a rough cut of the
resulting concept video is assessed with experts; (4) the video is then adjusted
and finalized; (5) using the final cut of the speculative design concept video as
a ‘prompt’ we then conduct semi-structured interviews with civil servants; (6)
finally, we use the interview transcripts for reflexive thematic analysis, exploring
civil servants’ views of challenges facing the implementation of contestability.
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The data we generate consists of (1) visual documentation of the design
concepts we create and (2) transcripts of semi-structured interviews with re-
spondents. The visual documentation is created by the principal researcher
and design collaborators as the product of the design stage. The transcripts are
generated by an external transcriber on the basis of audio recordings.

4.4.1 Design Process

We first created a design brief detailing assessment criteria for the design out-
comes, derived partly from Bardzell et al. [18]. The brief also specified an appli-
cation context for the speculated near-future camera car: trash detection. We
drew inspiration from an existing pilot project in Amsterdam. Garbage disposal
may be a banal issue, but it is also multifaceted and has real stakes. We hired a
filmmaker to collaborate with on video production. Funding for this part of the
project came from AMS Institute, a public-private urban innovation center.15

We first created a mood board to explore directions for the visual style. Ulti-
mately, we opted for a collage-based approach because it is a flexible style that
would allow us to depict complex actions without a lot of production overhead.
It also struck a nice balance between accessibility and things feeling slightly
off. We then wrote a script for the video. Here, we used contestability literature
in general and the ‘Contestable AI by Design’ framework [7], in particular, to
determine what elements to include. We tried to include a variety of risks and
related system improvements (rather than merely one of each) so that the audi-
ence would not quickly dismiss things for lack of verisimilitude. Having settled
on a script, we then sketched out a storyboard. Our main challenge here was
to balance the essential depiction of an intelligent system with potential risks,
ways citizens would be able to contest, and the resulting system improvements.
As we collaboratively refined the storyboard, our filmmaker developed style
sketches that covered the most essential building blocks of the video.16 Once
we were satisfied with the storyboard and style sketches, we transitioned into
video production. Production was structured around reviews of weekly renders.
On one occasion, this review included partners from AMS Institute. Our next
milestone was to get a rough cut of the video ‘feature complete’ for assessment
with experts.

For this assessment, we created an interview guide and a grading rubric. We
based the rubric on the assessment criteria developed in the original design

15. https://www.ams-institute.org
16. Design brief, script, and storyboards are available as supplementary material.

https://www.ams-institute.org
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brief. All experts were colleagues at our university, selected for active involve-
ment in the fields of design, AI, and ethics. We talked to seven experts (five male,
two female; two early-career researchers, three mid-career, and two senior).
Interviews took place in early February 2022. Each expert was invited for a
one-on-one video call of 30–45 minutes. After a brief introduction, we went over
the rubric together. We then showed the concept video rough cut. Following
this, the expert would give us the grades for the video. After this, we had an
open-ended discussion to discuss potential further improvements. Audio of the
conversations was recorded with informed consent and (roughly) transcribed
using an automated service. We then informally analyzed the transcripts to
identify the main points of improvement. We first summarized the comments
of each respondent point by point. We then created an overall summary, identi-
fying seven points of improvement. We visualized the rubric score Likert scale
data as a diverging stacked bar chart.17

Once we completed the expert assessment, we identified improvements
using informal analysis of the automated interview transcripts. The first author
then updated the storyboard to reflect the necessary changes. We discussed
these with the filmmaker and agreed on what changes were necessary and
feasible. The changes were then incorporated into a final cut, adding music and
sound effects created by a sound studio and a credits screen.

4.4.2 Civil Servant Interviews

Interviews were conducted from early May through late September 2022. We
used purposive and snowball sampling. We were specifically interested in ac-
quiring the viewpoint of civil servants involved in using AI in public administra-
tion. We started with a hand-picked set of five respondents, whom we then asked
for further people to interview. We prioritized additional respondents for their
potential to provide diverse and contrasting viewpoints. We stopped collecting
data when additional interviews failed to generate significantly new informa-
tion. We spoke to 17 respondents in total. Details about their background are
summarized in Table 4.1. We invited respondents with a stock email. Upon
expressing their willingness to participate, we provided respondents with an
information sheet and consent form and set a date and time. All interviews were
conducted online, using videoconferencing software. Duration was typically
30–45 minutes. Each interview started with an off-the-record introduction,

17. Interview guide, assessment form template, completed forms, tabulated assessment scores, and
informal analysis report are available as supplementary material.
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after which we started audio recording with informed consent from respon-
dents. We used an interview guide to help structure the conversation but were
flexible about follow-up questions and the needs of respondents. After a few
preliminary questions, we would show the video. After the video, we continued
with several more questions and always ended with an opportunity for the re-
spondents to ask questions or make additions for the record. We then ended the
audio recording and asked for suggested further people to approach. After each
interview, we immediately archived audio recordings and updated our records
regarding whom we spoke to and when. We then sent the audio recordings to a
transcription service, which would return a document for our review. We would
review the transcript, make corrections based on a review of the audio recording
where necessary, and remove all identifying data. The resulting corrected and
pseudonymized transcript formed the basis for our analysis.18

Table 4.1
Summary of civil servant interview respondent demographics.

Item Category Number

Gender Female 10
Male 7

Department Digital Strategy and Information 3
Legal Affairs 2
Traffic, Public Space, and Parking 2
Urban Innovation and R&D 10

Background AI, arts & culture, business, data science, information science,
law, philosophy, political science, sociology

–

4.4.3 Analysis

Our analysis of the data is shaped by critical realist [115, 136] and contextu-
alist [147, 169] commitments. We used reflexive thematic analysis [43–45]
because it is a highly flexible method that readily adapts to a range of questions,
data generation methods, and sample sizes. Because of the accessibility of its
results, it is also well-suited to our participatory approach. The principal re-
searcher took the lead in data analysis. Associate researchers contributed with
partial coding and review of coding results. The procedure for turning “raw”
data into analyzable form was: (1) reading and familiarization; (2) selective
coding (developing a corpus of items of interest) across the entire dataset; (3)

18. Interview guide is available as supplementary material.
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searching for themes; (4) reviewing and mapping themes; and (5) defining and
naming themes. We conducted coding using Atlas.ti. We used a number of cred-
ibility strategies: member checking helped ensure our analysis reflected the
views of our respondents; different researchers analyzed the data, reducing the
likelihood of a single researcher’s positionality overly skewing the analysis; and
reflexivity ensured that analysis attended to the viewpoints of the researchers
as they relate to the phenomenon at hand.19 In what follows, all direct quotes
from respondents were translated from Dutch into English by the first author.

4.5 Results

4.5.1 Concept Video Description

The concept video has a duration of 1 minute and 57 seconds. Several stills from
the video can be seen in Figure 4.1. It consists of four parts. The first part shows
a camera car identifying garbage in the streets and sending the data off to an
unseen place of processing. We then see the system building a heat map from
identified garbage and a resulting prioritization of collection services. Then,
we see garbage trucks driving off and a sanitation worker tossing the trash in a
truck. The second part introduces three risks conceivably associated with the
suggested system. The first risk is the so-called ‘chilling effect.’ People feel spied
on in public spaces and make less use of it. The second risk is the occurrence of
‘false positives,’ when objects that are not garbage are identified as such, leading
to wasteful or harmful confrontations with collection services. The third risk is
‘model drift.’ Prediction models trained on historical data become out of step
with reality on the ground. In this case, collection services are not dispatched
to where they should be, leading to inexplicable piling up of garbage. The third
part shows how citizens introduced in the risks section contest the system using
a four-part loop. First, they use explanations to understand system behavior.
Second, they use integrated channels for contacting the city about their concern.
Third, they discuss their concern and points of view with a city representative.
Fourth, the parties decide on how to act on the concern. The fourth and final
part shows how the system is improved based on contestation decisions. The
chilling effect is addressed by explicitly calling out the camera car’s purpose
on the vehicle itself, and personal data is discarded before transmission. False
positives are guarded against by having a human controller review images that
the system predicts contain trash before action is taken. Finally, model drift is

19. Interview transcript summaries and codebook are available as supplementary material.
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prevented by regularly updating models with new data. The video ends with a
repeat of garbage trucks driving off and a sanitation worker collecting trash. A
credits screen follows it.20

Figure 4.1
Stills from concept video.

20. The concept video is available as supplementary material.
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4.5.2 Civil Servant Responses to Concept Video

From our analysis of civil servant responses to the concept video, we constructed
three themes covering 13 challenges. See Table 4.2 for a summary.

Table 4.2
Overview of themes and associated challenges.

Theme # Challenge

Enabling civic participation (4.5.2) T1.1 Citizen capacities
T1.2 Communication channels
T1.3 Feedback to development
T1.4 Reporting inequality
T1.5 Participation limitations

Ensuring democratic embedding (4.5.2) T2.1 Democratic control
T2.2 External oversight
T2.3 Dispute resolution

Building capacity for responsibility (4.5.2) T3.1 Organizational limits
T3.2 Accountability infrastructure
T3.3 Civil servant capacities
T3.4 Commissioning structures
T3.5 Resource constraints

Theme 1: Enabling Civic Participation

T1.1 Citizen capacities (P1, P4, P5, P9, P10, P11, P12, P16, P17): Several respon-
dents pointed out that contestability assumes sovereign, independent,
autonomous, empowered, and articulate citizens. Citizens need sufficient
awareness, knowledge, and understanding of systems to contest effec-
tively.

But everything actually starts with that information position as far as I
am concerned. (P10)

It can be hard for people to understand the metrics used for evaluating
model performance. For example, P17 describes how a model’s intersec-
tion over union (IOU) score of 0.8 was talked about internally as an accuracy
score of 80%. Individuals also struggle to identify systemic shortcomings.
Their view is limited to the impacts directly relating to themselves only.
They may not even be aware that the decision that has impacted them
personally was made in part by an algorithm. In addition, citizens can have
false views of what systems do. For example, citizens and civic groups
believed parking enforcement camera cars recorded visual likenesses
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of people in the streets, which was not the case. Citizens’ ability to ef-
fectively contest further depends on how well they can navigate the city
government’s complicated internal organizational structure.

Many respondents describe how citizens’ willingness to engage depends
on their view of city government. Those who feel the city does not solve
their problems will be reluctant to participate. Citizens’ inclination to scru-
tinize public algorithmic systems also depends on their general suspicion
of technology. This suspicion appears to be at least somewhat genera-
tional. For example, younger people are more cautious about sharing their
data. Suspicion is contextual, depending on what is at stake in a given
situation. A lack of trust can also lead to citizens rejecting explanations
and justifications offered by the city.

I just think what a challenge it is to have a substantive conversation and
how do you arrive at that substantive conversation. (P16)

T1.2 Communication channels (P3, P4, P7, P8, P11, P12, P14, P16): Many re-
spondents recognize the importance of ensuring citizens can talk to a
human representative of the city. Currently, citizens can contact the city
about anything using a central phone number. Reports from citizens are
subsequently routed internally to the proper channels.

Ideally, the city should be able to route questions related to AI to civil
servants who understand the relevant systems. Citizens are not able nor
responsible for determining which issues pertain to algorithms and which
do not. Triage should happen behind the scenes, as is currently the case
with the central phone line. In other words, respondents would not favor a
separate point-of-contact for ‘digital matters.’

Executive departments are responsible for work processes, including
those that use AI. They should, therefore, be the ones answering questions,
including those that relate to technology. But this is currently not always
the case. Some respondents point out that development teams cannot be
made responsible for answering citizens’ questions. Despite this fact, these
respondents describe how their development teams do receive emails from
citizens and simply answer them.

Beyond a central phone line, some respondents are considering other
easily accessible, lower-threshold interaction modalities for expressing
disagreement or concern (cf. Item T2.3).

T1.3 Feedback to development (P1, P2, P3, P4, P5, P7, P10, P13, P14, P15, P17):
Respondents feel it is important for development teams to seek feedback
from citizens during development. Indeed, for those systems developed
internally, it is currently common practice to follow some iterative develop-
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ment methodology that includes testing pre-release software with citizen
representatives. Most of the algorithmic systems discussed by respon-
dents are still in this so-called pilot stage. Pilots are used to test new ideas
for viability and explore the practical and ethical issues that might arise
when a system is taken into regular everyday operation.

But I also think testing is necessary for these kinds of things. So, if you
think it through completely, you will eventually see if you test whether it
is feasible. Because now I have every time with such an iteration [...] you
run into other things that make you think, how is this possible? (P12)

The city also conducts pilots to identify what is needed to justify the use
of technology for a particular purpose.

So we start a pilot in the situation where we already think: we have to
take many measures to justify that. Because bottom line, we think it is
responsible, but what do you think about this if we do it exactly this way?
Do you agree, or is that [...] do you use different standards? (P7)

Respondents involved with system development recognize that feedback
from citizens can help eliminate blind spots and may lead to new require-
ments.

Some respondents argue that all reports received by algorithmic system
feedback channels should be open and public, or at least accessible to
the municipal council so that democratic oversight is further enabled (cf.
Item T2.1).

On a practical level, to close the loop between citizens’ reports and de-
velopment, infrastructure is needed (cf. Item T3.2). For example, the city’s
service management system, which integrates with the internal software
development environment, is not yet open to direct reports from citizens
but only from human controllers (cf. Item T3.2). For those systems us-
ing machine learning models, there are no provisions yet for capturing
feedback from citizens to retrain models (e.g., in a supervised learning ap-
proach).

T1.4 Reporting inequality (P1, P4, P6, P12, P14, P15): Several respondents men-
tioned the issue of “reporting inequality,” where some citizens are more
able and inclined to report issues to the city than others (cf. Item T1.1).
Some recent VUS efforts aim to counteract this reporting inequality; for
example, the trash detection pilot our concept video took as a source of
inspiration. Affluent neighborhoods are known to report on stray trash
more than disadvantaged areas do and, as a result, are served better than
is considered fair.
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Because of reporting inequality, respondents are weary of approaches
that tie system changes directly to individual reports. For example, con-
testability may counteract the unequal distribution of vehicles due to sys-
tem flaws, but it may just as well reintroduce the problem of reporting
inequality. Contestability runs the risk of giving resourceful citizens even
more outsize influence. Other respondents counter that making system
changes in response to individual complaints may still be warranted if
those changes benefit most citizens.

Ultimately, many respondents feel it is up to developers and civil ser-
vants to interpret and weigh the signals they receive from citizens (cf.
Item T1.3).

T1.5 Participation limitations (P1, P2, P4, P5, P6, P8, P10, P12, P14, P15, P16):
Just as governments should be aware of reporting inequality (cf. Item T1.4),
they should also ensure participation and contestation are representative.
A real risk is that those with technical know-how and legal clout shape
the debate around algorithmic systems. Respondents repeatedly point
out that existing citizen participation efforts struggle to ensure diversity,
inclusion, and representation.

For example, in [district], we also met someone who did many develop-
ment projects with the neighborhood and who also agreed that, of course,
the empowered people or the usual suspects often provide input, and
in [district], also low literacy and all sorts of other things make it much
more difficult to [...] provide input if it is their neighborhood [...]. (P2)

For the city, it is a struggle to find citizens willing and able to contribute
to participation processes. Sometimes, as a solution, the city compen-
sates citizens for participating. Another way to improve inclusion is to go
where citizens are rather than expect them to approach the city—for ex-
ample, by staging events and exhibitions as part of local cultural festivals
or community centers.

Participation efforts assume direct representation. There is no mecha-
nism by which individuals can represent interest groups. Citizens do not
represent anyone but themselves and are not legally accountable for their
decisions. Respondents point out that as one goes up the participation
ladder [15, 56] more obligations should accompany more influence.

Some respondents point out that governments should take responsibil-
ity and depend less on individual citizens or hide behind participatory
processes.



Contestable Camera Cars 103

Theme 2: Ensuring Democratic Embedding

T2.1 Democratic control (P1, P2, P3, P4, P5, P6, P7, P9, P10, P11, P12, P13, P14,
P15, P16, P17): Several respondents pointed out that the discretion to use
AI for decision-making lies with the executive branch. For this reason, the
very decision to do so, and the details of how an algorithmic system will
enact policy, should, in respondents’ eyes, be a political one. Debate in the
municipal council about such decisions would improve accountability.

Respondents identify a tension inherent in public AI projects: Policy-
makers (alderpersons) are accountable to citizens and commission public
AI projects, but they often lack the knowledge to debate matters with public
representatives adequately. On the other hand, those who build the sys-
tems lack accountability to citizens. Accountability is even more lacking
when developers do not sit within the municipal organization but are part
of a company or non-profit from which the city commissions a system (cf.
Item T3.4).

Respondents also point out that contestations originate with individual
citizens or groups but also with elected representatives. In other words, the
municipal council does monitor digital developments. The legislature can,
for example, shape how the executive develops AI systems by introducing
policy frameworks.

P7 outlined three levels of legislation that embed municipal AI projects:
(a) the national level, where the city must determine if there is indeed a
legal basis for the project; (b) the level of local ordinances, which ideally
are updated with the introduction of each new AI system so that public
accountability and transparency are ensured; and finally (c) the project or
application level, which focuses on the ‘how’ of an AI system, and in the
eyes of P7 is also the level where direct citizen participation makes sense
and adds value (cf. Item T1.5).

Feedback on AI systems may be about business rules and policy, which
would require a revision before a technical system can be adjusted.21 This
then may lead to the executive adjusting the course on system development
under its purview (cf. Item T1.3).

There is also an absence of routine procedures for reviewing and updat-
ing existing AI systems in light of the new policy. Political preferences of
elected city councils are encoded in business rules, which are translated
into code. Once a new government is installed, policy gets updated, but

21. This entanglement of software and policy is well-described by Jackson et al. [168].
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related business rules and software are not, as a matter of course, but
should be.

T2.2 External oversight (P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, P11, P12, P13,
P14, P15, P16, P17): The city makes use of several forms of external review
and oversight. Such reviews can be a requirement or something the city
seeks out because of, for example, citizens’ lack of trust (cf. Item T1.1).

A frequently mentioned body is the local Personal Data Commission
(PDC). A PDC review is mandatory when a prospective algorithmic system
processes personal data or when it is considered a high-risk application.
The PDC focuses, among other things, on a system’s legal basis, propor-
tionality, and mitigation of identified risks. One respondent proposes that
such human rights impact assessments be made open for debate.22

Other review and oversight bodies include the local and national audit
offices, the municipal ombudsperson, and a so-called reporting point for
chain errors. One shortcoming is that many of these are incident-driven.
They cannot proactively investigate systems.

Naturally, the civil servants, committee members, ombudspersons, and
judges handling such cases must have a sufficient understanding of the
technologies involved. External review bodies sometimes, at least in re-
spondents’ eyes, lack sufficient expertise. One example of such a case is
recent negative advice delivered by a work participation council after a
consultation on using AI by the work participation and income depart-
ment to evaluate assistance benefit applications. At least one respondent
involved in developing the system proposal felt that, despite considerable
effort to explain the system design, the council did not fully grasp it.

22. Following widespread resistance against a 1971 national census, the Dutch government estab-
lished a commission in 1976 to draft the first national privacy regulation. Because it collected and
processed a significant amount of personal data itself, Amsterdam decided not to wait and created
local regulations in 1980. Every municipal service and department was required to establish
privacy regulations. The city established a special commission to review these guidelines and
to decide if municipal bodies were allowed to exchange information, thereby creating the PDC
(“Commissie Persoonsgegevens Amsterdam (CPA),” https://assets.amsterdam.nl/publis
h/pages/902156/brochure_cpa_40_jarig_bestaan.pdf). The executive board expanded
the tasks of the PDC in December 2021 (https://www.amsterdam.nl/bestuur-organisat
ie/college/nieuws/nieuws-19-januari-2022/). It now advises the board, upon request
or on its own initiative, on issues “regarding the processing of personal data, algorithms, data
ethics, digital human rights and disclosure of personal data” (https://assets.amsterdam.nl/
publish/pages/902156/cpa_reglement.pdf). In the lead-up to this decision, in April 2021, a
coalition of green, left, and social liberal parties submitted an initiative proposal to the board that
aimed to “make the digital city more humane.” It, too, argued for the expansion of the PDC’s role
(https://amsterdam.groenlinks.nl/nieuws/grip-op-technologie).

https://assets.amsterdam.nl/publish/pages/902156/brochure_cpa_40_jarig_bestaan.pdf
https://assets.amsterdam.nl/publish/pages/902156/brochure_cpa_40_jarig_bestaan.pdf
https://www.amsterdam.nl/bestuur-organisatie/college/nieuws/nieuws-19-januari-2022/
https://www.amsterdam.nl/bestuur-organisatie/college/nieuws/nieuws-19-januari-2022/
https://assets.amsterdam.nl/publish/pages/902156/cpa_reglement.pdf
https://assets.amsterdam.nl/publish/pages/902156/cpa_reglement.pdf
https://amsterdam.groenlinks.nl/nieuws/grip-op-technologie
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P7 considers judicial review by an administrative court of a decision
that is at least in part informed by an algorithmic system, the “finishing
touch.” When a client file includes data that significantly impacts a model
prediction, a judge’s ruling on a municipal decision is implicitly also about
the operation of the model.

If [a decision] affects citizens in their legal position, for example, in the
case of a fine [...], then yes, the administrative court can look into it. That
is when it gets exciting. That is the finishing touch to what we have come
up with. (P7)

This sentiment was echoed by P11 when they discussed how they could
show in court what images the municipal parking monitoring camera car
exactly captured, which received a favorable ruling from a judge.

T2.3 Dispute resolution (P10, P11, P14, P15): Respondents feel that, for individual
substantive grievances caused by algorithmic decision-making, existing
complaint, objection, and appeal procedures should also work. These
form an escalating ladder of procedures: complaints are evaluated by civil
servants; objections go to an internal committee; if these fail, the case is
handled by an ombudsperson; and finally, appeals procedures are handled
by a judge.

Respondents point out that existing procedures can be costly and lim-
iting for citizens and not at all “user-friendly.” Existing procedures still
rely heavily on communication by paper mail. Current procedures can
be stressful because people are made to feel like an offender rather than
being given the benefit of the doubt.

And we criminalize the citizen very quickly if he does not want to—a
difficult citizen, annoying. Yes, no, it is just that way, and no, sorry, bye.
So there is little to no space, and if you have heard [a complaint] ten
times from citizens, then maybe you should think about, we have ten
complaining citizens. It is not one or two. There might be something
wrong, so let us look at that. (P13)

Respondents agree that more effort should be put into creating alterna-
tive dispute resolution mechanisms. These should help citizens stay out
of costly and stressful legal proceedings. However, these ideas are mostly
considered an ‘innovation topic,’ which is to say, it is not part of daily
operation. Such measures would require collaboration between those de-
partments executing work processes and legal. At the moment, execution
tends to consider dealing with disputes as not part of their remit. Legal
does currently call citizens who have started an appeals procedure to make
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them feel heard, find alternative solutions, and offer them the opportunity
to withdraw.

Existing mechanisms do require more integration with technology. For
example, case files should include all the relevant information about the
data and algorithms used. Some services, such as parking monitoring,
have already built custom web interfaces for appeals that integrate with
algorithmic systems and offer citizens access to their case data. These
would either expedite otherwise unwieldy legacy procedures or seek to
keep citizens out of formal legal appeal procedures altogether.

Theme 3: Building Capacity for Responsibility

T3.1 Organizational limits (P4, P5, P7, P11, P15): Respondents point out that
organizational fragmentation works against the city’s capacity to respond
to citizen reports. The problem is not necessarily that signals are not
received by the city. Often, the problem is that they are not adequately
acted upon. Internal fragmentation also makes it hard for citizens to
know whom they should approach with questions (cf. Items T1.1, T1.2).
For example, with parking, citizens are inclined to go to their district
department, and these need to pass on questions to parking enforcement,
who, in turn, if it concerns a street-level issue, must dispatch a community
service officer.

And I think that if you cut up the organization as it is now [...], then you
might also have to work with other information in order to be able to
deliver your service properly. So when we all had [more self-sufficient,
autonomous] district councils in the past and were somewhat smaller,
you could, of course, immediately say that this now has priority, we
receive so many complaints, or the alderman is working on it. (P11)

Fragmentation and the bureaucratic nature of the city organization work
against the adoption of ‘agile methods.’ Although pilots are in many ways
the thing that makes the innovation funnel of the city function, respon-
dents also describe pilots as “the easy part.” The actual implementation
in daily operations is a completely different matter. P3 describes this as
the “innovation gap.” Transitioning a successful pilot into operation can
easily take 3–5 years.

T3.2 Accountability infrastructure (P2, P4, P5, P7, P11, P12, P13): Respondents
discuss various systems that are put in place to improve accountability.
The city is working to ensure requirements are traceable back to the per-
son who set them, and developers record evidence to show they are met.
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Evidence would include email chains that record design decisions and
system logging that shows specific measures are indeed enforced (such as
deletion of data). Regarding models, respondents indicate the importance
of validating them to demonstrate that they indeed do what they are said
to do.

Once past the pilot stage, monitoring and maintenance become essen-
tial considerations currently under-served. For this purpose, developers
should correctly document systems in anticipation of handover to a main-
tenance organization. Systems must be ensured to operate within defined
boundaries, both technical and ethical (impact on citizens), and the de-
livery of “end-user value” must also be demonstrated. Such monitoring
and maintenance in practice require the system developers’ continued
involvement for some time.

Another provision for accountability is the service management system
integrated with the city’s software development and operations environ-
ment (cf. Item T1.3). Several respondents pointed out that surveillance
and enforcement are two separate organizational functions. For those AI
systems related to surveillance and enforcement, a ‘human-in-the-loop’
is currently already a legal requirement at the enforcement stage. Human
controllers use the service management system to report system flaws,
which may lead to changes and are fully traceable (cf. Item T1.3). Once in
maintenance, with these systems in place, it should be possible for func-
tional management to revise systems periodically, also in light of policy
changes (cf. Item T2.1).

Several respondents argue that the city should also monitor individual
complaints for issues that require a system change (cf. Item T1.3).

T3.3 Civil servant capacities (P1, P3, P4, P6, P7, P15): Contestability puts demands
on civil servants.

[...] I think all contestability [shown in the video] assumes a very assertive
citizen who is willing to contact a city representative who is willing to
listen, has time for it, and is committed to doing something about it. (P1)

Civil servants need knowledge and understanding of AI systems, in-
cluding those employees who speak to citizens who contact the city with
questions, e.g., through the central phone number. Politicians, city council
members, and alderpersons also need this understanding to debate the
implications of new systems adequately. At the level of policy execution,
department heads and project leads are the “first line of defense” when
things go wrong (P7). So, they cannot rely on the expertise of development
teams but must have a sufficient understanding of matters themselves.
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Finally, legal department staff must also understand algorithms. P15 men-
tions that a guideline is being made that should aid in this matter.

Beyond updating the knowledge and skills of existing roles, new roles
are necessary. In some cases, agile-methods-style ‘product owners’ act
as those who translate policy into technology. However, P7 feels the or-
ganization as a whole still lacks people who can translate legislation and
regulations into system requirements. Zooming out further, respondents
mention challenges with the current organizational structure and how
responsibility and accountability require multidisciplinary teams that can
work across technical and social issues (cf. Item T3.1).

T3.4 Commissioning structures (P1, P3, P4, P11, P12, P13, P16, P17): The city can
commission AI systems in roughly three ways, with different impacts on
the level of control it has over design, development, and operation: (a)
by purchasing from a commercial supplier a service that may include an
AI system; (b) by outsourcing policy execution to a third party, usually a
non-profit entity who receives a subsidy from the city in return; or (c) by
developing a system in-house.

When purchasing, the city can exercise control mainly by imposing
purchasing conditions, requiring a strong role as a commissioner. When
out-placing policy execution, the city has less control but can impose
conditions on the use of technology as part of a subsidy provision. When
developing in-house, the city owns the system completely and is therefore
in full control. In all cases, however, the city is the ‘policy owner’ and
remains responsible for executing the law.

These different collaboration structures also shape the possible dialogue
between policy-makers and system developers at the start of a new project.
When development happens in-house, an open conversation can happen.
In the case of a tender, one party cannot be advantaged over others, so
there is little room for hashing things out until an order is granted.

Of course, collaboration with external developers can also have “degrees
of closeness” (P4). More or less ‘agile’ ways of working can be negotiated
as part of a contract, which should allow for responding to new insights
mid-course.

Purchasing managers sometimes perceive what they are doing as the
acquisition of a service that is distinct from buying technology solutions
and can sometimes neglect to impose sufficient conditions on a service
provider’s use of technology.

The duration of tenders is typically three years. On occasion, the city
comes to new insights related to the responsible use of technologies a
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service provider employs (e.g., additional transparency requirements).
However, it cannot make changes until after a new tender. Respondents
point out that an additional feedback loop should lead to the revision
of purchasing conditions. P17 describes a project in which parts of the
development and operation are outsourced, and other components are
done in-house. The decision on what to outsource mainly hinges on how
often the city expects legislature changes that demand system updates.

T3.5 Resource constraints (P3, P4, P12, P16, P17): Supporting contestability will
require additional resource allocation. Respondents point out that the var-
ious linchpins of contestable systems suffer from limited time and money:
(a) conducting sufficiently representative and meaningful participation
procedures; (b) having knowledgeable personnel available to talk to citi-
zens who have questions or complaints; (c) ensuring project leads have
the time to enter information into an algorithm register; (d) performing
the necessary additional development work to ensure systems’ compli-
ance with security and privacy requirements; and (e) ensuring proper
evaluations are conducted on pilot projects.

P12 compares the issue to the situation with freedom of information
requests, where civil servants who are assigned to handle these are two
years behind. Similarly, new legislation, such as the European AI Act, is
likely to create even more work for the city.

For new projects, the city will also have to predict the volume of citizen
requests so that adequate staffing can be put into place in advance. Having
a face-to-face dialogue in all instances will, in many cases, be too labor-
intensive (cf. Item T1.2). A challenge with reports from citizens is how to
prioritize them for action by city services, given limited time and resources
(cf. Item T1.4).

4.6 Discussion

Our aim has been two-fold: (1) to explore characteristics of contestable public
AI and (2) to identify challenges facing the implementation of contestability in
public AI. To this end, we created a speculative concept video of a contestable
camera car and discussed it with civil servants employed by Amsterdam who
work with AI.
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4.6.1 Summary of Results

Concept Video: Example of Contestable Public AI

The speculative design concept argues for contestability from a risk mitiga-
tion and quality assurance perspective. First, it shows several hazards related
to camera car use: chilling effect, false positives, and model drift. Then, it
shows how citizens use contestability mechanisms to petition the city for sys-
tem changes. These mechanisms are explanations, channels for appeal, an
arena for adversarial debate, and an obligation to decide on a response. Finally,
the video shows how the city improves the system in response to citizen con-
testations. The improvements include data minimization measures, human
review, and a feedback loop back to model training. The example application of
a camera car, the identified risks, and resulting improvements are all used as
provocative examples, not as a prescribed solution. Together they show how,
as Alfrink et al. [7] propose, “contestability leverages conflict for continuous
system improvement.”

Civil Servant Interviews: Contestability Implementation Challenges

From civil servant responses to the concept video, we constructed three themes:
T1 Enabling civic participation (4.5.2): Citizens need skills and knowledge to

contest public AI on equal footing. Channels must be established for citi-
zens to engage city representatives in a dialogue about public AI system
outcomes. The feedback loop from citizens back to system development
teams must be closed. The city must mitigate against ‘reporting inequality’
and the limitations of direct citizen participation in AI system develop-
ment.

T2 Ensuring democratic embedding (4.5.2): Public AI systems are embedded in
various levels of laws and regulations. An adequate response to contesta-
tion may require policy change before technology alterations. Oversight
by city council members must be expanded to include scrutiny of AI use by
the executive. Alternative non-legal dispute resolution approaches that in-
tegrate tightly with technical systems should be developed to complement
existing complaint, objection, and appeal procedures.

T3 Building capacity for responsibility (4.5.2): City organizations’ fragmented
and bureaucratic nature fights against adequately responding to citizen
signals. More mechanisms for accountability are needed, including log-
ging system actions and monitoring model performance. Civil servants
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need more knowledge and understanding of AI to engage with citizens ad-
equately. New roles that translate policy into technology must be created,
and more multidisciplinary teams are needed. Contracts and agreements
with external development parties must include responsible AI require-
ments and provisions for adjusting course mid-project. Contestability
requires time and money investments across its various enabling compo-
nents.

Diagram: Five Contestability Loops

We can assemble five contestability loops from civil servants’ accounts (Fig-
ure 4.2). This model’s backbone is the primary loop where citizens elect a city
council and (indirectly) its executive board (grouped as “policy-makers”). Sys-
tems developers translate the resulting policy into algorithms, data, and models.
(Other policy is translated into guidance to be executed by humans directly.)
The resulting “software,” along with street-level bureaucrats and policy, form
the public AI systems whose decisions impact citizens.

Our model highlights two aspects that are particular to the public sector
context: (1) the indirect, representative forms of citizen control at the heart
of the primary policy-software-decisions loop and (2) the second-order loops
that monitor for systemic flaws that require addressing in upstream systems
development or policy-making.

These five loops highlight specific intervention points in public AI systems.
They indirectly indicate what forms of contestation could exist and between
whom. To be fully contestable, we suggest that public AI systems implement all
five loops. Better integration with the primary loop and the implementation of
second-order monitoring loops deserve particular attention.

4.6.2 Results’ Relation to Existing Literature

Contestable AI by Design

Following Alfrink et al. [7]’s definition of contestable systems as “open and re-
sponsive to human intervention,” our respondents appear broadly sympathetic
to this vision, particularly the idea that government should make more of an
effort to be open and responsive to citizens.

We recognize many key contestability concepts in current city efforts as
described by our respondents. For example, the possibility of human inter-
vention [153] is mandatory in cases of enforcement, which can protect against
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Figure 4.2
Diagram of our Five Loops Model, showing the basic flow of policy through software into
decisions (solid arrows), the direct way citizens can contest individual decisions (L1,
dashed arrow), the direct ways in which citizens can contest systems development and
policy making (L2–3, dotted arrows), and the second-order feedback loops leading from
all decision-appeal interactions in the aggregate back to software development and policy-
making (L4–5, dashed-dotted arrows).

model fallibility, at least to the extent errors can be detected by individual hu-
man controllers. Nevertheless, this human-in-the-loop is implemented more for
legal compliance than quality control. Respondents talk about quality assurance
and ways to achieve it, e.g., through audits and monitoring, but few practical
examples appear to exist as of yet. The city recognizes the need to integrate
institutional contestability provisions with technical systems (i.e., contestabil-
ity as “deep system property” [341]). However, this integration is currently
underdeveloped. Positive examples include the custom web interface for ap-
pealing parking enforcement decisions. Ex-ante contestability measures [9] are
present mainly in pilots in the form of civic participation in early-stage systems
design. However, most participation happens on the project level and has no
impact on policy decisions upstream from technology design. A dialectical
relationship [298] is present on the far ends of what we could describe as the
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question-complaint-object-appeal spectrum; for example, the central phone
line on one end and the review of algorithmic decisions by administrative courts
on the other. The middle range seems to have less opportunity for exchanging
arguments; again, these measures generally lack integration with technology.
In any case, executing this ideal at scale will be costly. Finally, the city appears
to approach accountability and legitimacy by ensuring the availability of ex-
planations (e.g., in the form of an algorithm register). There appears to be less
interest in or awareness of, the need for justifications [146] of decisions.

Most of the literature emphasizes contestability from below and outside but
does not account for the representative democracy mechanisms in which public
AI systems are embedded. In terms of our Five Loops Model, city efforts em-
phasize individual appeals of decisions (L1) and direct participation in systems
development (L2). Cities’ policy execution departments are not, by their nature,
adept at adjusting direction based on external signals.

Furthermore, many cities still approach AI mostly from a pilot project per-
spective. Attitudes should shift to one of continuous learning and improvement.
For example, Amsterdam conducts pilots with uncharacteristically high care.
These pilots receive more scrutiny than systems in daily operation to allow
for operation “in the wild” while staying within acceptable boundaries. The
additional scrutiny throughout and the mandatory intensive evaluations upon
completion serve to identify risks that may arise if systems were to transition
into daily operation. This careful approach transforms pilots from the non-
committal testing grounds common in the business world into something more
akin to a social experiment guided by bioethical principles [279]. While Amster-
dam’s pilots serve as good examples, successful pilots face difficulties in their
transition into daily operations. This “innovation gap” (cf. Item T3.1) may be par-
tially alleviated when designers stay involved after delivery. Public AI designers
should consider themselves stewards, whose role is never finished [87].

Finally, it is not just AI and its development process that need ‘redesign-
ing.’ Cities’ AI commissioning and governance structures must also be adjusted.
Again, referring to our Five Loops Model, this would mean a focus on participa-
tion in policy-making (L3) and the second-order feedback loops from decision
appeals to developers and policy-makers (L4–5).

Public AI, Urban AI, and VUS

Our example case of camera-car-based trash detection illustrates the need for
the public and urban AI fields to converse more actively with each other. Public
AI tends to focus on what goes on inside city organizations; urban AI tends to
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focus on what happens in the streets. Our results show how the concept of con-
testability connects the dots between several issues focused on in the literature
so far. Namely, between explanations and justifications [48, 86, 106], street-level
bureaucrat discretion [109, 300, 301], and citizens’ daily lived experience of
urban space [219, 220].

Participation in public and urban AI literature is almost invariably of the di-
rect kind [48, 301] as if we have given up on representative modes of democracy.
There is potential in renewing existing forms of civic oversight and control. So,
again, in our Five Loops Model, a shift from focusing on individual appeals and
direct participation in development (L1–2) to participation in policy-making
(L3) and monitoring of appeals by policy-makers (L5).

We find it striking that the HCI design space appears to devote little or no
attention to (camera-based) VUS. Camera cars appear to offer tremendous se-
ductive appeal to administrators. More public camera car applications will likely
find their way into the cities of the global north. They deserve more scrutiny
from (critical) HCI scholars.

Speculative Design as a Research Method

Turning to methodological aspects, we will make a few observations. As is often
the case with contemporary speculative design, our concept is more a story than
a product [119]. Indeed, we sought to spark the imagination of the audience [90,
319]. One respondent recognized this:

And I think the lack of imagination that you have dealt with really well with
your film is what keeps the conversation going even now, which is exactly the
goal. (P9)

The story we tell explores the implications of new technology [90]. It is a pro-
jection of potential future impacts of public AI that is (or is not) contestable [90].
Nevertheless, it would go too far to say we are ‘constructing a public’ [74]. We
have not engaged in “infrastructuring” or the creation of “agonistic spaces” [110,
119, 151]. We did design for one-on-one debate [229] and worked to ensure the
video is sufficiently provocative and operates in the emotional register without
tipping over into pure fancy or parody [227, 229].

We used speculative design to open up rather than close down [195]. In
this opening up, we went one step beyond merely critiquing current public AI
practice and offered a speculative solution of contestability, framed in such a
way that it invited commentary. Thus, asking questions rather than solving
problems may not be the best way to distinguish speculative design from ‘af-
firmative design.’ As Malpass [229] points out, rather than lacking function,
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critical design’s function goes beyond traditional notions of utility, efficiency,
and optimization and instead seeks to be relational, contextual, and dynamic.

On a more practical level, by building on the literature [17, 18, 74, 119], we
defined success criteria upfront. Before bringing the result to our intended
audience, we built an explicit evaluation step into our design process. This step
used these same criteria to gain confidence that our artifact would have the
effect we sought it to have on our audience. This approach can be an effective
way for other design researchers to pair speculative design with empirical work.

4.6.3 Transferability: Results’ Relation to City and Citizens

Amsterdam is not a large city in global terms, but populous and dense enough to
struggle with “big city issues” common in popular discourse. Amsterdam was an
early poster child of the “smart cities” phenomenon. It embraced the narrative
of social progress through technological innovation with great enthusiasm. Only
later did it become aware and responsive to concerns over the detrimental
effects of technology. We expect that Amsterdam’s public AI efforts, the purposes
technology is put to, and the technologies employed are relatively common.

The city’s government structure is typical of local representative democra-
cies globally. Furthermore, the Netherlands’ electoral system is known to be
effective at ensuring representation. Many of the challenges we identify con-
cerning integrating public AI in local democracy should be transferable to cities
with similar regimes.

Amsterdam is quite mature in its policies regarding “digital,” including the
responsible design, development, and operation of public AI. Less-advanced
cities will likely struggle with more foundational issues before many of the
challenges we have identified come into focus. For example, Amsterdam has
made considerable progress concerning the transparency of its public AI system
in the form of an algorithm register, providing explanations of global system
behavior. The city has also made notable progress with developing in-house
capacity for ML development, enabling it to have more control over public AI
projects than cities dependent on private sector contractors.

Amsterdam’s residents have a national reputation for being outspoken and
skeptical of government. Indeed, city surveys show that a significant and sta-
ble share of the population is politically active. Nevertheless, a recent survey
shows that few believe they have any real influence.23 Political engagement and

23. https://onderzoek.amsterdam.nl/publicatie/amsterdamse-burgermonitor-2021

https://onderzoek.amsterdam.nl/publicatie/amsterdamse-burgermonitor-2021
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self-efficacy are unequally divided across income and educational attainment
groups, and these groups rarely encounter each other.

Our respondents tended to speak broadly about citizens and the city’s chal-
lenges in ensuring their meaningful participation in public AI developments.
However, in articulating strategies for addressing the challenges we have identi-
fied, it is vital to keep in mind this variation in political engagement and self-
efficacy.

For example, improving citizens’ information position so they can partic-
ipate as equals may be relevant for politically active people but will do little
to increase engagement. For that, we should rethink the form of participation
itself. Likewise, improving the democratic embedding of public AI systems to
increase their legitimacy is only effective if citizens believe they can influence
the city government in the first place.

4.6.4 Limitations

Our study is limited by the fact that we only interacted with civil servants and the
particular positions these respondents occupy in the municipal organization.

Over half of the civil servants interviewed have a position in the R&D and
innovation department of the city. Their direct involvement is mostly with pilot
projects, less so with systems in daily operations. The themes and challenges
we have constructed appear, for the most part, equally relevant across both
classes of systems. It is conceivable, however, that civil servants employed in
other parts of the city executive (e.g., social services) are more concerned with
challenges we have not captured here.

Further work could expand on our study by including citizen, civil society,
and business perspectives. This would bring to the surface the variety of in-
terests stakeholder groups have with regard to contestability measures. Our
respondents’ statements are based on a first impression of the concept video.
We expect more nuanced and richer responses if we give respondents more time
to engage with the underlying ideas and apply them to their context. Finally,
interviews do not allow for debate between respondents. Another approach
would be to put people in dialogue with each other. This would identify how
stakeholder group interests in contestability may align or conflict.

4.6.5 Future Work

The public sector context brings with it particular challenges facing the imple-
mentation of contestability mechanisms but also unique opportunities. For
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example, the existing institutional arrangements for contestation that are typi-
cal of representative democracies demand specific forms of integration but offer
more robust forms of participation than are typically available in the private
sector. For this reason, future work should include the translation of ‘generic’
contestability design knowledge into context-specific forms. Considering the
numerous examples of public AI systems with large-scale and far-reaching
consequences already available to us, such work is not without urgency.

Most contestability research focuses on individual appeals (L1 in our Five
Loops Model) or participation in the early phases of AI systems development
(L2, but limited to requirements definition). Future work should dig into the
second-order loops we have identified (L4–5) and how citizens may contest
decisions made in later phases of ML development (i.e., L2, but engaging with
the ‘materiality’ of ML [25, 85, 158]). The participatory policy-making loop
(L3) is investigated in a more general form in, for example, political science.
However, such work likely lacks clear connections to AI systems development
implications downstream.

Finally, to contribute to public AI design practice, all of the above should be
translated into actionable guidance for practitioners on the ground. Practical
design knowledge is often best transmitted through evocative examples. Many
more artifacts, like our own concept video, should be created and disseminated
among practitioners. HCI design research has a prominent role in assessing
such practical design knowledge for efficacy, usability, and desirability.

4.7 Conclusion

City governments make increasing use of AI in the delivery of public services.
Contestability, making systems open and responsive to dispute, is a way to en-
sure AI respects human rights to autonomy and dignity. Contestable AI is a
growing field, but the knowledge produced so far lacks guidance for the applica-
tion in specific contexts. To this end, we sought to explore the characteristics
of contestable public AI and the challenges facing its implementation by cre-
ating a speculative concept video of a contestable camera car and conducting
semi-structured interviews with civil servants who work with AI in a large north-
western European city. The concept video illustrates how contestability can
leverage disagreement for continuous system improvement. The themes we
constructed from the interviews show that public AI contestability efforts must
contend with limits of direct participation, ensure systems’ democratic embed-
ding, and seek to improve organizational capacities.
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‘Traditional’ policy execution is subject to scrutiny from elected representa-
tives, checks from the judiciary and other external oversight bodies, and direct
civic participation. The shift to AI-enacted public policy has undermined and
weakened these various forms of democratic control. Our findings suggest that
contestability in the context of public AI does not mean merely allowing citi-
zens to have more influence over systems’ algorithms, models, and datasets.
Contestable public AI demands interventions in how executive power uses tech-
nology to enact policy.
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Abstract:
Public sector organizations increasingly use artificial intelligence to augment,
support, and automate decision-making. Such public AI can infringe on citizens’
right to autonomy. Contestability is a system quality that protects against this
by ensuring systems are open and responsive to dispute throughout their life
cycle. A growing body of work is investigating contestable AI by design. However,
little of this knowledge has so far been evaluated with practitioners. To make
explicit the guiding ideas underpinning contestable AI research, we construct
the generative metaphor of the Agonistic Arena from the political theory of
agonistic pluralism. We combine this metaphor and current contestable AI
guidelines into an infographic supporting the early-stage concept design of
public AI system contestability mechanisms. We evaluate this infographic in five
workshops paired with focus groups with a total of 18 practitioners, yielding ten
concept designs. Our findings describe mechanisms for contestability proposed
by these concept designs. Building on these findings, we subsequently evaluate
the efficacy of the Agonistic Arena as a generative metaphor for the design
of public AI and identify two competing metaphors at play in this space: the
Black Box and the Sovereign.
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5.1 Introduction

Algorithmic decision-making in the public sector can undermine autonomy—
people’s effective capacity for self-governance [239, 283, 292]. To safeguard
against this, such public AI systems should be contestable: open and responsive to
dispute throughout their lifecycle, establishing dialogical relationships between
decision subjects and system operators [7].

Contestable AI is an emerging field of research within human-centered
AI [55]. However, as with other aspects of responsible AI, much of the debate re-
lated to contestability has been focused on principles rather than practices [247].
For the contestable AI field’s findings to be useable by practitioners, they need to
be translated and adapted to specific contexts [135] and presented in ways that
they can easily relate to [358]. One such form is visual explanations, infograph-
ics that represent dynamic processes [337]. Furthermore, design knowledge
should be generative—allowing for a range of specific solutions without entirely
prescribing their form [161]. We can achieve such conceptual richness by ar-
ticulating a generative metaphor [302]—an idea that allows designers to think
of a problem in terms of something else, leading to particular diagnoses and
accompanying prescriptions.

This contribution hypothesizes a generative metaphor for contestable AI in
the public sector context: the Agonistic Arena. We construct this metaphor from
agonistic pluralism [255], a political philosophy that underpins much contestable
AI research. Our main aim is to evaluate the Agonistic Arena metaphor’s efficacy
as a generative metaphor for designing public AI that is more contestable. In
support of this aim, we create an infographic of contestable AI that supports
practitioners during the concept design of public AI, titled ‘Contestability Loops
for Public AI.’ The infographic builds on previous work, translating contestable
AI into more practical guidance [5, 7]. It is also deliberately designed to convey
the Agonistic Arena metaphor. We perform a qualitative evaluation of this in-
fographic with practicing designers in a series of workshops. Participants are
asked to redesign an existing public AI system to be more contestable, with help
from the infographic and the Arena metaphor it embodies.

We frame our approach as constructive design research in the ‘field’ mode
[193, 194]. Our ontological and epistemological commitments are critical real-
ist [115, 132] and contextualist [137, 225]. We use creative design practice to
produce an artifact that serves as a research instrument for generating data in
a specific context, which is analyzed using interpretative techniques.

This study’s contributions are the construction of the Agonistic Arena from
political theory, a generative metaphor that animates the contestable AI field
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(Section 5.2.4); an infographic that further concretizes and explicates con-
testable AI knowledge for the audience of design practitioners active in the
public AI space (Section 5.3.2); an evaluation of the extent to which practic-
ing designers, when using the Arena metaphor and the Contestability Loops
infographic, do indeed produce more contestable concept designs of public AI;
(Section 5.5.2) and an account of several competing metaphors which may be at
play in public AI discourse—the Black Box and the Sovereign (Section 5.5.3).

This article is structured as follows: First, we provide background on public
AI, contestable AI, generative metaphor, agonistic pluralism, and the Agonistic
Arena metaphor. Next, we describe our method, including infographic design,
workshop focus groups, and reflexive thematic analysis. Subsequently, we de-
scribe our results as themes that capture mechanisms put forward by the con-
cept designs created by our workshop participants. Finally, in the discussion,
we evaluate the efficacy of the Arena as a generative metaphor for the design of
public AI by reflecting on the extent to which the concept design mechanisms
are expressions of said metaphor or embody competing metaphors.

5.2 Background

5.2.1 Public and Urban AI

We situate our work in the context of public AI, which we define as the applica-
tion of adaptive data analysis and processing to enhance, assist, or automate
decision-making in the public sector [265, 326].

Research on the use of AI in the public sector, termed public AI [48, 86, 102,
106, 109, 230, 277, 300, 301, 346], is growing. While some use “AI” [86, 102,
106], the terms “algorithm” or “algorithmic system” are more prevalent [48, 109,
277, 300, 301, 346]. Such systems inform or automate government decision-
making [48, 86, 102, 300, 301]. Key application areas are child protection, public
housing, health, social protection, security, and taxation [48, 86, 230]. Main
concerns include transparency [48, 86, 106], data collection politics [230, 277],
and impact on public sector work [109, 300, 301, 346].

A related field is urban AI [68, 220, 221], which delves into AI’s role in the
built environment. Here, the emphasis is on mobility solutions such as electric
vehicle charging, autonomous vehicles, and parking systems [6, 219, 299]. This
research examines AI’s influence on urban experiences, intertwining AI ethics
with urban design ethics [220]. The focus on spatial justice [142, 206, 307, 314] is
unique to urban AI, complementing procedural and distributive justice discus-
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sions.

One of the issues relevant to public AI is that of autonomy [239, 283, 292], which
the emerging field of contestable AI seeks to address.

5.2.2 Contestable AI

Research on contestable AI has been expanding, highlighting its significance
in safeguarding against flawed and unjust automated decision-making by em-
phasizing human involvement and fostering adversarial discussions between
decision subjects and system operators [7, 9, 55, 146, 153, 298, 341].

Contestability can be viewed as humans questioning machine predictions,
allowing human intervention to rectify potential machine errors [153, 350]. It
can be described as a blend of human and machine decision-making, empha-
sizing its role in procedural justice and enhancing perceived fairness [222, 341,
366]. The practice of “contestability by design” stresses human intervention
both retrospectively and in the AI development processes [9]. Contestability
transcends mere human intervention, demanding a dialectical interaction be-
tween decision subjects and human controllers [298]. A system’s legitimacy is
compromised without contestability, which demands justifications in addition to
explanations [146]. Implementing contestability features in practice will require
thoughtful consideration of needs, values, and context [223].

Contestable AI has been conceptualized as systems that are open to human
intervention throughout their lifecycle, emphasizing a dialogical relationship
with decision subjects. Contestations can be leveraged for continuous system
improvement [7]. A proposed design framework lists elements contributing to
contestability, incorporating system features and development practices tied to
stakeholders and AI system lifecycle stages [7]. Subsequent work emphasizes
the relevance of participatory policy-making approaches and the need to moni-
tor contestations for systemic flaws [5].

When we turn principles into practical guidelines, they become more specific
but less helpful for orientation. Practitioners might interpret these principles
differently than their creators, leading to designs that oppose the original intent.
Thus, we use the theory of generative metaphor to understand the underlying
ideals of contestable AI proponents and convey them more clearly alongside
specific principles.
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5.2.3 Generative Metaphor

Schön defines generative metaphor as a lens influencing our perception and
understanding of the world [302]. It involves “meta-pherein,” the transfer of
perspectives between domains. This perception affects our decisions and ac-
tions. For Schön, challenges in social policy stem from problem-framing rather
than problem-solving [302]. Recognizing society’s implicit generative meta-
phors enhances our understanding. Not all metaphors are generative; only
those offering new insights are. Schön discusses frame restructuring to reconcile
conflicting perspectives [302].

Related but distinct is Lakoff’s conceptual metaphor. This theory describes how
language uses metaphors to convey deep-rooted concepts, like associating “love”
with “warmth.” These metaphors connect abstract ideas to familiar sensations,
becoming ingrained through cultural interactions [202]. In short, metaphorical
thought is unavoidable.

In HCI and design research, generative metaphor has been used to analyze
discourses in computing [140, 209] and to analyze user perception of voice
interfaces [72]. It has been used to challenge HCI research assumptions [23]. At-
tempts to formalize the methodical use of metaphor include Method Cards [212],
which helpfully categorize them as either weak or strong. Functional prototypes
in various domains make use of metaphor for design, including AI [26, 84, 259,
261]. Metaphor and narrative synergistically enhance moral imagination, of-
fering a dynamic approach to the value-sensitive design of AI systems [340].
Metaphorical thinking can foster a more nuanced understanding of artificial
intelligence [100]. Metaphor use by designers is inescapable and best done con-
sciously [143].

Generative metaphor reveals that design issues can be interpreted in multiple
ways. Each interpretation suggests particular underlying challenges. How we
metaphorically frame AI problems matters. Understanding a driving metaphor
underpins the effective use of contestable AI prescriptions. The next section
delves into this metaphor.

5.2.4 Agonistic Pluralism and the ‘Arena’ as Generative Metaphor

We see the thinking of contestable AI researchers as shaped by a generative
metaphor we call the ‘Arena,’ taking inspiration from the ancient Greek ideal of
democratic competitiveness [105]. This metaphor casts AI systems as a space
in which conflict in various forms is embraced and celebrated as a productive
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force. Agonistic pluralism, the political philosophy underpinning this metaphor
was developed by Mouffe [249–255].

Agonistic pluralism presents a democratic model that values productive
conflict over deliberation and consensus, emphasizing the celebration of radical
differences and contentious expression in democratic practice. It acknowledges
the democratic paradox that we can never wholly achieve a thoroughly plu-
ralistic society but argues that conflict is essential to preserving diversity and
preventing the erasure of difference. Spaces for contestation must be main-
tained, allowing dissent and the challenging of power relations. Agonistic plu-
ralism distinguishes between politics and the political, focusing on the latter and
embracing conflict as intrinsic to societal life. It views diversity of values as
constitutive and productive, preventing civic apathy and exposing oppression.
In contrast to universal truths, it keeps values open to contestation to promote
pluralism and continuous scrutiny of dominant power expressions. Agonistic
pluralism sees identities as relational and emphasizes collective identity for-
mation through political participation, opposing deliberative democracy, and
aiming to transform antagonisms into legitimate political adversaries engaged
in the struggle for hegemony [75, 216, 304].

In the field of science and technology studies (STS), the concept of agonistic
pluralism is employed to critique participation and inclusion approaches in
responsible research and innovation (RRI). Stilgoe et al. discuss the limitations
of inclusion in RRI, suggesting that it often becomes an end in itself, shaped
by those in power, and overlooks the diverse motivations of participants [320].
They advocate for more critical reflection on participation and its underlying
norms. Van Bouwel and Van Oudheusden argue for a differentiated approach to
democratizing scientific governance, pointing out that consensus in democracy
often neglects conflict and non-consensual change, advocating for models like
agonistic pluralism that embrace disagreement [345]. Genus and Stirling high-
light the importance of inclusive, reflexive deliberation in RRI, acknowledging
the challenges posed by dogmatism and advocating for incrementalism [126].
Popa et al. focus on the role of conflict in technology history, proposing ago-
nism to manage conflict by valuing responsiveness and dialogue over consen-
sus [281]. Finally, Scott observes that challenges in public engagement in RRI
reflect criticisms of deliberative democracy and suggest an ‘agonistic’ RRI that
examines power relations and views stakeholder stances as adversarial rather
than equally valid [304].

Researchers have applied agonistic pluralism in the context of interaction de-
sign, artificial intelligence (AI), machine learning (ML), and algorithmic decision-
making [66, 75, 76, 89, 149, 272, 289]. AI systems seen as objects of agonistic



Envisioning Contestability Loops 127

political design create spaces for confronting power relations [75]. Adversarial
design methods can democratize technology development in line with agonistic
ideals [272]. The agonistic lens helps us see that AI systems are also always part
of contested spaces. When properly agonistic, algorithmic decision-making is
always provisional, temporary stabilization of power [66]. Agonistic AI system
development would allow society to decide if, when, and how to integrate AI. Ago-
nistic AI decision-making offers the ability for individuals to demand alternative
ways of being computed or to reject being computed entirely [148]. Agonistic AI
demands broader forms of participation that acknowledge and allow for conflict
and are sensitive to power relations and exclusions [289]. Agonism lets us see
AI systems not only as a product or producer of politics but also as a space itself
within which politics happens and to resist simplistic readings of AI’s politics
as fully liberatory or oppressive [89]. Contra AI safety approaches that rely on
principles or technologies, AI development can be conceived of as “machine
politics,” where agonistic deliberation should not just be the means to achieve
AI safety, but its goal [76].

Conceptualizing the Generative Metaphor of the ‘Agonistic Arena’

Contestable AI is an expression of the generative metaphor of the Arena. This
metaphor casts public AI in terms of a space where interlocutors embrace con-
flict as productive. Seen through the lens of the Arena, public AI problems stem
from a lack of opportunities for adversarial interaction between stakeholders.
Prescriptions lean towards making more contentious and open to dispute the
norms and procedures that shape AI system design decisions on a global level
and human-AI system output decisions on a local level—individual decision
outcomes; establishing new dialogical feedback loops between stakeholders
that ensure continuous monitoring. The Arena metaphor encourages a design
ethos of revisability and reversibility so that AI systems embody the agonistic
ideal of contingency.

5.2.5 Design and AI

Although this study’s empirical work is centered on early-stage design activities
focused on generating concept designs, this should not be taken to mean we
hold a linear deterministic view of how design contributes to AI systems. ‘Actu-
ally existing’ AI systems are designed and redesigned on an ongoing basis by
groups of people who, more often than not, have a job title that does not include
“designer,” who do not consider themselves doing design at all, and who are
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not necessarily part of the organization designing the system in question. As
with other complex sociotechnical systems, (public) AI systems are dynamic,
constantly changing in response to feedback from their environment [130].

In this context, design is more akin to what John Seely Brown described
as “thinkering” (sic)—experimenting, testing, and adjusting in a collaborative
manner akin to the open-source approach [13]. McCullough has described this
as ‘tuning’— the incremental growth, change, and adaptation of configurations
and settings based on the “feel” of the aggregate, something not easily predicted
but arrived at iteratively over time based on human judgment [232, pp. 92–94].
Designers become like stewards whose role is never finished [87], or facilitators of
change among a variety of stakeholders, helping them to “act more intelligently”
in a more “design-minded way” in the systems we inhabit [330, pp. 7, 214]. As
Höök and Löwgren put it, when faced with complex sociotechnical systems that
include AI, designers should consider their work as “interventions into ongoing
transformations over which they have limited control” [160, p. 34].

Although we evaluate the Arena metaphor in the context of early-stage con-
cept design, its applicability is not intended to be limited to this stage. Instead,
we hope it will serve as a guiding concept throughout the AI system lifecycle
for all those who contribute to design in some fashion to steer choices towards
those that increase AI systems’ contestability.

5.3 Method

We aim to develop and evaluate generative intermediate-level design knowledge [161,
214], which occupies the middle range between specific instances and general
theory, providing seeds for design solutions without prescribing their shape.
We build upon prior efforts that introduced a framework for contestable AI [5,
7]. Frameworks outline design solution characteristics for achieving goals in a
particular context [268]. Our objective is to evaluate this knowledge with prac-
titioners [134, 135, 167, 364] to strengthen the HCI research-practitioner re-
lationship [135]. We translate the framework and the accompanying genera-
tive metaphor of the Arena (Section 5.2.4) into a visual explanation [337]. Such
infographics are suitable for depicting systems-oriented knowledge and are
especially beneficial for practitioners who often rely on visual aids [358]. We
conduct workshops with professional designers to assess the infographic, a
common method in HCI design research [290, 332]. Our qualitative analysis
of workshop outcomes uses the theory of generative metaphor as a lens and
utilizes reflexive thematic analysis [43], further adapted using critical realist
approaches [118] and annotated portfolios [120, 214].
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5.3.1 Preregistration

We preregistered this study at Open Science Framework (OSF).1 The most no-
table change between the study plan and this final report is narrowing the focus
of the research aim and questions to the efficacy of the generative metaphor of
the Agonistic Arena. All data was generated as described, but the analysis scope
was narrowed only to cover the generated concept designs.

5.3.2 Visual Explanation Design Process

The process of visual explanation construction was as follows. First, we drafted
a creative brief (Appendix B). The two critical ingredients for the infographic
are, first, the Contestable AI by Design framework [7], updated with insights
from the Five Loops model [5], and second, the Agonistic Arena generative
metaphor (Section 5.2.4). The infographic’s loops are how the new relations
between stakeholders are established, which are an essential element of the
Arena. The infographic is specific to the public sector context by explicitly
including the representative democratic policy-making process. It is aimed at
design practitioners by offering more concrete guidance than the underlying
theoretical framework.

Next, we recruited an information designer to lead infographic creation. The
primary selection criterion was if their portfolio contained works that resembled
the content and style set out in the brief. An innovation lab provided funding
for this segment of the study. The infographic went through eight iterations
between April 11 and May 22, 2023.

We made some critical design decisions along the way, including the follow-
ing. A style reminiscent of Chris Ware and his ligne claire predecessors (e.g.,
Hergé, Joost Swarte) creates a legible and relatable look. A2 paper size scale
provides sufficient space to include the required detail while still usable on a
projected display or printed and kept on the side of a desk while doing con-
cept design work. We included visual references to competition and conflict
to strengthen the connection to the Arena metaphor. At a late point in the pro-
cess, we included a separate element that explicitly describes what motivates
contestability: increasing systems’ legitimacy over time. Following the pilot
workshop on May 10, we made some final adjustments (cf. Section 5.3.3).

1. Under embargo until March 31, 2024, or the time of publication. View-only link to anonymous
version: https://osf.io/qjzgv/?view_only=43f5a7a066cd4e02a9ab3cfb515c877d.

https://osf.io/qjzgv/?view_only=43f5a7a066cd4e02a9ab3cfb515c877d
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Visual Explanation

The infographic depicts a generic human-AI decision-making system, four fea-
tures that create contestability loops, and a fifth section representing the policy
and system development context by which a human-AI system is produced (Fig-
ure 5.1). The four features are Interactive Controls, which allow human controllers
and decision subjects to intervene in the AI prediction process; Intervention Re-
quests, which enable data subjects to understand individual decisions, express
their disagreement, debate system operators, and receive a human review of a
decision; Tools for Scrutiny, which allow a wide range of groups in society to in-
spect the workings of human-AI systems; and finally, Monitoring, a second-order
loop that looks for systemic patterns in individual decision appeals. In the policy
and system development part, we show a variety of control means for citizens:
electing public representatives, participating directly in policy-making, and
participating directly in system development. A separate diagram in the bottom
left shows how the human-AI system evolves towards a more legitimate state
over time under pressure from repeated contestations.2

5.3.3 Design Workshop Focus Groups

We generated the data for this study using workshops with professional design-
ers employed by client services agencies in The Netherlands. In these work-
shops, we first gave participants a brief introduction to contestable public sector
AI and the Agonistic Arena metaphor and explained the infographic. This infor-
mation mirrors the descriptions in Sections 5.2.2 and 5.3.2. Then, we presented
the example case of a real-world human-AI decision-making system piloted
in the city of Amsterdam to aid the enforcement of illegal vacation rentals (cf.
Section 5.3.3). Subsequently, we asked participants to create concept designs
to make this system more contestable. We used the prompt: “Using the info-
graphic for guidance, sketch one or more concept designs to make the vacation
rental system more contestable.” Participants could work solo, in pairs, or in
groups during the design exercise. They were provided with a set of materials to
sketch with, which we kept consistent across workshops.3 We concluded each
workshop with a focus group discussion in which participants briefly presented
their concept designs. We recorded the audio of these discussions. The first

2. A detailed description of the infographic is provided in Appendix C.
3. A3 marker pad, HB pencils, Sharpie markers, and Post-it notes.
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Figure 5.1
Contestability Loops for Public AI infographic used in workshops.

author was the workshop facilitator and lecturer, as well as a guide to the final
discussion. We did not actively participate in concept design exercises.4

This study received approval from our institute’s human research ethics
committee. We acquired written informed consent from all participants.

We conducted five workshops at agencies in The Netherlands. Our recruit-
ment strategy was purposive. We sought out interaction design agencies using
our network with demonstrable experience with design for the public sector and
design for AI or, more generally, data-driven technologies. Participant numbers
ranged from three to five (M = 3.6, SD = 0.9). These numbers follow the criteria
for focus groups recommended by Braun and Clarke [42, p. 115]. Workshops
lasted three hours and took place on participant agencies’ premises. Partic-
ipants spent between 33 and 55 minutes sketching (M = 40, SD = 11). Focus
group discussions lasted between 39 and 51 minutes (M = 44, SD = 4). The data

4. The workshop schedule and focus group guide are available in Appendix D and F.
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generated consists of concept design sketches and verbal descriptions. Ten
concepts were generated in total.5

Pilot Workshop

Before data generation, we piloted the workshop with 19 industrial design engi-
neering master students at our institution. Changes we made to the workshop
afterward were relatively minor. We included a more detailed walkthrough of
the infographic, expanded the case description document with several more
example images, and fine-tuned the timing of the various workshop segments.

Participant Demographics

Participants’ years of professional design experience ranged from 1 to 35 years
(M = 14.3, SD = 10.6). Participants’ self-reported knowledge of design for AI
ranged from “not at all” to “very knowledgeable” (M = 2.7, SD = 1.0), while their
knowledge of design for the public sector ranged from “slightly” to “extremely
knowledgeable” (M = 3.7, SD = 1.0).6

Case: Illegal Vacation Rental Housing Enforcement Risk Model

For our case, we selected a typical instance of a public AI system. We used the
algorithm register of the city of Amsterdam to screen for a system that uses risk
scoring because this has become a widespread practice with more than a few
public scandals in recent history. We searched for a system that addressed a
relatable issue involving some stakes but was not highly polarizing. We opted
for a system that the city piloted as part of the enforcement of illegal vacation
rentals.7

Amsterdam continues to struggle with mass tourism. Visitor levels have
rapidly recovered to pre-pandemic levels and continue to increase. Part of the
challenge for the city to control visitor flows is the practice of illegal vacation
rental properties. The city has two main policy aims. To ensure adequate living
space availability for residents and to prevent visitors from adversely affecting
the city’s livability.

5. Concept designs are summarized in Appendix G.
6. On a scale of one to five; one being “not at all” and five “extremely knowledgeable.”
7. The full case description document provided to participants is included in Appendix E.
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In early 2020, the city announced a pilot system that would aid in screening
reports of possible illegal vacation rentals. The system would help the city save
time on finding suspicious homes, freeing up time for investigating properties.

The system takes as input reports from citizens about possible housing
fraud. The system then selects additional data available on the property. The
probability of housing fraud is calculated by the system using a model created
using random forest regression and historical data on investigated reports.
The system uses SHapley Additive exPlanations (SHAP) [218] to calculate the
contribution of features to the prediction. Based on the report, risk score, and
explanation, a civil servant decides whether or not to investigate. Surveillance
and enforcement officers conduct the investigation and submit their findings to
an enforcement lawyer. The enforcement lawyer decides if there is a violation
or not.

Issues include high fines that can lead to undesirable situations where en-
forcement is deemed disproportionate to the violation, such as an honest mis-
take. As designed, the system lacks contestability.8

5.3.4 Analysis

Our overall analysis approach is based on reflexive thematic analysis [39–41,
43–45]. We adapt the approach to our purposes, drawing inspiration from
critical realist approaches to TA [118, 359]—in particular, alternating between
data-led and theory-led coding, as well as a hierarchy of codes and themes
that reflects our research question (Figure 5.2). We took further inspiration
from the annotated portfolios approach to design knowledge construction from
individual design instances [35, 120, 214].

Data analysis was performed by the first author. The remaining authors
contributed with partial coding and review of coding results (cf. Section 5.3.5).

Data Preparation

To prepare data, we scanned sketches and stored them as image files. Focus
group audio recordings were first machine-transcribed using Whisper.9 The
first author then manually edited the raw transcriptions, removed identifying

8. This system was never fully piloted due to the pandemic and the introduction of new legislation—
notably the requirement of a permit and registration number—which made other forms of enforce-
ment that do not depend on reports—but make use of scraping vacation rental websites—more
feasible. See council information letter on results of housing fraud enforcement (May 23, 2023):
https://amsterdam.raadsinformatie.nl/document/12800007/1

9. https://github.com/openai/whisper

https://amsterdam.raadsinformatie.nl/document/12800007/1
https://github.com/openai/whisper
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Figure 5.2
Conceptual model of thematic analysis of verbal concept design descriptions and accom-
panying sketches. The data we work with are transcripts of verbal descriptions of concept
designs supported by sketches. We code the transcripts for verbal statements that refer to
system features or contents. These codes are grouped into higher-level themes that each
represent a single mechanism for contestability. These mechanisms are compared to the
infographic to determine whether they count as new or existing.

details, and added speaker identification pseudonyms (e.g., “P1”). For those
focus groups conducted in Dutch (workshops 2 and 5), the transcripts were sub-
sequently translated into English using Google Translate and manually edited
by the first author. We stored each concept design description in a separate
text file. The remainder of the focus group discussion was not the subject of the
analysis reported on here.10

Thematic Analysis

The first author coded transcripts in Atlas.ti following the conceptual model
outlined in Figure 5.2. We first coded the transcript on the sentence level for
statements describing system functionality or contents. Next, we standardized
and consolidated codes using consistent language and theoretical concepts. We
then organized codes into themes, each representing a mechanism: a discrete
process or technique that enables contestability. We discarded codes that did
not fit this scheme. Finally, we compared each theme to the features described

10. Data is archived and made available on 4TU.ResearchData: https://doi.org/10.4121/8eb7
1eb5-cc7f-4055-aba3-2e90812a940b.

https://doi.org/10.4121/8eb71eb5-cc7f-4055-aba3-2e90812a940b
https://doi.org/10.4121/8eb71eb5-cc7f-4055-aba3-2e90812a940b
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by the infographic. Those mechanisms that resembled infographic features
we considered existing. Mechanisms that did not resemble the infographic we
considered new. We referred to the concept design sketches throughout this
process to contextualize the analysis.

5.3.5 Credibility Strategies

To improve the credibility of our analysis, we had discussions among team mem-
bers to ensure a more thorough analysis. By using reflexivity, we accounted for
our particular positions and how these might affect our analysis. Peer debriefing
with colleague researchers was an external check on our research process. Mem-
ber checking—sharing a draft report with participants for feedback—ensured
our analysis reflects participants’ intentions.

5.3.6 Positionality

We favor contestability and would like contestable AI to be taken up in practice.
The participants are peers in the design field, some of whom we have previously
worked with. They are employed by design agencies, some of whom we have
professional relationships with. The case is from the city of Amsterdam, a
municipality we have worked with on other studies in the past.

5.4 Results: Concept Design Mechanisms

Participants generated a total of ten concept designs.11 Concept descriptions are
summarized in Table 5.1. Figure 5.3 shows examples of concept design sketches
produced by participants. From these designs, we construct existing and new
mechanisms. We summarize these results in Tables 5.2 and 5.3. For each
concept design, we indicate the absence or presence of each mechanism. We
further distinguish between partial and full presence. We assign partial presence
for concept design descriptions that contain a mere one to two references to the
mechanism, usually on the level of a coherent utterance.12

11. Sketches and summary descriptions of these concepts are available in Appendix G.
12. Concept designs are referred to with a C followed by a number (e.g., ‘C2’ is the concept generated

in workshop two). If a workshop produced more than one concept, these are given a suffix (e.g.,
‘C1.1’ is the first concept generated during workshop one). Participants are referred to with a W
and a number to indicate the workshop they were part of, followed by a P and a number to indicate
the workshop’s individual participant (e.g., ‘W1P1’ is participant one in workshop one).
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Table 5.1
Summaries of concept designs.

ID Summary

1.1 A transparent and equitable system for monitoring citizens’ behavior in
Amsterdam, focusing on detecting illegal renting practices, with annual
assessments, anonymous reporting, and an open algorithm, complemented by a
non-intimidating AI character for communication and guidance.

1.2 A visible indicator system for properties rented out on platforms like Airbnb,
enhancing complaint handling and neighborhood impact awareness through data
integration and company involvement in rental distribution.

1.3 A system for equitably sharing unused space, focusing on positive reinforcement
and contextual analysis to pair individuals with a feedback loop for shared
financial gains and a nuanced approach to handling infractions.

2 A system that gathers data and provides decision subjects, like landlords or
affected individuals, with transparent, disputable reports and visual
representations of decision-making factors, emphasizing the need to mitigate
biases at both AI and interpretation levels for fair and unbiased outcomes.

3 An open, collaborative system prioritizing transparency, dialogue, and feedback,
focusing on providing comprehensive information, engaging users and developers,
ensuring a human approach in decision-making, and continuously improving
fairness and effectiveness with public and law enforcement input.

4.1 A two-dashboard system aimed at combating fraud and enhancing transparency,
with one dashboard offering individual case insights and the other providing
policymakers and the public with aggregated data on fraud trends, contributing
factors, and bias monitoring.

4.2 Focuses on enhancing transparency and fairness in handling fraud reports by
making algorithmic processes understandable and contestable to citizens and
experts while addressing challenges like bias and policy implications.

4.3 A process that encourages empathy and understanding by allowing for the
contestation of legislation, reports, and algorithmic analysis, aiming to improve
fairness and effectiveness through collaboration between the accuser and the
accused.

5.1 A system for Airbnb that identifies and assists vulnerable hosts who
unintentionally commit fraud, offering a transparent, step-by-step resolution
process with opportunities for feedback and intervention by an enforcement
officer.

5.2 A circular, transparent system for handling potential fraud, combining data
analysis with SHAP explanations, human judgment, and communication to
validate reports, assess fraud likelihood, and decide on proportionate actions while
minimizing administrative burdens.
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Figure 5.3
Examples of concept design sketches created by participants during workshops.

5.4.1 Existing Mechanisms

The existing mechanisms that feature most prominently are Explanations, In-
teractive Controls, Intervention Requests, and Tools for Scrutiny.

Explanations

Explanations can be delivered through a variety of offline and online touch-
points. When an inspector visits a subject, they should bring a report explaining
the reason for the investigation (C1.2). Explanations should seek to reduce sub-
jects’ emotional pressure from being under investigation (C3). Some concepts
explicitly suggest the use of visual communication (C2).

In terms of contents, explanations should include details of the report (C3),
the data collected on a subject (C2, C3), and the reasons for the risk score (C3).
Explanations should also include the reasons for being investigated (C3) and
details of the decision-making procedure (C2). Explanations show how a sub-
ject’s group characteristics may impact their risk score and downstream treat-
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Table 5.2
Occurrence of existing mechanisms in concept designs.

Concept design

Mechanism 1.1 1.2 1.3 2 3 4.1 4.2 4.3 5.1 5.2

Explanations # G# #    G# # # G#
Interactive controls # # # G# # #  #   
Intervention requests # #  G# G#   # G#  
Monitoring # # # # G# # # # # G#
Participatory
policy-making

# # # # G# # G# # # #

Participatory system
development

# # # G#  # G# # # #

Tools for scrutiny G# G# # #    # G# G#

Legend:  present;G# partially present;# absent.

ment (C3). Ideally, explanations match the information inspectors use to decide
to investigate (C2).

An explanation is also included in case of a fine (C4.1). These contain the
details of the perceived violation and related regulations (C5.2). They also again
show all the data that went into the decision (C4.1), and they should clearly
state how to pay for a fine (C4.2). Finally, explanations are a starting point for
contestation (cf. Intervention Requests) (C2, C4.1).

But once you get that charge, explaining it is really important because right
now, on most websites, when you are charged for something it’s not, I can’t
understand what the charge is. What exactly is that charge? How has it been
levied? (W4P2)

Interactive Controls

Controllers need to understand the AI system because they use their outputs.
The global-level explanations towards this end can be technical but not too
much (C4.2). Enforcement officers (human controllers) have discretion. They
are the ones who decide to visit a reported residence. To exercise this discretion,
they need to receive an explanation of why it has been flagged (C5.1).

In the pilot system, this explanation is provided using SHAP. The system
should also show the confidence of the prediction (C5.2). When they review
predictions, controllers should also be able to adjust them. A controller should
be able to provide qualitative feedback on a prediction. Such feedback and the
reviewing controller should be recorded for future reference. If, at a later point,
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a subject is fined, the original prediction, along with the controller’s review and
feedback, should be reproducible (C4.2).

Decision subjects should be able to correct data collected about them if it
is incorrect and respond to the submitted reports (C2, C5.2). To this end, they
should be notified when a report has been submitted, and the AI system has
produced a risk score about them (C5.2). They should be able to respond to the
reports themselves (C5.2). Subjects could also have access to an ‘open desk’
where they can speak to a civil servant, receive an explanation, inspect, and
possibly adjust input data (C5.1).

It starts a bit with the reports that are there, of nuisance, and so on. I also
thought of making that clear to the subject. Whether he also thinks that those
reports are justified or correct or at least knows about them. (W5P3)

During a visit, the enforcement officer completes a checklist. The decision
subject can inspect this report as well. If the subject indicates they disagree with
the decision that the officer arrives at, an objection procedure can be started
right away (C5.1, C5.2).

Intervention Requests

Several concepts aim to increase the agency of decision subjects (C2). Subjects
should be made aware of the fact that contesting is possible and that it is allowed.
The system should explain the appeal procedure. Contesting should be easy and
require the minimum administrative hassle (C5.2). Several concepts propose
some form of notification to alert subjects of a decision to fine and the possibility
of contesting (C3, C4.1, C4.2). Such a notification may lead to a personal dash-
board on a website, which explains the indicators that went into the decision,
and a way to contest the various aspects of a decision or to satisfy the fine is
made available (C4.1, C4.2).

Others propose an ‘open desk’ as the touchpoint for requesting human in-
tervention and initiating an objection procedure (C5.1). A subject’s defense will
help determine if they made a mistake or a deliberate violation (C1.3). There
might be time limits on these contestations (C4.2). When system operators
review a decision in response to an intervention request, the subject receives
feedback. This feedback again includes a justification for the ultimate decision
and any outstanding action items for the subject (C5.1). Even so, it is prefer-
able not to incorrectly fine people in the first instance instead of enabling them
to correct mistakes afterward. Even if human intervention is easy to acquire,
correcting mistakes requires much effort (C5.2).
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Then, you can have the convenience of intervention, but Jill only wanted a
week’s vacation. That was just, yeah... and then suddenly you are in a paper
tiger, and you spend a year trying to prove that you live on 1A and not on
1B. (W1P4)

Tools for Scrutiny

Some participants see an agonistic relationship between the government and
the public intrinsic to system development. However, communication should
emphasize that it is not about government versus citizens. It should emphasize
that confrontation is a form of dialogue and is considered a positive (C3).

I think that’s also key indeed in that way of communication that it’s not really
about us versus them or like this government versus public thing. Simply
because of how the system is made, there are two intrinsic kinds of perspec-
tives to things, but if there is openness for both of the parties to improve the
system, I think it’s good. (W3P2)

Citizens should grasp how the global system functions (C1.1, C4.2). While
technical details benefit experts, they can be confusing for others. The goal is to
simplify the system for widespread understanding (C3).

Some recommend that platforms like Airbnb display local regulations when
users create city listings. These platforms should also explain enforcement
methods, including the role of the AI system (C4.2). Others advocate for a “softer
approach,” emphasizing the reasons behind regulations and the use of AI. The
city must highlight the system’s societal benefits and purpose (C3).

A proposed solution is a public monitoring dashboard for both the public and
policymakers. This dashboard would present aggregate data, including number
of days that fraud was detected, decision-impacting features, and bias measures
like model drift over time (C4.1, C4.2). Recognizing bias might lead to feature
adjustments (C4.2). Another suggestion involves monitoring the two phases of
decision-making: investigation and fining. Developers can analyze these phases
for error rates, with each requiring different human judgment (C5.2).

One concept suggests a website that breaks down the AI system. It would ex-
plain the AI’s role in decisions, the data used, and its impact on outcomes (C4.2).
Another concept includes publicizing data from decision-appeal monitoring (C3).

Lastly, one concept suggests placing signs outside vacation rentals to in-
crease community awareness (C1.2).

And then [...] give people, like, a light to hang out on the outside of their house
to indicate whether it’s a hotel room for a night. Like the New York hotel signs.
And then maybe you could make an Airbnb one or a Booking one, just make
it visible so that you know, like, there’s a lot of noise there, and it’s actually
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currently rented out. So I know where my complaint will go. I don’t think it’s
a practical solution, but I like it anyway. (W1P2)

5.4.2 New Mechanisms

The most prominent new mechanisms include Annual Assessments, Differen-
tial Treatment, Input Data Revisions, Pro-Active Notifications, and Pro-Social
Behavior Incentives.

Table 5.3
Occurrence of new mechanisms in concept designs.

Concept design

Mechanism 1.1 1.2 1.3 2 3 4.1 4.2 4.3 5.1 5.2

Annual assessments  # # #  # # # # #
Differential treatment G# #  # # # # # G#  
Input data revisions G# G# #   # # G# # #
Pro-active notifications G# # # # G# # #   #
Pro-social behavior
incentives

#   # # # # G# # #

Legend:  present;G# partially present;# absent.

Annual Assessments

All citizens receive an ‘annual assessment,’ which includes the data collected
on them, a provisional risk score, justifications of the current policy, opinions of
the various political parties on this policy, savings on civil servant labor, and
related performance indicators. When the city introduces the system, everyone
starts with a clean slate. One’s ‘status’ is also periodically reset (C1.1, C3).

But this is the rule we have now, and you have violated it clearly. You have
rented out for 40 days, ten days in excess, and I have to pay. And you know
this because in your annual check, this is the file, so at least you know. I really
do think a lot of people don’t even know. (W1P1)

Differential Treatment

Several concepts include a measure for varying the penalty for a violation based
on the scale of the violation, its nature, or the subject’s circumstances (C1.3, C5.1,
C5.2). Such variability would open up space for negotiation between subjects
and operators. Fining should consider subjects’ knowledge, understanding, and
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intentions (C5.2). The system should weigh the costs of an infringement against
the social benefits a person is delivering by renting out their home (C1.3). Simi-
larly, enforcement should be justified in a legal sense and a “human” one (C5.2).
Although small ‘mistakes’ may be tolerated initially, they could add up and lead
to scrutiny from enforcement as well (C1.3). The enforcement officer should
make this distinction (C5.2). Monitoring of decision appeals should also look for
indications that enforcement is not proportional to the scale of the violations.

So it’s more like, I think, more related to justice [...] or how can you make it a
system. (W1P3)

Input Data Revisions

The system is an example of so-called reports-driven enforcement augmented
with AI. Several concepts addressed the perceived limitations of these reports
as input data (C1.1, C1.2, C2, C3). Asking citizens to report on each other can
be problematic. Citizens can abuse the system to report on others they conflict
with (C3). Furthermore, the channel used for reporting can influence data qual-
ity (C3). Civil servants should screen reports before recording them if reporting
happens via phone or some other synchronous medium. This screening should
also apply to people who report others. The system should include the identity
of the person submitting the report in the subsequent risk assessment of the
residence (C1.1, C3). The number of people reporting on the same residence
should also be a factor in the risk assessment (C1.1, C3).

A couple of concepts suggest pulling in additional data to mitigate the lim-
itations of these reports (C1.1, C3). Further downstream, the controllers who
evaluate the reports with the AI system’s aid can also be biased. One concept
proposes specific measures against this (C2). The system should inform the
human controller that the reports and accompanying input data can also be bi-
ased (C2). Finally, one concept addresses that reporting citizens need to properly
understand how and by whom their reports are processed (C1.2).

Right, so I was first thinking you filed a complaint, but you don’t know what
the effect of that complaint is. So you don’t know whether it will go to, like, I
don’t know, I used to have an alcoholic neighbor. So maybe it will go to, like, a
social system or to the Airbnb system. (W2P2)

One concept anticipates that some reports originate from disputes between
the reporting person and the reported citizen. This concept proposes creating a
framework for resolving such disputes without the city acting as a direct inter-
mediary (C4.3).
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Pro-Social Behavior Incentives

Several concepts address the social issue of vacation rental fraud and the neg-
ative impact of mass tourism more directly. They consider the presence of an
algorithmic system for enforcement an opportunity to encourage more pro-
social forms of vacation rentals.

Because vacation rentals have collective impacts, but individual complaints
drive the enforcement policy, another concept seeks to help Airbnb hosts ‘see’
the impact on their community by pulling in more data related to such im-
pacts and visualizing it alongside the rental platform interfaces. The aim is to
‘nudge’ users to refrain from renting if there is too much pressure on a neigh-
borhood (C1.2).

Conversely, some concepts acknowledge that vacation rentals can also be
socially desirable. For example, they can lead to new social connections or allow
for the use of living space that would otherwise remain unoccupied. Negative
consequences happen when people turn vacation rentals into profit-seeking
businesses. These concepts seek to encourage such pro-social forms of vacation
rentals (C1.2, C1.3).

To curb the adverse effects of profit-seeking vacation rentals, a couple of
concepts suggest redistributing the gains of rentals within communities (C1.2,
C1.3).

And then I got into this kind of path of thought that it’s, this is all, it’s all based
on individual incidents. I think the effects of Airbnb are collective as well, so
it changes neighborhoods and not just noise levels. . . during one night. So,
for example, like, there are fewer supermarkets and more bike rentals, and
this kind of systemic impact. But now it’s just based on individual complaints
and individual cases. And I think there should be more indicators than just
individual complaints. (W1P2)

Pro-Active Notifications

Several concepts include measures to ensure subjects are actively made aware
of critical events in the systems’ process, including being reported, being flagged
for investigation, and the availability of an objection procedure (C5.1, C4.3, C3,
C1.1).

When someone reports a subject, they receive a notification with a preview
of the algorithmic assessment. This preview can also be a starting point for a
subject’s contestation of the report or the system’s assessment. (C4.3). This same
notification should also include a means of making reparations. The person
who filed the report can then indicate satisfactory reparations, in which case
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the case is dropped (C4.3). The notification of being reported should not identify
the reporting person.

Further downstream in the process, when a controller has opted to investi-
gate a residence, the subject should again be alerted. This notification should
again include an explanation of the decision. The explanation should also in-
clude instructions on contesting the decision (C5.1, C1.1, C3).

Several concepts include convenient touchpoints for indicating disagree-
ment in the real world, for example, when an inspector visits. When a subject
formally does so, the system should initiate an objection procedure and notify
the subject when it has become available for them to act on (C5.1).

But yes, that’s right. I think we wanted all the decisions that were made,
whether you got into such a box at all, back as quickly as possible or as easily
as possible to the person involved. Who might want to fight it. (W5P1)

5.5 Discussion

5.5.1 Summary of Findings

We analyzed ten concept designs and constructed from them mechanisms that
were either already present in our infographic (existing mechanisms) or were not,
and therefore considered new mechanisms. The mechanisms are summarized
in Table 5.4. Their relationship to the example case human-AI system and the
three generative metaphors we have constructed are shown in Figure 5.4.

Table 5.4
Summary of metaphors, mechanisms, and concepts. New mechanisms are italicized.

Mechanism Description Concept designs

A
go

ni
st

ic
A

re
na

Differential Treatment Varying penalties based
on the nature of the
transgression or a
subject’s circumstances
so that enforcement
becomes more
proportional.

C1.1, C1.3, C5.1, C5.2

Input Data Revisions Accounting for the
inherently biased
nature of reports, mostly
by including additional
data to contextualize
reports.

C1.1, C1.2, C2, C3, C4.3
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Table 5.4
Summary of metaphors, mechanisms, and concepts (continued).

Mechanism Description Concept designs

Interactive Controls Provisions for human
controllers to review,
adjust, and provide
feedback on risk scores.
Means for citizens to
respond to report
contents and correct
input data.

C2, C4.2, C5.1, C5.2

Intervention Requests Provisions for subjects
to inspect and contest
sanctions, mostly
through websites or
physical touchpoints.

C2, C4.2, C5.1, C5.2

Bl
ac

k
Bo

x

Explanations Describing the data and
procedures that lead to
a penalty, delivered
through personalized
websites or face-to-face
interactions with
street-level bureaucrats
who perform home
inspections.

C1.2, C2, C3, C4.1, C4.2,
C5.2

Pro-Active Notifications Ensuring that a subject
is made aware of the fact
that they are under
scrutiny at every step of
the process.

C1.1, C3, C4.3, C5.1

Tools for Scrutiny Integration of AI system
details into rental
platforms. Public
monitoring web-based
dashboards with a
variety of aggregated
performance metrics.

C1.1, C1.2, C3, C4.1,
C4.2, C5.1, C5.2

So
ve

re
ig

n Annual Assessments Risk scoring all citizens
every year and
proactively informing
them of their profile
should a report be filed.

C1.1, C3
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Table 5.4
Summary of metaphors, mechanisms, and concepts (continued).

Mechanism Description Concept designs

Pro-Social Behavior Incentives Leveraging the AI
system to transform the
underlying social issue,
e.g., by mediating
between reporters and
renters or raising
community awareness
about the measured
social cost of vacation
rentals.

C1.2, C1.3

We will now proceed to answer our main research question: What is the efficacy of
the Agonistic Arena as a generative metaphor for the design of public AI?

5.5.2 Public AI as Agonistic Arena: Beyond Agreeing to Disagree

The Agonistic Arena frames public AI as a space where all forms of struggle are
celebrated as productive. It finds expression as practices that seek to establish
new discursive relations between stakeholders, enable continuous monitoring
in the interest of contingency and admittance of fallibility, and create sociotech-
nical arrangements prioritizing mutability and reversibility.

Existing mechanisms that express the Agonistic Arena are Interactive Con-
trols and Intervention Requests. New mechanisms that do the same are Differ-
ential Treatment and Input Data Revisions.

Interactive Controls enable civil servant discretion, a necessary component of
anticipatory flexibility at the level of individual decisions. Human controller-
initiated adjustments of inferences are also an implicit signal useful for moni-
toring. Interactive Controls enable citizens to ask an alternative calculation of
themselves. Intervention Requests is a necessary component of any contestable AI
system, so it is no surprise that almost all concept designs include some form. It
enables the contestation of individual decisions. Some concept designs devote
more attention to the discursive element, preventing appeals from becoming
a mere one-way expression of discontent and not a rearrangement of power
relations. Differential Treatment is related to street-level human-AI discretion
and ensures more proportional algorithmic enforcement. It enables a diversity
of possible algorithmic decision outcomes and, as such, can make systems more
pluralistic and inclusive. Input Data Revisions makes subject to contestation the
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Figure 5.4
Diagram summarizing findings. The example case of the human-AI system process
(square boxes with white fill) is related to the existing and new mechanisms proposed
by the concept designs (rounded corners, white and grey fill, respectively), which in turn
are related to the three generative metaphors (dark grey fill).

data that serves as input for inferences and acknowledges the contingent social
nature from which the data, reports in particular, originate. It establishes new
relations between reporters and subjects and allows for mutability.

We can see that two out of four existing mechanisms and two out of five new
mechanisms can be construed as expressions of the Arena, indicating that our
participants thought of public AI in those terms. This ratio suggests that the
Arena is a suitably generative metaphor that reframes AI’s problem in terms
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aligned with agonistic pluralism: a need for more discursive relationality, con-
testability, and contingency.

However, we consider the remaining mechanisms to not be expressions
of the Arena. One may expect that existing mechanisms align with agonistic
pluralism’s priorities because they match the infographic’s elements. However,
a closer examination of how the concept designs concretely instantiate these
mechanisms suggests otherwise. Less surprising, perhaps, is that more than
half of the new mechanisms are expressions of a metaphor other than the Arena.

Next, we will describe two candidates for what these alternative framings,
these competing generative metaphors, might be. We arrived at these meta-
phors using abductive reasoning [213]. They are our best assumptions for the
metaphors that design workshop participants may have used. The metaphors
are primarily based on workshop findings, contextualized by our familiarity
with contemporary AI design ethics and political discourse. In the future, fur-
ther work could be done to confirm the recurrence of these metaphors across a
broader range of design settings.

5.5.3 The Black Box and the Sovereign—Two Competing Metaphors

Existing mechanisms that do not express the Agonistic Arena, but a competing
metaphor are Explanations and Tools for Scrutiny. New mechanisms that do the
same are Annual Assessments, Pro-Social Behavior Incentives, and Pro-Active
Notifications. We see two competing metaphors in the design space covered
by the concept designs: the Black Box—AI as an opaque system that requires
explanation—and the Sovereign—AI as a benevolent overseer to which social
coordination can be delegated.

The Black Box: Sunlight Is the Best Disinfectant

The Black Box is a prominent competing metaphor in our participants’ concept
designs and public thought about AI in general. The Black Box focuses on the
presumed opacity of AI systems, i.e., a lack of transparency, and that they require
explanations to be trustworthy and accountable [267]. This opacity can stem
from secrecy, illiteracy, or scale and complexity [51]. The Black Box metaphor
is central to the field of explainable AI (XAI) [2, 20], which develops technical
solutions to the fundamental opacity of ML models.

The existing mechanisms that express the Black Box metaphor are Expla-
nations and Tools for Scrutiny. The new mechanism that does the same is
Pro-Active Notifications.
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Explanations describe the technical process factors that lead to a decision.
The explanations proposed by most concept designs are insufficient for con-
testability because they lack the normative dimension, i.e., they do not offer a
“justification” [146] of why a decision is desirable. Without justification, a deci-
sion subject cannot mount an “articulate act of defense” [298]. As instantiated by
the concept designs, Explanations align with the liberal conception of delibera-
tive democracy, where facts and reason alone are sufficient to make a case. Tools
for Scrutiny seeks to make AI more transparent and explain its workings globally.
Its implementation is limited to a fact-based, technical account in most concept
designs. Our participants’ conception of this mechanism does not embrace any
particular computation’s contingent and contested nature. It typically leaves
out or underemphasizes the importance of including the norms governing AI
systems’ functioning. Finally, the Pro-Active Notifications mechanism lacks the
two-way dialogical nature necessary for true contestability. It is also unclear how
the tempo of the procedures that subjects receive notifications about intersects
with their ability to halt procedures before the next stage commences. In this
way, notifications reinforce the top-down authoritarian nature of the system
rather than destabilize it.

The distinction between the Black Box and Arena metaphors in contestable
AI literature emphasizes transparency and accountability, suggesting a shift
from merely factual to normative explanations. It argues for replacing opaque
models with interpretable ones, particularly in high-stakes situations [293],
enabling operators to exercise discretion in applying decision rules [8, 34, 235,
276]. Additionally, it proposes a sociotechnical approach, focusing on collec-
tive understanding and dialogue [11], rather than individual interpretation, to
overcome limitations in fully explaining machine outputs [354]. This approach
critiques the Black Box for its neglect of power dynamics and its unrealistic
assumption of a liberal ideal of free and equal individuals in practice.

The second and final competing metaphor to discuss, the Sovereign, very much
acknowledges power. However, rather than distributing it downwards to citizens,
it pushes it upwards to a machinic autocrat.

The Sovereign: Save Us From Ourselves

A less prominent but intriguing metaphor we dub the Sovereign is expressed
by the Annual Assessments and Pro-Social Behavior Incentives mechanisms,
both new.
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The metaphor of the Sovereign frames social problems as stemming from
a lack of coordination toward common interests. Under this view, society’s
problems are too complex for individuals to comprehend the repercussions
of their actions. Therefore, what is needed is an all-knowing, all-seeing, all-
powerful, but benevolent machine to which people delegate this coordination.
Individuals willingly give up their freedoms and accept the imposition of this
Sovereign on their daily lives in return for the peace of mind that whatever the
AI asks them to do will contribute to the common good. This common good has
been decided upon beforehand and encoded in the AI overseer.

The mechanism of Annual Assessments assumes a future in which the system
preemptively processes all citizens periodically and makes risk scores continu-
ously available. It is autocratic because computation is inescapable. The system
imposes a single worldview through calculation. At the same time, it is paternal-
istic because it considers preemptive calculation a positive, which helps citizens
adjust their behavior to avoid sanction. Politics is still possible in this vision,
as citizens are informed about parties’ views of the current calculative regime,
which citizens can presumably consider at the next election. However, politics
has been purged from the realm of policy execution entirely. In a sense, it is the
logic of New Public Management—the total separation of policy-making and pol-
icy execution—taken to its very extreme [88, 365]. Pro-Social Behavior Incentives
uses data collection and processing to visualize impacts to discourage harmful
vacation rentals or, conversely, to incentivize pro-social forms through various
data-driven credit schemes. Coordinating social actions is removed from the
local sphere and delegated upwards to an autocratic data-driven apparatus.

Ironically, the issue of authoritarian AI is a longstanding concern in critical
AI studies. Typically, algorithms are perceived as computational tools, making
authoritative choices between variables to deliver a single result. This becomes
problematic when we aim to influence their decision-making processes [66,
pp. 79, 86–87]. Concerns over the imposition of data-driven cybernetic choice
architectures are also enduring in critical smart cities research [111, 185, 233,
295, 308].

No matter how enlightened and benevolent, the AI as Sovereign is funda-
mentally at odds with conceptions of public AI as an Arena.

5.5.4 Relationships between Arena, Black Box, and Sovereign

Here, we briefly examine the relationships between the three metaphors, draw-
ing on Hochuli et al.’s framework of politics, post-politics, and antipolitics [155,
p. 13].
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The Black Box metaphor represents a postpolitical stance, suggesting that
providing more information could resolve public AI issues without considering
AI’s inherently political nature. In contrast, the Arena metaphor demands not
just explanations but also justifications, advocating for the empowerment of
individuals to hold AI system operators accountable. This approach aligns with
a political perspective, emphasizing a return to active politics.

The Sovereign metaphor differs significantly, aligning with antipolitical cur-
rents. It proposes an authoritarian solution to the complexities of democratic
deliberation, placing decision-making authority in a “machinic” leader rather
than a human one.

In essence, current public AI aligns with the technocratic post-politics of
recent decades. The Black Box metaphor, although acknowledging the lack
of accountability in this system, fails to envision a clear alternative and leans
towards a neoliberal worldview. The Sovereign metaphor critiques this order’s
inadequacies and suggests eliminating politics altogether, ironically with AI’s as-
sistance. The Arena metaphor acknowledges similar frustrations but advocates
for further democratization of AI and emphasizes political contestation [258].

5.5.5 Implications for Design

We see two competing metaphors at play—Black Box and Sovereign—that allow
designers to think of public AI in terms other than that of an Arena, and as a
result, these metaphors pull concept generation in another direction.

Implicit generative metaphors shape our thinking. When designing, or in-
deed when we are communicating design knowledge, it is helpful to be explicit
about our own. Moreover, if we seek to change the way designers frame problems
related to AI, crafting new metaphors will be necessary. Such metaphors can
be assembled from theory, as is the case in concept-driven interaction design
research [321], such as we did here, with our appropriation of the political phi-
losophy of agonistic pluralism for the drawing out of the generative metaphor of
the Agonistic Arena.

Designers can view the infographic and its associated contestable AI frame-
work differently from what its creators intended. Clarifying the central metaphor
can help designers better understand tools and techniques. However, tool cre-
ators can never transfer intent entirely reliably. For example, some of our partic-
ipants adapted tools for contestability more in line with the Black Box metaphor,
which is popular in HCI design. This mixup could be because our participant
designers favor a fact-based, consensus-seeking democratic view.
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While some participants may support the anti-authoritarian notion of con-
testable AI, they also proposed ideas echoing the Sovereign. This paradox high-
lights how political beliefs can sometimes be contradictory [176]. Even designers
focusing on human-centered AI in public settings can hold conflicting views. We
risk creating inconsistent proposals without thoroughly understanding the po-
litical philosophies influencing our designs and articulating a coherent stance.

5.6 Conclusion

Contestability is a quality that ensures public AI systems respect people’s au-
tonomy. The emerging field of contestable AI has developed principles and
practices. However, designers require more contextual guidance and produc-
tive concepts to consider public AI aligned with contestable AI ideals. To this
end, we constructed the generative metaphor of the Agonistic Arena from works
that apply the political theory of agonistic pluralism to design and AI. We then
created a visual explanation illustrating various system features that increase
public AI systems’ contestability. This infographic makes explicit visual refer-
ence to the Arena metaphor. We evaluated the infographic with practitioners
in a series of design workshops. We analyzed the resulting concept designs
for their shared mechanisms. We distinguished between mechanisms that are
already present in the infographic and those that can be considered new. We
reflect on these mechanisms in light of the Arena metaphor to show that four
out of nine mechanisms can be traced back to it. The remaining mechanisms
we can interpret as stemming from competing metaphors.

Since metaphorical thought is inescapable [202], and since using particular
metaphors to frame design challenges leads to particular diagnoses and accom-
panying prescriptions [302], design research and practice are well-served by the
explicit development and deployment of metaphor. Our findings show how the
theory of generative metaphor can be used in constructive and analytic ways to
evaluate intermediate-level design knowledge. At least three metaphors occupy
the public AI design space—the Arena, the Black Box, and the Sovereign. If we
aim to ensure public AI systems respect autonomy through contestability, the
Sovereign should be opposed, the Black Box should be considered insufficient,
and we should embrace the Arena.
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Chapter 6
Discussion and Conclusion

In this concluding chapter, I first revisit the aim. After this, the research ques-
tions are answered in sequence. Next, I reflect on the implications of the findings
for research, society, and design. Subsequently, some of the limitations of this
work are addressed. I conclude with some suggestions for future work.

6.1 Recalling the Aim

This thesis aims to address iniquities related to autonomy by exploring the
design of public AI systems for contestability, which is defined as being open
and responsive to civic dispute. In Chapter 2, together with my co-authors, I
explored tensions between experts’ and citizens’ conceptions of AI transparency,
using field tests of a high-fidelity prototype for a transparent smart EV charge
point. In Chapter 3, using a systematic literature review, we constructed a
provisional design framework for contestable AI. In Chapter 4, we mapped
out challenges facing the implementation of contestability in public AI using a
speculative concept video and semi-structured interviews with civil servants.
Finally, in Chapter 5, we formulated three competing generative metaphors
for public AI using an infographic and focus group workshops with interaction
design practitioners.

6.2 Answering the Research Questions

I will now review the research questions and answer each in turn.
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6.2.1 RQ1: What are the diverging conceptions of transparency between
experts who design, develop, and govern public AI systems and citizens
who use those same systems?

Recall that the question being addressed in this context was a critique of the
feasibility of full transparency in sociotechnical systems due to ethical and
practical limitations and the difficulty in fully comprehending such systems.
I concluded that explanations—how AI transparency is achieved—should be
tailored to specific audiences and contexts. The objective was to gain insight
into how experts and citizens perceive transparency. This understanding, in
turn, allows us to improve information provision and control.

From the results, my co-authors and I constructed three tensions that charac-
terize citizens’ and experts’ conceptions of transparency: (1) information quality
vs. quantity; (2) AI opacity vs. other matters of concern; and (3) informational
needs vs. control.

Experts believe transparency is achieved by providing truthful information
about automated decisions. They expect citizens to be able to assess system
fairness using this information and that it is actionable. Citizens are largely
indifferent to AI unless it mediates other matters of concern. They primarily
experience explanations as burdensome and question their relevance if not
accompanied by the ability to override system decisions.

So, transparency should not be seen as a property of technology but as a
communicative process between experts and citizens, mediated by AI. Under-
standing a system is not the product of simply receiving and processing infor-
mation. Understanding emerges from the debate between stakeholders and is
always provisional. All three tensions point to the need for additional channels
for voice through which this debate can be facilitated.

6.2.2 RQ2: What socio-technical features and practices contribute to AI
system contestability?

If accountability and legitimacy are our goals, then transparency alone is insuf-
ficient. Contestability is proposed as a viable alternative where transparency
and explainability cannot or should not be achieved. It is how subjects can
demand justifications from system controllers. Because most of the existing
work on contestability, as so much else on the ethics of AI, is focused on general
principles, my co-authors and I sought to map out practical guidance in the form
of those ‘active ingredients’ that contribute to the contestability of AI systems.
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The findings consist of a framework describing five system features and
six development practices contributing to AI system contestability. They are
mapped to typical human-AI system actors and system development lifecycle
phases. The features and practices are summarized in Tables 6.1 and 6.2.

The framework takes a sociotechnical perspective by focusing many of its
recommendations on AI systems’ entangled and volatile nature. Interactive
Control fosters a continuous negotiation process between artificial and human
agents. Explanations encompass the entire behavior of automated decision-
making systems rather than focusing solely on the technical models. These are
complemented by Intervention Requests, which facilitate a dialectical interac-
tion between decision subjects and human controllers that is closely linked with
artificial agents. Additionally, the framework describes Tools for Scrutiny that
document the technical aspects of AI systems and the processes involved in their
construction. This emphasis on transparency extends to ex-ante safeguards,
which certify entire organizations rather than isolated technical systems. An-
other component is Agonistic Design, which reveals how values are embedded
within specific sociotechnical arrangements. This practice creates platforms
for stakeholders to collaboratively shape decision-making processes, reflecting
a diversity of perspectives and interests. The framework also addresses the
volatility of AI systems through Quality Assurance (QA) practices, both during
and after development. QA During Development involves iterative building
and testing, possibly in a living lab setting, to ensure the system’s adaptability
and responsiveness. Post-Deployment QA focuses on maintaining traceable
decision chains involving human and artificial agents, ensuring accountability
and transparency. Finally, the framework emphasizes the importance of Risk
Mitigation, which involves educating human agents on responsible and effective
ways to interact with AI systems. This educational aspect is crucial for fostering
an informed, conscientious approach to AI.

The framework emphasizes embracing controversy and disagreement in
system design to drive continuous improvement. Instead of seeking consensus
upfront, it suggests setting up procedural mechanisms to manage disputes.
Stakeholders need not agree on every aspect of the system’s design or decision
outputs but must concur on procedures for handling disagreements. A potential
risk is that designers exploit these procedures to be negligent. The procedures
should require accountability for decisions leading to disputes, ensuring trans-
parency in decision-making to mitigate this risk. The adversarial approach
embodied by the framework prioritizes democratic values like inclusion, plural-
ity, and justice over mere efficiency.
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Table 6.1
Features that contribute to contestability.

Feature Examples

Built-In Safeguards External adversarial system; formal constraints.
Interactive Controls Negotiate, correct, or override machine decisions; feedback

loop back to training; supplement local contextual data.
Explanations Traceable decision chains; behavioral explanations;

sandboxing; local approximations; justifications.
Intervention Requests Human review; supportive, synchronous channels; third-party

representation; collective action; dialectical exchange.
Tools for Scrutiny Norms linked to implementation; documentation; formal

proofs; comparative measures; opaque assurances.

Table 6.2
Practices that contribute to contestability.

Practice Examples

Ex-Ante Safeguards Anticipating impacts; acceptance criteria; certification.
Agonistic Dev Approaches Co-construct decision-making process; ongoing

adversarial dialogue.
QA Measures During Dev Stakeholder needs guiding development; bias prevention;

living labs; stakeholder feedback.
QA Measures After Deploy Procedural integrity; monitoring for bias & misuse;

feedback from corrections, appeals & additional contextual
info.

Risk Mitigation User education; environmental limits.
Third-Party Oversight Model-centric tools for auditing; trusted intermediaries;

secure environments.

6.2.3 RQ3: What are the challenges facing the implementation of contesta-
bility measures in public AI?

For this question, I focus more narrowly on the use of AI in the public sector. Al-
though there is limited research in this area, a growing body of work emphasizes
the importance of involving impacted communities in the development of solu-
tions, understanding the discretion of frontline civil servants, and establishing
communication between citizens, civil servants, and developers. These factors
are all essential elements of contestability. Thus, our goal was to understand
better the challenges that arise during the implementation of contestability in
public sector practice.

The findings show that public AI contestability efforts must contend with
limits of direct participation, ensure systems’ democratic embedding and seek
to improve organizational capacities.
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Enabling civic participation: Citizens need skills and knowledge to contest pub-
lic AI on equal footing. Channels must be established for citizens to engage city
representatives in a dialogue about public AI system outcomes. The feedback
loop from citizens back to system development teams must be closed. The city
must mitigate against reporting inequality and the limitations of direct citizen
participation in AI system development.

Ensuring democratic embedding: Public AI systems are embedded in various
levels of laws and regulations. An adequate response to contestation may require
policy change before technology alterations. Oversight by city council members
must be expanded to include scrutiny of the executive’s use of AI. Alternative
non-legal dispute resolution approaches that integrate tightly with technical
systems should be developed to complement existing complaint, objection, and
appeal procedures.

Building capacity for responsibility: City organizations’ fragmented and bu-
reaucratic nature fights against adequately responding to citizen signals. More
mechanisms for accountability are needed, including logging system actions
and monitoring model performance. Civil servants need more knowledge and
understanding of AI to engage with citizens adequately. New roles that translate
policy into technology must be created, and more multidisciplinary teams are
required. Contracts and agreements with external development parties must
include responsible AI requirements and provisions for adjusting course mid-
project. Contestability requires time and money investments across its various
enabling components.

Contestability in the context of public AI does not mean merely allowing
citizens to have more influence over systems’ algorithms, models, and datasets.
Contestable public AI demands interventions in how executive power uses technology to
enact policy.

6.2.4 RQ4: What strategic guiding concept best complements contestable
AI prescriptions of a more tactical nature?

The reasoning behind the fourth question was based on the fact that the political
philosophy of agonistic pluralism is a prominent theme in AI thought, whether
explicitly or implicitly. In addition to the tactical guidance already covered
in our provisional design framework, designers require a guiding concept to
think about public AI in agonistic terms. With this in mind, we aimed to de-
velop a generative metaphor for contestable AI from theory and assess it with
design practitioners.
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The findings illustrate how the design of contestable AI can be guided by the
metaphor of the Agonistic Arena, which casts public AI systems as spaces where
(1) conflict is embraced by making matters subject to contestation; (2) discursive
relations between a plurality of stakeholders are created; and (3) fallibility is
acknowledged by ensuring flexibility and continuous monitoring for issues.

At least three metaphors occupy the public AI design space—the Arena, as
mentioned earlier, the Black Box, and the Sovereign. The Black Box casts the
problem of public AI as a lack of transparency, “sunlight is the best disinfectant.”
The Sovereign invites us to see AI as a means of solving social coordination
problems, “save us from ourselves.” If we aim to ensure public AI systems
respect autonomy through contestability, the Sovereign should be opposed, the
Black Box should be considered insufficient, and we should embrace the Arena.

6.2.5 Overarching Research Question: What socio-technical design inter-
ventions enhance the contestability of public AI systems?

Finally, I turn to the overarching research question. In this thesis, I aimed to
explore the potential harm to human autonomy caused by public AI systems.
To address this issue, I proposed the principle of human control of technology,
which, seen through an agonistic lens, led to contestability as a desirable system
quality. My objective was to find sociotechnical design interventions contribut-
ing to this quality. Having answered the four research questions, I can now
formulate an answer to the overarching research question.

Transparency is essential for contestability, but alone, it is not enough. To
increase the contestability of systems locally and globally, we need to implement
system features and development practices that promote it, both before and after
the fact. Moreover, we should continuously monitor individual contestations to
identify systemic group-level issues. Citizen participation is valuable but not the
only way to achieve contestability. We should also rely on representative forms.
In addition to system properties, we can generate additional interventions by
thinking about public AI systems as if they are Agonistic Arenas, which helps
to enhance the contestability of specific public AI system instances in their
respective contexts.

6.3 Implications

In this section, I discuss the implications of the findings for the philosophical
account of autonomy in relation to AI, research into responsible, explainable,
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and human-centered AI, participation in and contestation of public AI systems,
and design research and practice.

6.3.1 Autonomy Seen Through a Contestability Lens

So, how do the findings add to, fit with, extend, or challenge the account of
autonomy with which I motivated this research?

Autonomy can be understood as effective self-governance and can be seen as
having an authenticity and an agency dimension [283]. Contestability supports
autonomy in the face of AI systems primarily by enabling human control. Fjeld et
al. identify measures for human control that include explanations, notifications,
means of appeal, human review, and opt-out procedures [108]. Furthermore,
subjects should be able to intervene in the development of systems prior to
implementation. My co-authors and I also identified these measures through
a literature review of contestable AI (Chapter 3). They are also all present in
concept designs produced by participants working with the Arena metaphor
and Contestability Loops infographic (Chapter 5).

Rubel et al. argue that autonomy demands that AI systems that people are
subjected to should be ones they can reasonably endorse [292, pp. 45–69]. They
describe information and means of control that we owe individuals if we are to
respect their autonomy [292, pp. 70–96]. Finally, they describe how subjects
can legitimate AI systems only if their autonomy is sufficiently ensured [292,
pp. 163–183]. I compare this account with my findings in the remainder of
this section.

Reasonable endorsement: If people cannot reasonably endorse a system they
are subjected to, they would likely want to contest it somehow. Furthermore,
a subject can be considered within their rights to contest a system when it is
unreliable, makes use of inputs a person cannot or should not be held responsi-
ble for, has decision outcomes that involve significant stakes, or distributes its
outcome burdens unequally across groups. In a sense, these aspects could be
seen as a template for the justifications advocated for by Henin and Le Métayer
[145], which are part of our framework’s feature of Explanations (Section 3.6.1).

When building their case, a decision subject or group of subjects could use
the reasonable endorsement test to structure their argument that forms the
basis for an Intervention Request. This idea recalls the “scaffolding for learning”
that Vaccaro et al. [342] advocates, which is also part of our framework’s feature
of Intervention Requests (Section 3.6.1). From a design perspective, we could
even scaffold such argument-building through appeal interfaces and design
deeply integrated alternative dispute resolution procedures along similar lines.
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The reasonable endorsement view is compatible with contestable AI. It adds
further detail to what grounds a subject may have for contestation.

Informed agency and informational control: The Explanations feature in the
framework can provide information for practical and cognitive agency. The prin-
ciples of informed practical and cognitive agency and informational control are
useful guides for determining what should be included in explanations (cf. Sec-
tion 3.6.1). Practical agency demands that explanations enable subjects to cor-
rect or mitigate system effects—usually technical and operational information.
Cognitive agency demands enough information to exercise evaluative control
over one’s life. Informational control, the ability to correct information fed into
a system, aligns with Interactive Controls in the framework (Section 3.6.1) and
Intervention Requests (Section 3.6.1). This account of informational provisions
and control is compatible with the findings on transparency and explainability.
By viewing information as a resource for exercising agency, we bring clarity to
the aims of transparency and explanations.

Legitimation and democratic agency: Justifications are the resource subjects
can use to legitimate a system. There are two pathways to legitimation: norma-
tive authority and democratic will. Both depend on subjects’ autonomy, and
contestability is the quality that ensures mechanisms are in place for subjects
to exercise it.

In the case of an appeal to normative authority, contestability mechanisms,
chiefly Tools for Scrutiny (Section 3.6.1), are how subjects and their repre-
sentatives gain access to the information that will enable them to evaluate its
justifiability. In this way, contestability satisfies the access constraint.

In the case of democratic will, the contestability-by-design practices identi-
fied in the framework, primarily the Agonistic Development Approaches (Sec-
tion 3.6.2) but also, to some extent, the various QA Measures (Sections 3.6.2 and
3.6.2), are how system development is democratized. The autonomy account
adds the normative constraints that should bind this democratic pathway. I
rarely see this detail sufficiently emphasized in works exploring participatory
AI system development. An exception would be Himmelreich [152], who sim-
ilarly argues that only a “thick” conception of democracy—one that not only
allows for participation but also includes deliberation over justifications—will
address some of the current shortcomings of AI development. My concern is
that, as it currently stands, participatory AI development practices run the risk
of arbitrariness.

To sum up, reasonable endorsement can be seen as providing the grounds
for contestations. Informational needs for agency recast explanations as tools
for exercising control. The legitimation pathways of normative authority and
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democratic will further elucidate the value of contestability for a democratic so-
ciety.

6.3.2 Responsible, Explainable, and Human-Centered AI

Several implications can be drawn out that are relevant to responsible, explain-
able, and human-centered AI. I frame them as things, based on the findings,
citizens can demand from experts.

Trustworthiness: Experts should not think they can improve trust by simply
‘explaining things better.’ Trust requires the possibility of citizen control. Ex-
planations focused on justifying systems are more likely to create trust. The
same applies to opportunities for voice. Above all, what produces trust are
systems that operate predictably and reliably. No amount of transparency will
compensate for poor system design. In case of system failure, contestability is
the mechanism by which subjects can ensure recovery and repair.

Matters of concern: Rather than addressing AI opacity as an isolated issue,
explanations should focus on how AI mediates other issues that people may
care about. This mediation view means the connection with policy aims and
governing norms must be made more explicitly so that those can shape the
accounts offered to citizens downstream.

Conversely, those translating policy into human-AI systems for execution
must become more attuned to potential and actual conflicts of interest that may
arise from AI mediations. System developers should become more adept and
comfortable immersing themselves in such controversies.

Information quality: Citizens should demand better quality explanations rather
than simply more information. This focus on quality includes the contents of the
explanation and how it is delivered. Explanation modalities should be designed
to match the contexts and activities within which people encounter them. This
importance of context means that the design of explanations must become more
user-centered and participatory.

Responsibilization: Citizens should reject being made responsible for assess-
ing AI systems. It should be reasonable for citizens to expect public AI systems
to meet adequate safety and reliability norms. However, in the case of failure,
it should be trivial to report issues, and deploying organizations should be
prepared to respond to such signals efficiently and effectively. This required
capacity for responsivity and flexibility has consequences for design and engi-
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neering choices. Technologies that make failures costly or impede affordable
change should be avoided.1

6.3.3 Participation and Contestation

In this section, I draw out several implications for participatory and contestable
public AI governance, design, and development.

Quality assurance versus compliance: Currently, cities’ procedures for handling
citizens’ reports, questions, complaints, objections, and appeals (an escalating
ladder) are often decoupled from primary processes and are usually handled by
separate departments. The rationale appears to be that these procedures are in
place for legal and governance compliance and not much else. This disconnect
impedes information flow between citizens, civil servants who interact with
them (e.g., call center workers), and system developers. As a result, feedback
loops that may serve as a means for quality improvement are suboptimal or
nonexistent. Cities should work to leverage contestations for quality assurance
purposes, not just legal compliance.

Deep integration: Appeal procedures benefit from ‘deep integration’ with pri-
mary processes. For example, Vaccaro et al. argue true contestability operates
“in band” of systems—using a metaphor taken from telecommunications which
refers to the practice of sending control information over the same channel as
the one used for the primary data stream [341]. This deep integration allows
iterative human-AI decision-making that is impossible in the more common
‘out of band’ scenario. Such a requirement could also function as a break on un-
restrained uses of AI. Suppose the costs of implementing sufficiently integrated
contestability do not outweigh the ostensible benefits offered by the automation
of a process. In that case, deployers should reconsider the implementation of AI
in the first place.

Dialogical relations: Cities should increase the possibilities for dialogical rela-
tionships in the middle range of the report-question-complaint-object-appeal
spectrum. The fieldwork and literature studies indicate that a sizeable amount
of effort and attention is devoted to ensuring possibilities for dialogue and de-
bate at the far ends of this spectrum. It is usually possible for a citizen to talk
to a human with a reasonably low barrier to entry when reporting or asking a
question. On the other end of the spectrum, in cases of proper appeals, citizens
usually find themselves in the legal system where the hearing of both sides is

1. This recalls insights from Collingridge [64] and the field of Responsible Research and Innovation
(RRI) more broadly [126].
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established practice. The middle range, the transition point between these two
ends, lacks accessible means of dialogue. Worse, the erosion of legal protections
and the reversal of the burden of proof sometimes accompanies the automation
of policy execution.2 This juridification of relations is not only detrimental to
citizens’ well-being, but it is also ultimately costly for deploying organizations.
Alternative forms of dispute resolution (e.g., forms of mediation), possibly taking
inspiration from peace studies [294], could keep citizens and governments out
of costly legal procedures and serve as the basis for the feedback loops and deep
integration previously mentioned.

Democratizing the democratic control of AI: Cities should revitalize the repre-
sentative democratic mechanisms for indirect citizen participation in policy
development and its downstream system development. Much of participatory
AI research is premised on a private sector context (i.e., interactions with big
tech platforms) or spaces where representative democratic rule of law has been
significantly eroded and captured (e.g., the Anglo-American context), or re-
searcher preferences that are suspicious of institutions and lean towards direct
democracy. As a result, prescriptions tend to ignore the opportunities afforded
by existing representative democratic institutions in which public AI systems
are embedded.

Although it can offer much, as this research has shown, direct forms of civic
participation run up against significant limits (e.g., lack of inclusion). Powerful
actors can easily coopt them. An alternative avenue that is, in my view, promising
to pursue is the revitalization of representative democratic oversight and control
on a local, national, regional, and global level. In the Dutch case and regimes
like it, this requires significant investment in elected politicians’ knowledge,
time, and resources for taking the initiative regarding how policy governs and
is translated into AI systems. In addition, beyond electoralism, a fruitful avenue
of exploration would be forms of people’s councils and other radical democratic
forms of institution building [216, 233, 256].

6.3.4 Design Research and Practice

The implications for design research and design practice are discussed in tan-
dem here because much of this work has operated at its boundary.

Designers as stewards: Local governments’ innovation pipelines rely heavily on
pilots. In my fieldwork, I saw that Amsterdam pilots can be conceived of as social

2. The 2023 scandal around the use of a biased fraud detection system by the Dutch Ministry of
Education executive agency serves as a particularly stark example of this dynamic. See, for
example, the report by Helwig [144].
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experiments guided by bioethical principles [279], instead of the non-committal
testing grounds common in the business world. This practice is something to
aspire to, but such pilots still do not address the so-called ‘innovation gap’—the
struggles even successful pilots face to be implemented in daily operational
practice. One cause for this is the common practice of insisting on a complete
handover of a piloted system from innovation to executive departments. To
address this, new design roles should be created that act as stewards, guiding
projects from pilot settings into production and beyond [87]. This idea resonates
with Hill’s suggestion to create strategic design roles inside governments in the
service of social innovation [150].

Speculative design as research method: It is common practice to distinguish
speculative design from traditional ‘affirmative’ design by saying the former
practice asks questions while the latter solves problems [119]. From a design
research perspective, this is not a very useful distinction. In this thesis, we have
employed speculative design as a research method to ask questions. However,
the answers people responded with were the data that was analyzed for knowl-
edge generation in service of problem-solving. I prefer Malpass’s framing of
speculative design as having a function that goes beyond traditional notions of
utility, efficiency, and optimization and instead seeks to be relational, contextual,
and dynamic (i.e., “para-functionality”) [229].

Multi-activity design knowledge: For design practice, research could do more
to couple low-level practical or tactical guidance with higher-level strategic or
conceptual guidance. My intuition is that combining these two rough categories
of levels of abstraction in service of the same design aim is more effective than
one or the other in isolation.

The work presented in Chapter 5 was motivated by observing how design
practitioners would apply the low-level guidance in the framework and create
design solutions that did not feel quite right. It became clear that this was
mainly due to a conceptual drift from contestability to a focus on transparency.
This perceived drift was the impetus to develop a means of articulating and
communicating the higher-level guiding concept that could accompany the
more low-level prescriptions.

The use of generative metaphor [302] or the related notion of framing [79]
for conceptual guidance in design is not new. Our contribution is mainly to call
out the value of coupling such guidance—typically aimed at the level of strategy
or vision development—with that of a more tactical nature. The strong concepts
proposed by Höök and Löwgren [161] resemble this proposal. However, they
approach the issue differently, seeking to embody only part of a complete design
solution while pointing to use practices. Where strong concepts seek to offer
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guidance of a strategic and tactical nature through the same vehicle, we suggest
doing the same through two distinct knowledge communication artifacts that
are aligned and closely coupled.

Another way of making the same point departs from a conception that design
knowledge can contribute to one of three types of design activity (Figure 6.1):
ideation (i.e., framing and reframing), specification (or planning), and form-
giving (i.e., aesthetics, how a design appears to the human senses).3 Researchers
creating intermediate-level knowledge should seek to address all three activities,
perhaps not always all of them in equal measure. However, they ignore any one
of these at their peril.

Visual communication of design knowledge: Surprisingly, little work investigates
the efficacy of particular forms of presenting design knowledge. A welcome
exception is formed by the work of Gray and Kou [e.g., 135]. The infographic was
generally well-received by participants, particularly for its usefulness, learnabil-
ity, and flexibility. From my own experience, I can also say with some confidence
that designers make copious use of a broad range of usually off-the-cuff in-
formation designs to make sense of design problems and more polished ones
to convey their diagnoses and prescriptions to clients and other stakeholders.
However, the participants were less readily able to reflect on their preferred
presentation forms of knowledge they ‘consume’ as part of their work. I feel a
space could be opened for investigating the visual design of design knowledge
presentation forms.

6.4 Limitations

This section acknowledges several limitations of this thesis’ approach related
to context, participants, and data generation.

6.4.1 Context

The framework and the broader research focus on the algorithmic decision-
making context, mainly in the public sector—as opposed to other AI systems
(Chapter 2). The design work was specific to a few particular types of public
and urban AI applications: smart EV charging context (Chapter 2), camera cars
(Chapter 4), and risk models (Chapter 5).

3. This conception is primarily adapted from Löwgren and Stolterman [215] who propose a trifold
design process model that encompasses “vision,” “specification,” and “operative image.”
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Figure 6.1
Conceptual framework of how design research and practice relate, adapted from Höök
and Löwgren [161], Löwgren and Stolterman [215], and Verbeek [347]. Design research
knowledge occupies a middle range between general theory and specific instances (a).
Knowledge contributions can serve the design activities of ideating, form-giving, and
specifying (b). Design activities are directed at intervening in present and future human-
thing-world mediations (c).

The smart EV charging system (Chapter 2) is, on a software level, determin-
istic instead of probabilistic, as in the case of ML. Despite this, from a sociotech-
nical perspective, it is still sufficiently complex and unpredictable for concerns
over autonomy and control to be relevant.

Almost all empirical work was specific to the Amsterdam context, with its
own particular local representative democracy, reasonably mature digital policy,
and engaged and self-efficacious citizenry (Chapters 2 & 4).

Future work could branch out to other AI applications outside public admin-
istration and urban governance, different technology stacks, and locales not in
the Global North’s developed core.

6.4.2 Participants

The participants tended to be from well-off and highly-educated strata of society
(Chapters 2, 4 & 5). Most civil servants I worked with are from the innovation
arm of the city government (Chapter 4). The design practitioner participants
were all from design agencies in The Netherlands (Chapter 5).

Future work should involve stakeholders from other socio-economic classes.
A challenge is to go beyond actors directly implicated in systems of study. For
example, citizen groups who are indirectly impacted could be equally relevant
to study but are much harder to reach out to. Similarly, it can be reasonably
straightforward to involve civil servants who sit in the middle tier of organi-
zations, particularly when they have innovation as part of their remit. It is far
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more challenging to involve executive decision-makers on the one hand and
frontline workers on the other.

6.4.3 Data Generation Methods

The provisional framework is based on a small sample of primarily theoretical
papers. Most source papers lack application context (Chapter 3). However, since
its publication, contestability studies have notably increased from high-level
conceptual concerns to lower-level practical ones.

Given a PhD project’s time and resource constraints, the data generation
methods typically operated on short timescales. Longer timescales of engage-
ment could be attempted. Given the lifecycle view of AI systems development,
empirical work following concerns related to contestability throughout an entire
cycle would be very valuable. Similarly, the design activities I studied were lim-
ited to concept design only (Chapter 5). These activities could be expanded to
additional design phases and implementation and post-implementation stages—
i.e., “design after design” [92].

Other formats other than 1:1 interviews would allow for more debate between
stakeholders (Chapter 4). To some degree, this was already born out during
the focus groups reported on in Chapter 5. However, those participants were
colleagues who generally shared a similar outlook. Research that aspires to
agonistic democracy would do well to seek out controversy rather than avoid it.

6.5 Future Work

Future work on contestable AI could take several directions. Here, I outline three
auspicious, urgent, and novel ones.

Explainability, discretion, and everyday life: Researchers could develop a pro-
gram that connects public and urban AI concerns that are typically dealt with
separately, namely: (1) explanations and justifications; (2) street-level bureau-
crat discretion; and (3) citizens’ daily lived experience situated in urban space.
Such a program could map out information flows and decision points across
these networks. I expect that the discursive relations between citizens and
bureaucrats demand alternative forms of AI transparency and explanations. I
also expect a better understanding of discretion will lead to human-AI decision-
making arrangements more attuned to people’s needs.

Participatory policy development and ML engineering: Researchers could develop
approaches to participatory system development that engage with the ‘material-
ity’ of ML. Much of participatory ML thus far deals with the requirements setting
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of development. I expect such an approach will demand new methods and tools
for hands-on ML collaboration between developers and citizens. Researchers
could also develop approaches to participatory policy-making specific to down-
stream ML systems. Because of the gap between policy-making and execution,
administrators usually give little consideration to the practical feasibility of
policies whose implementation it is known AI will be employed. I expect new
approaches will require different team compositions and a redistribution of
power across actors.

Political economy of AI production and consumption: Dominant modes of ‘do-
ing AI’ require vast amounts of computing power and data storage, which are
only available to a handful of oligopolistic corporations that enjoy outsize eco-
nomic and political power [217, 316]. Furthermore, they depend on tremendous
amounts of labor, often done in poor conditions at the peripheries, outside the
view of citizens in the wealthy core regions [e.g., 274]. Marginalized commu-
nities bear the brunt of social and environmental costs while dominant ones
reap the benefits [24]. Researchers would do well to develop alternative modes
of doing AI that are less resource-intensive and less exploitative of labor. Such
forms of AI would allow for more democratic control and oversight, both at the
point of production and consumption by workers and citizens alike.

6.6 Concluding Remarks: Politicizing Design, or Design and Real Pol-
itics

Design ethics has received considerable attention in recent years—spurred on
at least in part by liberal panic over the twin shocks of the Brexit referendum
vote (June 2016) and the Trump election (November 2016) and the apparent
role weaponized social media played in both. See, for example, the Facebook–
Cambridge Analytica data scandal [54]. This concern has almost certainly been
further fueled by the incessant mutually reinforcing cycles of hype and “criti-
hype” about AI [351].

Despite the increased focus on the social impact of information technology
on society and a look towards ethics as a means by which better outcomes can
be guaranteed [e.g., 36], the question of power structures, of who does what
to whom for whose benefit (in short: of politics) tends to receive less explicit
attention. This ignorance of politics is even the case for much of participatory
design, which ostensibly has a liberatory and democratic agenda but, more often
than not, is easily coopted [52]. To be clear, I do not consider myself immune to
these shortcomings.
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Given the typical background of designers in the Global North’s developed
cores—including this author’s own—it should not surprise us that political lean-
ings tend to be on the liberal and progressive sides. With this background
come particular mental models of how democratic politics functions or should
function. These models tend to presume that disagreements stem from con-
flicting values. Furthermore, they idealize rational deliberation as a suitable
response. For all the talk of reflexivity in design, the forms of democracy that
design outcomes support or undermine are infrequently questioned.

There is, in other words, work to be done on educating ourselves about polit-
ical philosophy as design researchers. Equally, contributions could seek to help
design practitioners orient themselves to the various models of democracy that
exist. For example, as Chapter 5 shows, metaphors constructed from political
theory can help to push design practice out of its nonideological comfort zone.

I have my political preferences, as has become evident throughout this thesis.
Nevertheless, the point is, first and foremost, for designers to become aware
of themselves as players who occupy positions on a political field. To engage
with what Geuss has termed “real politics” [128]. Lack of such awareness makes
designers too easy targets for manipulation and coercion by hegemonic actors.
We should not fall into the trap of what Fisher calls “capitalist realism” [107]—
uncritically accepting current circumstances as without alternative, the domi-
nant view of postpolitical neoliberal technocracy of the recent past [155]. The
task is to broaden our political horizons instead and, in so doing, to politicize
design practice itself.
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Summary

This thesis is about using artificial intelligence (AI) in the public sector as part
of policy execution. The research’s main concern is that public AI can harm
people’s autonomy. To address this problem, we should ensure that system
actions do not unduly limit citizens’ control over their lives. We should also give
citizens a say in when, how, and for what purpose those systems are developed
and used. The author calls the system quality that enables this form of control
contestability. The research question central to this thesis is: What socio-technical
design interventions enhance the contestability of public AI systems?

The approach is framed as constructive design research. Researchers collab-
orate with design practitioners to create artifacts and use them as ‘instruments’
to generate data. The design methods employed include interaction design
(prototyping), speculative design (animation), and information design (visual
explanations). The actual real-world cases that are used to ground the research
in particular contexts are smart electric vehicle charging, camera cars used for
urban monitoring, and fraud detection risk models. The empirical work was
done in Amsterdam in close collaboration with the city government, technology
companies, and design firms.

The findings include an account of the differences between how citizens and
experts think about AI transparency, a provisional framework that describes
contestable AI features and practices, a description of the main challenges
facing the implementation of contestable AI in local government practice, and an
exploration of the guiding concepts (metaphors) designers use when considering
public AI.

The research has implications for responsible, explainable, and human-
centered AI, civic participation in public AI, and design research and practice.

With regards to human-centered AI, trust results from systems that operate
safely and reliably, allowing citizens to keep control and enabling subjects to
quickly report and recover from errors. Rather than focus on AI opacity in
isolation, this research indicates we should focus on how AI impacts people’s
everyday concerns.
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Concerning civic participation, procedures for handling citizens’ reports,
questions, complaints, objections, and appeals should not be considered a mere
matter of legal compliance. This research shows that they should be seen as
feedback mechanisms for continuous system improvement. Such procedures
should not be tacked on but deeply integrated with the primary systems. The
thesis demonstrates how a crucial element of these procedures is a two-way
dialogue between subjects and controllers on equal footing. Although there
is a role for direct democracy in ensuring civic control of public AI, existing
representative democratic institutions should be revitalized and connected
more strongly with public AI development.

With regards to design, to ensure that organizations adopt successful public
AI pilots, this research suggests designers should act as stewards who guide
those systems from inception through implementation. Speculative design can
be used for more than merely asking questions. It can also produce instruments
that generate data that help answer them. The distinction with traditional design
is that the types of questions you can ask with it and the answers you will get are
different: focused more on relations, context, and time. Design knowledge is
most useful for practitioners when it offers guidance for ideating, form-giving,
and specifying in alignment with each other.

The author concludes with a call for design researchers and practitioners in
AI and beyond to become more aware of and engage with political philosophy to
understand better how their work supports or undermines particular models of
democracy.
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Samenvatting

Dit proefschrift gaat over het gebruik van artificiële intelligentie (AI) in de pub-
lieke sector als onderdeel van de beleidsuitvoering. De voornaamste zorg van
het onderzoek is dat publieke AI de autonomie van mensen kan schaden. Om dit
probleem aan te pakken moeten we ervoor zorgen dat systeemacties de controle
van burgers over hun leven niet ongewenst beperken. We moeten burgers ook
inspraak geven over wanneer, hoe en voor welk doel deze systemen worden
ontwikkeld en gebruikt. De auteur noemt de systeemkwaliteit die deze vorm van
controle mogelijk maakt contestability (betwistbaarheid). De onderzoeksvraag
die centraal staat in dit proefschrift is: Welke sociaal-technische ontwerpinterventies
vergroten de betwistbaarheid van publieke AI-systemen?

De aanpak wordt beschreven als constructief ontwerponderzoek. Onder-
zoekers werken samen met ontwerpprofessionals om artefacten te creëren en
deze te gebruiken als ‘instrumenten’ om gegevens te genereren. De gebruikte
ontwerpmethoden omvatten interactieontwerp (prototyping), speculatief on-
twerp (animatie) en informatieontwerp (visuele uitleg). De praktijkvoorbeelden
die worden gebruikt om het onderzoek in bepaalde contexten te gronden zijn
het slim opladen van elektrische voertuigen, camera-auto’s die worden gebruikt
voor monitoring van de publieke ruimte en risicomodellen voor fraudedetectie.
Het empirische werk werd in Amsterdam gedaan in nauwe samenwerking met
het stadsbestuur, technologiebedrijven en ontwerpbureaus.

De bevindingen omvatten een verslag van de verschillen tussen hoe burgers
en experts denken over AI-transparantie, een voorlopig ontwerpkader dat func-
ties en praktijken die bijdragen aan betwistbaarheid beschrijft, een beschrijving
van de belangrijkste uitdagingen waarmee de implementatie van betwistbare
AI in de praktijk van lokale overheden wordt geconfronteerd, en een verken-
ning van de leidende concepten (metaforen) die ontwerpers gebruiken bij het
overwegen van publieke AI.

Het onderzoek heeft implicaties voor verantwoorde, verklaarbare en mensge-
richte AI, burgerparticipatie in publieke AI, en ontwerponderzoek en -praktijk.
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Met betrekking tot mensgerichte AI stelt de auteur dat vertrouwen voortvloeit
uit systemen die veilig en betrouwbaar werken, waardoor burgers de controle
kunnen behouden en snel fouten kunnen rapporteren en herstellen. In plaats
van ons te concentreren op de ondoorzichtigheid van AI op zichzelf, geeft dit
onderzoek aan dat we ons moeten richten op de manier waarop AI de dagelijkse
zorgen van mensen raakt.

Wat burgerparticipatie betreft, mogen de procedures voor de behandeling
van meldingen, vragen, klachten, bezwaren en beroepen van burgers niet louter
als een kwestie van wettelijke naleving worden beschouwd. Uit dit onderzoek
blijkt dat ze gezien moeten worden als feedbackmechanismen voor continue
systeemverbetering. Dergelijke procedures moeten niet worden vastgeplakt,
maar diep worden geïntegreerd met de primaire systemen. Het proefschrift
laat zien hoe een cruciaal element van deze procedures een tweerichtingsdi-
aloog is tussen proefpersonen en controleurs op gelijke voet. Hoewel er een
rol is weggelegd voor de directe democratie bij het waarborgen van de civiele
controle over publieke AI, moeten bestaande representatieve democratische
instellingen nieuw leven worden ingeblazen en sterker worden verbonden met
de ontwikkeling van publieke AI.

Met betrekking tot ontwerp, om ervoor te zorgen dat organisaties succesvolle
publieke AI-pilots adopteren, suggereert dit onderzoek dat ontwerpers moeten
optreden als ‘opzichters’ die deze systemen vanaf het begin tot aan de implemen-
tatie begeleiden. Speculatief ontwerp kan voor meer worden gebruikt dan alleen
het stellen van vragen. Het kan ook instrumenten produceren die gegevens
genereren die helpen vragen te beantwoorden. Het verschil met traditioneel
ontwerp is dat het soort vragen dat we ermee kunnen stellen en de antwoorden
die we krijgen anders zijn: meer gericht op relaties, context en tijd. Ontwerp-
kennis is het nuttigst voor mensen uit de praktijk als deze een leidraad biedt
voor het bedenken, vormgeven en specificeren in samenhang met elkaar.

De auteur sluit af met een oproep aan ontwerponderzoekers en praktijk-
mensen op het gebied van AI en daarbuiten om zich meer bezig te houden met
politieke filosofie om beter te begrijpen hoe hun werk bepaalde modellen van
democratie ondersteunt of ondermijnt.
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Appendix A
Contestable AI by Design:
Summary of Reviewed Literature

Table A.1
Included sources and their related features and practices.

Source Features Practices

Almada [9] built-in safeguards;
explanations; intervention
requests; tools for scrutiny

agonistic approaches;
ex-ante safeguards; QA
after deploy; QA during dev

Aler Tubella et al. [4] explanations; tools for
scrutiny

ex-ante safeguards; QA
after deploy

Bayamlıoğlu [22] explanations; interactive
control; intervention
requests; tools for scrutiny

ex-ante safeguards; QA
after deploy; 3rd party
oversight

Brkan [47] explanations; intervention
requests

ex-ante safeguards

Crawford [66] explanations 3rd party oversight
Edwards and Veale [91] explanations; intervention

requests
ex-ante safeguards; 3rd
party oversight

Elkin-Koren [95] built-in safeguards;
intervention requests

QA during dev; 3rd party
oversight

Henin and Le Métayer [146] explanations; intervention
requests; tools for scrutiny

agonistic approaches;
ex-ante safeguards

Hirsch et al. [153] explanations; interactive
control; intervention
requests; tools for scrutiny

ex-ante safeguards; QA
after deploy; QA during
dev; risk mitigation

Jewell [172] interactive control –
Kariotis and J. Mir [179] tools for scrutiny agonistic approaches;

ex-ante safeguards; QA
during dev

König and Wenzelburger
[192]

agonistic approaches –
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Table A.1
Included sources and their related features and practices (continued).

Source Features Practices

Lyons et al. [223] explanations; intervention
requests; tools for scrutiny

ex-ante safeguards; risk
mitigation; 3rd party
oversight;

Ploug and Holm [278] explanations; intervention
requests

QA during dev; risk
mitigation

Sarra [298] explanations; intervention
requests

ex-ante safeguards

Vaccaro et al. [341] explanations; interactive
control; intervention
requests; tools for scrutiny

agonistic approaches; QA
during dev; risk mitigation;
3rd party oversight

Vaccaro et al. [342] interactive control;
intervention requests;
tools for scrutiny

QA after deploy; QA during
dev; risk mitigation; 3rd
party oversight

Vaccaro et al. [343] explanations; intervention
requests

agonistic approaches; QA
after deploy

Walmsley [354] intervention requests ex-ante safeguards; QA
during dev; QA after deploy

Table A.2
Features and their related sources.

Feature Sources

Built-in safeguards against harmful
behavior

Almada [9] and Elkin-Koren [95]

Interactive control over automated
decisions

Bayamlıoğlu [22], Hirsch et al. [153], Jewell
[172], and Vaccaro et al. [341, 342]

Explanations of system behavior Aler Tubella et al. [4], Almada [9],
Bayamlıoğlu [22], Brkan [47], Crawford [66],
Edwards and Veale [91], Henin and
Le Métayer [146], Hirsch et al. [153], Lyons
et al. [223], Ploug and Holm [278], Sarra
[298], and Vaccaro et al. [341, 343]

Human review and intervention requests Almada [9], Bayamlıoğlu [22], Brkan [47],
Edwards and Veale [91], Elkin-Koren [95],
Henin and Le Métayer [146], Hirsch et al.
[153], Lyons et al. [223], Ploug and Holm
[278], Sarra [298], Vaccaro et al. [341–343],
and Walmsley [354]
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Table A.2
Features and their related sources (continued).

Feature Sources

Tools for scrutiny by subjects or third
parties

Aler Tubella et al. [4], Almada [9],
Bayamlıoğlu [22], Henin and Le Métayer
[146], Hirsch et al. [153], Kariotis and J. Mir
[179], Lyons et al. [223], and Vaccaro et al.
[341, 342]

Table A.3
Practices and their related sources.

Practice Sources

Ex-ante safeguards Aler Tubella et al. [4], Almada [9],
Bayamlıoğlu [22], Brkan [47], Edwards and
Veale [91], Henin and Le Métayer [146],
Hirsch et al. [153], Kariotis and J. Mir [179],
Lyons et al. [223], Sarra [298], and
Walmsley [354]

Agonistic approaches to ML development Almada [9], Henin and Le Métayer [146],
Kariotis and J. Mir [179], König and
Wenzelburger [192], and Vaccaro et al.
[341, 343]

Quality assurance during development Almada [9], Elkin-Koren [95], Hirsch et al.
[153], Kariotis and J. Mir [179], Ploug and
Holm [278], Vaccaro et al. [341, 342], and
Walmsley [354]

Quality assurance after deployment Aler Tubella et al. [4], Almada [9],
Bayamlıoğlu [22], Hirsch et al. [153],
Vaccaro et al. [342, 343], and Walmsley
[354]

Risk mitigation strategies Hirsch et al. [153], Lyons et al. [223], Ploug
and Holm [278], and Vaccaro et al. [341,
342]

Third-party oversight Bayamlıoğlu [22], Crawford [66], Edwards
and Veale [91], Elkin-Koren [95], Lyons
et al. [223], and Vaccaro et al. [341, 342]
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Appendix B
Envisioning Contestability Loops:
Creative Brief

Motivation

AI is increasingly used by public sector actors to support, augment and auto-
mate decision-making. Such systems lack democratic legitimacy. This can be
improved by ensuring systems are contestable: Open and responsive to human
intervention throughout their lifecycle, establishing a dialectical relationship
between decision subjects and system operators.

Objective

The aim of this project is to create a visual explanation that enables professional
interaction designers to create concept designs for public AI systems that are
contestable. The contents of this visual explanation are derived from the features
section of the “Contestable AI by Design”-framework (Figure 3.2) [7], and the
“five contestability loops”- model (Figure 4.2) [5].1 The envisioned use case of
the visual explanation is that it serves as a source of guidance and inspiration
for design practitioners in the early stages of design projects dealing with public
AI systems. The visual explanation will be evaluated as part of a scientific study,
using a half-day workshop in which designers are tasked with improving the
contestability of a real-world public AI system that is presented to them by a
representative of the municipal (city) government that owns and operates it.

Success criteria

The visual explanation should be. . .

1. The original brief included the figure images. These are omitted here to avoid duplication.
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1. Effective, useful: Supports the intended task. Concept designs created
with it share properties with those described in the “Contestable AI by
Design”-framework.

2. Learnable: Easy to understand.
3. Efficient: Quick to use.
4. Complete, self-contained: Contains all necessary information.
5. Flexible: Adaptable to individual designers’ preferred way of working.
6. Generative: Inspires novel ideas for future designs that do not simply mir-

ror what is represented in the visual explanation or underlying framework.
Has the correct level of abstraction.

7. Delightful, attractive: Pleasant to use and attractive to perceive.

Deliverables

The ultimate deliverable of the project is (at minimum) a single visual expla-
nation that can be printed by designers in their studios, or easily viewed on a
single display or projector while working. This implies a print size of up to A3,
and a landscape orientation.

Note: It is unlikely that a single static A3-size image will be insufficient to
convey all that we need to. This will have to be further determined at design
time.

Content

The visual explanation should convey the following content:
• Actors:

– Citizens (a.k.a. “decision subjects”)
– Developers (perhaps distinguishing between internal and external

ones)
– Policy-makers (alderpersons, mayor, council members, . . . )
– AI system (data inputs, models, output predictions)
– Civil servant (a.k.a. “human controller”)
– “Third parties” (e.g., external oversight bodies)

• Contestability features:
– Interactive controls – for civil servants
– Explanations (justifications) – for citizens
– Intervention requests (appeals) – channels for voice, arenas for de-

bate, obligation to review/respond/reconsider decision
– Tools for scrutiny – for citizens, third parties
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– (These are all taken from the framework. We leave out Built-In Safe-
guards because it is not central to contestations.)

• Loops:
– Appeals (loop L1). These map onto intervention requests, above.
– Monitoring of decision-appeals loops leading back to development

(L4) and policy-making (L5). These do imply technical system features
that are not captured by the original framework.

– (We choose to leave out Participation in Development (L2) and in
Policy-Making (L3) because these are practice-related.)

Additional requirements

• Dynamism, temporality: The visual explanation should show how a system,
under the influence of contestations, shifts from a present state to a future
state.

• Context: We need one or more real-world examples, or conceptual meta-
phors [202], that we can use to visually communicate the abstract features
and loops described above.

Appearance

Some example visual explanations that serve as starting points for visual de-
sign.2

Waterwerk by Carlijn Kingma is a visual explanation of the contemporary
monetary system that uses water as its central conceptual metaphor. It will be
necessary for us to deploy metaphor as well. Picking the right one will require
some careful consideration.3

Building Stories by Chris Ware is strictly speaking not a visual explanation,
but a (non-linear) comic. I like the way Ware mixes architecture and narrative
in one image, and the reader can start anywhere. Relevant because we will be
explaining interactions that happen between actors over time, that are in turn
distributed in time and space [356].

The State of the Beaches is one of many infographics by Megan Jaegerman
that are described by Edward Tufte as “some of the best news graphics ever,”4

2. The original brief included images of the works mentioned. These are not reproduced here for
copyright reasons.

3. https://www.waterworksofmoney.com
4. https://www.edwardtufte.com/bboard/q-and-a-fetch-msg?msg_id=0002w4

https://www.waterworksofmoney.com
https://www.edwardtufte.com/bboard/q-and-a-fetch-msg?msg_id=0002w4
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because she mixes wit with elegance and informativeness. I like how this im-
age has the coastline as a backbone and then various callouts that zoom into
particular aspects.

Definitions

• Visual explanation: “Pictures of verbs, the representation of mechanism
and motion, of process and dynamics, of causes and effects, of explanation
and narrative”[337]. In our case we use visual explanations as a form of
intermediate-level design knowledge – i.e., somewhere between particular
design instances, and general theory [161].

• Design concept: Portrayals of future designs [321]. As opposed to design
artifacts.

• Artificial intelligence (AI): “[A] cover term for a range of techniques for data
analysis and processing, the relevant parameters of which can be adjusted
according to either internally or externally generated feedback”[326].

• Public AI: AI used by public sector actors for supporting, augmenting or
automating decisions [265].

• Contestability: Open and responsive to human intervention, throughout
the system lifecycle, establishing a dialectical relationship between deci-
sion subjects and system operators [7].
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Appendix C
Envisioning Contestability Loops:
Infographic Description

The infographic shows a generic public AI system. It also shows several mecha-
nisms that can be added to create contestability loops. We walk through each in
turn.

First, we have a schematic public human-AI system (Figure C.1). We are taking
a socio-technical view [327]. The ‘system’ consists not only of technology but
also humans and their practices. This graphic presupposes that a system is
already in place. It does not depict its initial design and development.

As a first step, data comes into the system. Using a model, or set of rules, the
AI then uses this data to make a prediction. Then, we have one of two options:
either the system fully automatically translates the prediction into a decision, or
a human decides based on this prediction (and perhaps additional information).
In both cases, the decision impacts a citizen significantly. We call this person
the decision subject.

Fully
automated

Semi-
automated

Prediction is received
by human controller 

Human-AI system

Prediction is
automatically
translated into

decision

Decision subject is
impacted by 

decision

Human controller
makes decision

AI system makes 
predictionAI system

receives data 

! 

N
Y

P

P FINE

P

go!

#

Figure C.1
Infographic detail: Human-AI system.

Now we move on to the contestability mechanisms. First, interactive controls
(Figure C.2) intervene in the prediction-to-decision step. Humans, controllers,
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or subjects may have access to additional information that the AI does not. They
can supplement the prediction with this information and have it updated.

Decision subject 
or human controller

receives model prediction

Decision subject or
human controller adds
or changes model input

Decision subject 
or human controller

receives adjusted prediction

Interactive controls

P
! 
#

Figure C.2
Infographic detail: Interactive controls.

Next, we look at contestation after a decision has been made. So-called
intervention requests (Figure C.3). These can be broken down into explanations,
channels for voice, arenas for debate, and the obligation to respond. First, a
subject needs to be provided with an explanation of how a decision was made and
why it is desirable. Then, a subject must have access to channels by which they
can express their objection. This appeal should lead to a dialogical exchange of
viewpoints with a system representative in a so-called arena. Finally, the system
operators should be obliged to respond to objections. The obligation to respond
also implies that decisions must be reversible or repairable.

Decision subject
uses channel to express
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Intervention requests
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controller reconsiders

decision

Obligation to respond
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Explanations

Decision 
subject has a question

about a decision
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consults explanation

Channels for voice

Decision 
subject and human
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Decision subject
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decision
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Figure C.3
Infographic detail: Intervention requests.

Connected to the previous decision-appeal loop is a second-order monitoring
loop (Figure C.4). Here, a record of all decision appeals is kept. This record is
analyzed for patterns that indicate systemic shortcomings. A human operator
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is alerted to investigate if such a pattern is suspected. It is then up to the human
to decide on further action. A systemic flaw can require technology revision or,
further upstream, to revise policy.

A report is
forwarded to policy-
making and systems

development

Contestations are
collected in 

archive

Automated
process analyzes
contestations for 

patterns

If certain conditions
are met, a human 
reviewer is alerted

Human reviewer
decides on required

course of action

N
Y

?

!

Monitoring

!

Figure C.4
Infographic detail: Monitoring.

The following mechanism is about global contestability. Tools for scrutiny
(Figure C.5) are public resources that explain and justify the system as a whole.
These can be used by subjects or the broad category of ‘third party’ actors,
including journalists, and civil society organizations, to hold the system and
its operators to account. This mechanism is connected to policy and system
development, as well.

Tools for scrutiny

Decision subject
or third party accesses

information about AI system

Decision subject 
or third party becomes

aware of AI system
!

Figure C.5
Infographic detail: Tools for scrutiny.

Since we are explicitly dealing with public AI systems in this infographic, we
also have a mechanism for policy and system development (Figure C.6). Citizens
have access to various political tools for influencing systems. By means of repre-
sentative democracy, they can elect representatives that shape the policies that
ultimately lead to systems. However, citizens can also more directly participate
in policy and technology development. This mechanism produces the policies
that directly govern human controller behavior or are translated into technology.
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Policy & system development

Citizens 
participate in 
representative
democracy

Citizens directly
participate in
policy-making

Citizens directly
participate in system

development

Developers 
translate 

requirements into 
technical systems

Legislature Executive

Civil servants 
translate policy into 

requirements for 
developers

Civil servants translate 
policy into frameworks for 
guidance and control of 

human operators

The legislature and
executive negotiate

to create policy

Figure C.6
Infographic detail: Policy and system development.

The flow at the bottom (Figure C.7) shows the overarching motivation for all
these mechanisms. It shows how, under the influence of ongoing contestation,
systems are pushed over time toward an increasingly more accountable and
legitimate state.

Human-AI systems accountability and legitimacy increase over time

Stakeholders jointly
establish norms

AI systems are built,
deployed and

operated

Human-AI systems
make decisions that

impact people

Decisions are
explained and 

justified

Decisions are
contested

Human-AI system 
accountability and
legitimacy increase

i

! 
#

Figure C.7
Infographic detail: Accountability and legitimacy increase over time.
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Appendix D
Envisioning Contestability Loops:
Workshop Schedule

Total duration: 3–4 hours.

Set-up

□ Private room with free wall space, tables, chairs
□ Projector
□ Drinks, snacks
□ Handouts: visual explanation and case description
□ Information sheets and informed consent forms
□ Demographics forms
□ Grading forms
□ Presentation on laptop
□ A3 paper, post-its, pencils, and markers

Walk-in

• Participants arrive

Opening (15 mins)

• Welcome
• Introductions of all participants
• Overview of the workshop schedule
• Questions at this point?
• Informed consent (human research ethics)
• Demographics form
• BREAK
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Knowledge transfer (30 mins)

• Contestable AI (brief presentation)
• Visual explanation (big on screen and printed as handout)
• Case (brief presentation, and printed as handout)
• Questions?
• BREAK

Concept design work (60–90 mins)

• Design exercise explanation
• [Design work happens here.]
• BREAK mid-way and again at the end

Presentations and crit (10 mins)

• Presentations by participants of design concepts, including rationale
• Clarifying questions only
• BREAK

Focus group (30–60 mins)

• Individual completion of evaluation form
• [Focus group discussion happens here. See separate guide for details.]

Closing (5 mins)

• Final questions or comments from participants
• Thanks and closing

Wrap-up

Collect all. . .
□ Signed consent forms
□ Demographics forms
□ Concept design results
□ Completed grading forms
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Appendix E
Envisioning Contestability Loops:
Case Description

Overview

• Amsterdam has limited living space for both citizens and visitors.
• Citizens who want to rent out their home to tourists must meet certain

requirements.
• A maximum of 30 nights per year and 4 people at a time is allowed, and it

must be reported to the municipality.
• The municipality receives reports of possible illegal holiday rentals and

investigated with the help of an algorithm pilot program starting July 2020.
• The algorithm analyzes data from related illegal housing cases of the past

5 years to calculate the probability of an illegal holiday rental situation.

Functional description

Data

Identity and housing rights data: Minimized dataset from the Personal Records
Database (BRP), showing information about the identity and housing rights of
the residents; specifically: name; date of birth; gender; date of residence in
Amsterdam date of residence at the address; family composition; date of death.

Buildings data: Minimized dataset from the Registry of Addresses and Build-
ings (BAG), showing information about the building; specifically; address, street
code, postal code; description of the property; Amsterdam BAG-code, national
BAG-code; the type of home (rent, social rent / free sector, owner-occupied);
number of rooms; floor surface area; floor number on which the front door of
the apartment resides; number of building layers; description of the floor of the
residential property.
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Citizen Automated system Civil servant

Report possible 
housing fraud

Select relevant data

Use random forest 
regression to 

calculate probability 
of housing fraud

Use SHAP to 
calculate contribution 

of features to 
prediction

Surveilance & 
enforcement officers 
conduct investigation

Officers submit 
results to 

enforcement lawyer

Enforcement lawyer 
decides if there is a 

violation or not

Figure E.1
Flowchart of algorithmic system used for enforcement of illegal vacation rentals. Adapted
from the original by Linda van de Fliert.

Prior illegal housing cases: Data from any related illegal housing cases; specifi-
cally: starting date of investigation / report; stage of investigation; report code
number; violation code number; investigator code number; anonymous reporter
yes/no; situation sketch; user that created the report (including date), or edited
the report (including date); handling code number (type of case, allocation to
team); date when case closed; reason why case closed.

Model

• A “random forest regression” algorithm has been developed to find pat-
terns in a large amount of information about illegal housing.
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• The algorithm calculates the probability of illegal holiday rental at an
address based on related illegal housing cases from the past 5 years.

• The algorithm uses the probability tree principle to perform mathematical
calculations and take an average to generate the expectation of illegal
holiday rental at an address.

• The “SHAP” (SHapley Additive exPlanations) method is used to explain the
features in the data that resulted in high or low suspicion of illegal housing
so that employees can make a well-considered decision.

• The algorithm must be carefully calibrated to avoid overfitting and catego-
rizes continuous data points to better reach a conclusion.

Non-discrimination

• The algorithm was developed using a privacy impact assessment to ensure
that sensitive information is not included.

• The dataset used in the algorithm only includes critical information to
determine if the Housing Act is violated.

• The data used for the algorithm comes from previous illegal holiday rental
cases to ensure good-quality data.

• The algorithm may indirectly lead to undesirable differences in treatment
between cases, so the AI Fairness 360 toolkit is used to address algorithmic
bias during the pilot.

• Further research will be conducted to ensure that the algorithm is fair and
unbiased.

Human oversight

• Automated decision-making is not used in the investigation of suspected
illegal holiday rentals.

• The algorithm assists the employee in identifying the most probable cases
of illegal holiday rental, which they can then prioritize for field investiga-
tion.

• A visualization of the algorithm’s risk assessment is provided to the em-
ployee to help them decide whether to follow its recommendation or not.

• The supervisor and project enforcer are responsible for determining if
there is actually a case of illegal housing.

• The algorithm has a significant influence on the planner, but it does not
make independent decisions. Employees receive training to recognize the
opportunities and risks of using algorithms.
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More information

• City of Amsterdam private vacation rental service (in Dutch): https://ww
w.amsterdam.nl/wonen-leefomgeving/wonen/vakantieverhuur/

• This system’s Algorithm register entry: https://algoritmeregister.
amsterdam.nl/en/illegal-holiday-rental-housing-risk/

Appendix

Amsterdam tourism policy

• The city of Amsterdam considers tourism as an important source of in-
come and employment, but also acknowledges its negative impact on the
livability of the city.

• The city is working on a sustainable tourism policy to ensure that tourism
contributes to the quality of life in the city without causing overcrowding,
nuisance, or damage to the environment.

• The measures being taken by the city include limiting the growth of hotels
and holiday rentals in busy areas, promoting lesser-known neighborhoods
and attractions, and stimulating sustainable modes of transport.

• The city also aims to tackle the nuisance caused by large groups of tourists
and monitor the impact of tourism on the city to adjust policy if necessary.

• More information about the city’s tourism policy can be found here (in
Dutch): https://www.amsterdam.nl/bestuur-organisatie/vol
g-beleid/toerisme/

Random forest regression

• Random forest regression is a type of machine learning algorithm used for
regression tasks, which involve predicting a continuous numerical value.

• It works by constructing many decision trees and aggregating their pre-
dictions to make a final prediction.

• Each decision tree is trained on a random subset of the available features
and a random subset of the training data.

• The randomness introduced in building the trees helps to reduce the risk
of overfitting and improves the accuracy of the model.

• Random forest regression is a popular and powerful tool for predictive
modeling in many fields, including finance, healthcare, and engineering.

https://www.amsterdam.nl/wonen-leefomgeving/wonen/vakantieverhuur/
https://www.amsterdam.nl/wonen-leefomgeving/wonen/vakantieverhuur/
https://algoritmeregister.amsterdam.nl/en/illegal-holiday-rental-housing-risk/
https://algoritmeregister.amsterdam.nl/en/illegal-holiday-rental-housing-risk/
https://www.amsterdam.nl/bestuur-organisatie/volg-beleid/toerisme/
https://www.amsterdam.nl/bestuur-organisatie/volg-beleid/toerisme/
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Figure E.2
A random forest regressor is constructed from multiple decision trees, the predictions of
which are averaged. (Source: Keboola.)

SHAP

• SHapley Additive exPlanations (SHAP) is a method for explaining the out-
put of machine learning models.

• It is based on game theory and uses the concept of Shapley values to assign
importance to the input features that contribute to the output of the model.

• The method calculates the contribution of each feature by comparing the
model’s predictions with and without that feature.

• SHAP produces a set of explanations for each data point, which can help
to interpret and understand the model’s behavior.

• It is a flexible and model-agnostic method, meaning it can be applied to a
wide range of machine learning models.

• More on SHAP: https://shap.readthedocs.io

Shapley values
• Shapley values are a concept from cooperative game theory.
• They measure the marginal contribution of each player in a coalition game.
• Shapley values have been adapted to machine learning as a way of assign-

ing importance to input features in a model.
• In this context, the input features are treated as players in a game, and the

output of the model is treated as the payoff.

https://shap.readthedocs.io
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Figure E.3
Explaining feature impacts on model output of a housing price prediction random forest
regressor using a SHAP beeswarm summary plot. (Source: Towards Data Science.)

Figure E.4
Explaining feature impacts on a single housing price prediction by a random forest re-
gressor using a SHAP bar plot. (Source: Towards Data Science.)

AI Fairness 360 toolkit

• The AI Fairness 360 (AIF360) is an open-source toolkit developed by IBM
to help detect and mitigate bias in machine learning models.

• The toolkit includes a comprehensive set of metrics, algorithms, and tuto-
rials that can be used to analyze and mitigate various forms of bias.

• The AIF360 toolkit can be used across various industries and domains to
promote fair and trustworthy AI systems.
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• The toolkit includes various components such as data preprocessing, bias
detection, bias mitigation, and bias visualization.

• The AIF360 toolkit has been used in various real-world applications, in-
cluding hiring and lending decisions, to ensure that AI systems are fair
and unbiased.

• More on AIF360: https://aif360.mybluemix.net

https://aif360.mybluemix.net
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Appendix F
Envisioning Contestability Loops:
Focus Group Guide

Notes

• Make sure all results of the workshop are visible to all participants during
the focus group.

• A focus group discussion can be relatively unstructured. But be sure to
cover the points below in some depth.

• The discussion duration should be around 30–60 minutes.

Set-up

• Recap what we just did (the concept design workshop), and why (to apply
the visual explanation to a real-world case).

• Introduce the focus group’s purpose: to explore the group’s experiences
with the visual explanation.

• Go over the ground rules:
– Put your phones on silent
– If you need to leave (to take a call, go to the bathroom, etc.) do so

quietly
– Talk to each other, not just the moderator
– There are no right or wrong answers
– Feel free to disagree, but in a respectful manner
– Try not to talk over each other, because this makes it harder to tran-

scribe the recording later
– The moderator can always interrupt to remind people of the rules

• Final questions before we begin?
□ START RECORDING
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Starting questions

• Do you use visual explanations in your practice (as a process tool)? Can
you give any examples?

• What would you say makes a good visual explanation, or other design tool
for inspiration, in general?

• How do you feel about the results of your concept design work just now in
general? Are you satisfied? Why/why not?

The concept designs

• How do the design concepts compare to the properties of contestable AI
systems described by the framework?

– Interactive controls?
– Intervention requests (incl. explanations)?
– Tools for scrutiny?
– Monitoring?
– Participatory policy-making and systems development?

• Do the concept designs propose features that are not described in the
framework and/or the visual explanation?

Working with the visual explanation

(Note: The questions below mirror the evaluation criteria from the form that the
participants have completed individually before this focus group.)

• Did the visual explanation support your task? Why/why not?
• Was using the visual explanation easy to learn? Was it quick to use?

Why/why not?
• Did the visual explanation contain all necessary information? If not, what

was missing?
• Was the visual explanation adaptable to your process? Why/why not?
• Did the visual explanation inspire new ideas? Did it have the right level of

abstraction? Why/why not?
• Was the visual explanation pleasant to use? Do you consider it attractive

to look at? Why/why not?
• Are there any other strengths or weaknesses of the visual explanation that

we did not cover?
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Closing

• Why did you choose to join the workshop?
• What was it like to participate?
• Any other questions or comments?





267

Appendix G
Envisioning Contestability Loops:
Concept Design Summaries

These summaries were auto-generated using ChatGPT (May 24 Version for
workshops 1–3, and July 20 version for workshops 4–5)1 with the following
prompt:

“Can you summarize the following description of a design concept for a con-
testable algorithmic system in 150 words or less, using plain and straightfor-
ward language?” [Raw transcript of design concept verbal description pasted
on subsequent line.]

We then checked the summaries against the original transcripts and lightly
edited them for correctness.

1. https://help.openai.com/en/articles/6825453-chatgpt-release-notes

https://help.openai.com/en/articles/6825453-chatgpt-release-notes
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Figure G.1
Concept design 1 from workshop 1 (C1.1). Suggests implementing a transparent and fair
approach to assess the behavior of citizens in Amsterdam. Initially, everyone starts with a
clean status, and annual assessments are conducted for all citizens, regardless of whether
they have been reported or not. The system aims to detect illegal renting practices, and
individuals who report potential violations will be checked anonymously. The number of
complaints filed by a person will be logged and considered in the selection process, as it
indicates their behavior patterns. Immediate reports will be provided to individuals under
investigation, allowing them to organize their defense early on. The algorithm’s selection
mechanism will be open to inspection by organizations like Bellingcat and Follow the
Money. The annual assessment will provide individuals with information on their fraud
listing status and an explanation of why the city of Amsterdam has chosen this approach.
Additionally, the system will offer guidance on how individuals can challenge the rules and
seek support from political parties if they disagree with the city’s vision on tourism. The
AI character, representing the system, should be carefully designed to ensure it portrays
a fair and informative entity rather than an intimidating presence. (Summarized from
771 words.)
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Figure G.2
Concept design 2 from workshop 1 (C1.2). Addresses issues related to complaints and the
impact of platforms like Airbnb on neighborhoods. The idea involves creating a visible
indicator outside homes, similar to hotel signs, to indicate if a property is being rented out.
This would help people understand the situation before filing a complaint. Additionally,
when authorities investigate a complaint, they would bring a report indicating the specific
indicators that raised suspicion, such as previous incidents or neighborhood characteris-
tics. The concept also emphasizes the need to consider collective effects beyond individual
complaints, such as changes in neighborhoods due to short-term rentals. It proposes
using data from sources like the Chamber of Commerce to understand broader societal
trends rather than solely relying on individual statistics. The role of companies is also
highlighted, suggesting they could discourage renting in already saturated neighborhoods.
Personal matchmaking and the redistribution of profits from rentals are mentioned as
additional considerations. Overall, the concept aims to balance individual concerns with
collective impacts, enhance transparency, and encourage a more comprehensive ap-
proach to address issues related to short-term rentals. (Summarized from 672 words.)



270 Appendix G

Figure G.3
Concept design 3 from workshop 1 (C1.3). Proposes a system for sharing valuable space
in a positive and fair way. Instead of focusing on fraud detection, the idea is to encourage
individuals to share their empty space with others. A contextual analysis is performed
to determine if a person meets the conditions for sharing their space. If they do, the
system helps them find a suitable tenant, aiming to bring together diverse individuals who
wouldn’t have otherwise met. The feedback loop suggests that any financial gains from this
sharing could be shared among participants in some manner. To prevent misuse of the
sharing space as a business opportunity, a fraud assessment is conducted. However, it’s
important to assess the severity of the offense, differentiating between minor and major
infractions. Small mistakes allow individuals to restart the process, whereas deliberate or
significant offenses result in immediate action. Rather than imposing immediate fines,
the system considers an individual’s past behavior and weighs their positive contribu-
tions against negative actions. This approach values and rewards those who consistently
contribute positively over time. The concept also suggests the possibility of redistributing
capital as a form of justice within the system. (Summarized from 691 words.)
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Figure G.4
Concept design from workshop 2 (C2). Begins with notifications, followed by data collection
based on a specified description. The report is compiled from various sources and fed
into an AI. The goal is to allow the “decision subject,” such as a landlord or an individual
affected by the decision, to have influence and oversight over the data collected about
them. The system should incorporate rules governing the functioning of the AI and factors
influencing its decision-making. Transparency and the ability to dispute the outcomes are
important. The proposed outcome involves providing the decision subject with a visual
representation of the official’s perspective and the factors leading to the decision. However,
the challenge lies in ensuring that the official’s presentation remains unbiased, as the
design itself can influence decisions. Additionally, the system should address biases that
may arise from the civil servant’s assessment. This interpretation aspect requires special
attention to ensure its integrity. Regular notifications and visibility into AI outcomes allow
individuals to contest the rules and processing methods. A solution is needed to address
biases at both the AI and interpretation levels. (Summarized from 360 words.)
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Figure G.5
Concept design from workshop 3 (C3). Focuses on transparency, dialogue, and feedback.
The system aims to provide a full picture of information, including metrics and sources, to
understand why a report is generated and how decisions are made. It encourages dialogue
and feedback from both decision subjects and users to improve the system and make it
more transparent. The concept involves involving developers and the public in system
development and sharing success rates to engage them. It also addresses the communica-
tion and impact on individuals being investigated, emphasizing a human approach and
minimizing negative effects. The design includes monitoring and collecting feedback,
considering both the human and technical aspects. It also highlights the importance of
results and ethical discussions while improving the system’s fairness and effectiveness.
Additionally, the concept suggests involving law enforcement for valuable insights and
patterns, and exploring ways to account for errors and improve accuracy. The aim is to
create an open, collaborative system that continuously improves with public input and
helps achieve desired societal goals. (Summarized from 3090 words.)
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Figure G.6
Concept design 1 from workshop 4 (C4.1). Aims to address fraud cases and provide
transparency and accountability. When a report indicates potential fraud, a fine is issued,
and the person can access an “inference dashboard” showing the factors influencing the
decision. The key addition is a “monitoring dashboard” that operates on an aggregated
scale, visible to both policymakers and the public. This dashboard has three parts: (1)
Overall statistics: Showing the proportion of normal days versus fraud cases over time,
giving context and aiding policy adjustments. (2) Contributors: Highlighting features and
their impact on the system (e.g., location or age) with explanatory statements for better
policymaking. (3) Bias overview: Monitoring model drift and bias evolution over time
to identify potential issues. By implementing this system, it becomes possible to steer
policy decisions based on data, promote fairness, and build public trust in algorithmic
processes. (Summarized from 388 words.)
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Figure G.7
Concept design 2 from workshop 4 (C4.2). Focuses on creating an explainable and trans-
parent process for handling fraud reports. The system aims to allow citizens and experts
to understand how the algorithms work and how decisions are made. To achieve this,
the system would route algorithm parameters and results to a website where they can be
presented in a more human-readable manner, using anonymized personas to illustrate
examples. The process involves human intervention, where experts can review algorithm-
generated results and provide qualitative feedback, which is then recorded in the system.
If a charge is levied based on the algorithm’s assessment, the system ensures that the
charge is clearly explained, and the individual has the option to contest it before paying.
The contesting process is designed to allow citizens to challenge decisions with relevant
evidence. However, some challenges remain, such as determining time limits for contes-
tation and addressing potential biases in the system. Implementing the system requires
considering policy implications and finding ways to aggregate and present bias-related
data to address recurring patterns. Overall, the design concept aims to empower citizens
by giving them agency in influencing decisions made by the algorithmic system while
ensuring transparency, fairness, and accountability throughout the process. (Summarized
from 1197 words.)
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Figure G.8
Concept design 3 from workshop 4 (C4.3). Involves contesting various aspects of the
process. It begins with legislation, suggesting the need for more empathy and understand-
ing rather than just imposing fines. The second step is contesting the report, where the
accused is notified and given options to make things right before the process starts. The
accuser can also receive feedback and decide whether to proceed or not. Instead of relying
solely on a human controller, the idea is to let the accuser and accused work things out
together, fostering empathy and understanding during the process. The final aspect is
contesting the algorithm, allowing individuals to challenge the analysis provided by the
algorithm along with the report. This approach aims to improve the system’s fairness
and effectiveness while promoting collaboration and empathy between parties involved.
(Summarized from 643 words.)
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Figure G.9
Concept design 1 from workshop 5 (C5.1). Involves identifying vulnerable individuals
related to Airbnb rentals and using a step-by-step process to handle potential issues. The
primary target is "Joke," an Airbnb host who unintentionally commits fraud by forgetting
her registration number. The system triggers an alert and provides instructions for her to
rectify the situation. If she fails to respond or disputes the decision, a handhaver (enforce-
ment officer) intervenes. During this process, there are opportunities for her to provide
feedback and challenge the algorithm’s decisions. It’s essential to give enough time be-
tween steps to accommodate adjustments and feedback. The system aims for transparent
decision-making and swift resolution while considering the user’s circumstances and
ensuring fairness. (Summarized from 949 words.)
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Figure G.10
Concept design 2 from workshop 5 (C5.2). Involves a circular process. It begins with collect-
ing reports of potential issues or disturbances. The system aims to make this information
transparent to the affected individuals, allowing them to verify its accuracy. Using the col-
lected data about the property and people involved, the model then assesses the likelihood
of fraud. When a staff member reviews the case, they have access to the prediction’s cer-
tainty level, aided by explanations from SHAP. The system facilitates communication with
the affected person without immediately accusing them of fraud, allowing for validation
and potential corrections. The decision-making process also considers human judgment
and explores whether policies need adjustment. Two key stages are determining whether
to initiate an investigation and deciding whether to impose a penalty, with a focus on
ensuring proportionate consequences for intentional versus unintentional errors. The
system aims to provide insight into the rules while minimizing administrative burdens
for individuals and allowing intervention when needed. (Summarized from 863 words.)
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