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Abstract

Meetings are a vital part of discussions and ne-
gotiations. Unfortunately, individuals often leave
with a vague understanding of the topics covered
during the meeting and tend to forget even more
of what transpired as time goes on. Driven by
previous research that attempts to solve the issue
by using architectural shapes as a way of remov-
ing ambiguity along with recent advancements in
Automatic Speech Recognition (ASR) and Natural
Language Processing (NLP) this research attempts
to improve user understanding of key topics dis-
cussed in meetings by combining ASR models with
NLP tools to create a visual summary that would
improve user understanding of key topics covered
during meetings. To achieve this the research uti-
lizes the speech-to-text transcription and speaker
identification capabilities of the WhisperX model
with noun phrase extraction features provided by
Spacy and key topic recognition functionality of
Microsoft’s DeBERTa model. Finally, the data is
presented as a node-based graph utilizing the D3.js
library. The results show that the system is able to
identify between 33% - 58% of meeting key top-
ics. This shows the potential of combining ASR
models with NLP tools for creating concise meet-
ing summaries but also raises new questions such
as why some topics were missed, how the system
performance can be improved, and how to design
an optimal user interface for such a task.

1 Introduction
Meetings are a key component in discussions, planning, and
negotiations. In addition, research has shown that work-
ers sometimes spend more than half of their working hours
in meetings [1] [2]. However, individuals often leave these
meetings with a different or incomplete understanding of the
topic/s discussed. This can sometimes lead to frustrations or
some individuals even claim that meetings are a barrier to
productivity [1] instead of a helpful mutual discussion. Addi-
tionally the more abstract the topic of the meetings is the less
understanding people have of it when they leave [3].

Previous research has addressed this issue by using archi-
tectural shapes in order to improve understanding of com-
plex discussions of questions/topics that have no definitive
solution [4], these questions are sometimes referred to as
wicked problems [5]. This approach named the Shape lan-
guage (VoormTaal in Dutch)[4] leverages a set of geometric
shapes such as spheres, pyramids, etc. as a tool for removing
some of the abstractions in order to facilitate clearer com-
munication and comprehension of the topics. The way these
meetings were set up is as follows: Participants were given a
topic such as ”How should communities and real estate com-
panies perceive and adapt to hazard risks?”. They then needed
to discuss this topic using shapes from the ”Shape language ”
as visual and tactile communication aids. These shapes repre-
sent key topics such as: pyramids represent hazards, spheres

communities, cubes real estate companies, etc. As shown in
Figure1.

Figure 1: Meaning behind each shape used during the shape lan-
guage meeting: 2 - pyramids represent climate hazards, 3 - plates
represent barriers to what is known, 4 - spheres are different com-
munities, 5 - cubes represent real estate companies, 6 - bridges rep-
resent pathways to reach adaptation, 7 - the large sphere represents
the society, 8 - the large sphere on the cube represents the integration
of the real estate companies and society

Furthermore, all the meetings conducted for the previ-
ous research explored questions and issues related to cli-
mate adaptation in the Netherlands. Although the above-
mentioned research provides a valuable visual aid and solu-
tion for a better understanding of complex discussions during
a meeting it does not address the issue that on average indi-
viduals forget over 60% of newly given information after only
1 day and this gets worse as time progresses [6].

To address the issues this research will explore a more tech-
nical solution, namely combining automatic speech recogni-
tion (ASR) models with natural language processing (NLP)
tools to create a node graph-based key topic summary of the
gathered meeting audio data.

Existing research in the domain of speech-to-text conver-
sion, such as OpenAi’s Whisper model provides a model for
accurately converting audio recordings into text [7]. Addi-
tionally, speaker identification tools, also known as speaker
diarization tools such as Pyannote [8], can be combined
with the Whisper model to facilitate accurate speech-to-text
conversion with speaker identification (WhisperX model
[9]). Moreover, a tool such as spaCy [10] can extract noun
phrases. Finally, the noun phrases can be passed to the
Microsoft DeBERTa model [11] along with pieces of the
meeting text. The model can then determine which of the
noun phrases are most likely the focus of the provided text
also known as key phrases. While individually these tools
are able to create key components that can contribute to
meeting summaries combining them to create a visual key
topic summary and how this would contribute to individual
understanding of meetings remains unexplored.



The research aims to answer the following question:
How can automatic speech recognition and natural lan-

guage processing tools extract key meeting topics to create a
visual summary of meeting audio data?

The paper is structured as follows: In Section 2 an
overview of related work is provided. Section 3 describes the
dataset of climate adaptation meetings along with the mod-
els and tools used to address the research question. Section 4
presents the experimental system workflow and describes the
experimental setup. In Section 5 the research results are pre-
sented. Section 6 analyzes the results along with their impli-
cations and relevance for the research goals. In section 7 the
conclusions of the research and potential directions for future
work are addressed. Finally, Section 8 describes responsible
research practices used during the research.

2 Related Work
Similar research has been conducted in implementing a slid-
ing window approach to create a summary of meeting min-
utes [12]. While this approach gives a promising way of au-
tomatically creating meeting minute summaries it is not able
to extract key topics for a shorter more concise way of show-
ing meeting data. Additionally, it is not able to provide data
that can be presented in a visually appealing way in a graph-
based user interface.

Furthermore, with recent advancements in artificial intel-
ligence researchers have investigated whether conversational
artificial intelligence models based on Generative Pre-trained
Transformers (ChatGPT) can be used for dialogue summa-
rization [13]. Although this research utilizes a powerful state-
of-the-art model its findings show that the models tend to pro-
duce overly long summaries. Although this improves when
the models are given more specific prompts, this research still
isn’t able to create a short key topic-focused summary or vi-
sualize it in an engaging way.

Additionally, using unsupervised approaches for automatic
keyword extraction from meeting transcripts has been ex-
plored [14]. While this research presents a good foundation
for extracting keywords it only relies on traditional unsuper-
vised methods such as term frequency, inverse document fre-
quency (TFIDF), and word clustering, rather than leveraging
state-of-the-art pre-trained models. Additionally, the research
paper itself shows that approximately 30% of the extracted
keywords were rejected by human evaluators.

Furthermore, due to an existing need for visualizing meet-
ing data in an interactive and user-friendly manner re-
searchers have proposed web user interface designs that show
meeting data as a graph [15]. While this research proposes
a node-based graph representation of meetings with a time
slider component the user interface design is quite outdated.
In addition, the research explores a conceptual design idea
rather than implementing a working system that is able to
summarize meeting data from meeting recordings.

3 Methodology
This section describes the dataset, models, and tools used in
the research. It begins with an overview of the dataset col-

lected from meetings conducted using the Shape language.
The subsequent subsections present the models and tools used
in the study, along with the reasons they were chosen.

3.1 The dataset
The research will focus on audio data gathered from meet-
ings of the Shape language. This data is from a preexist-
ing dataset gathered as a part of a three-part master’s thesis
that combines communication and architecture. Specifically,
the Shape language meetings were collected for ”Part III -
Speaking through form” [4]. That is, four meetings were held
with four participants, each of whom was required to discuss
wicked problems/problems with no definitive solution. The
question each group was given is shown in Figure 2.

Figure 2: Discussion questions assigned to groups

Each of the four meetings lasted between twelve to fifteen
minutes. Right after each meeting was concluded, all the
participants of each group were asked to give one list of key
topics and their associated shapes. The key topics from each
of these lists are considered the most relevant key topics
for the associated meeting and will be used to evaluate the
performance of the proposed system.

3.2 Speech-to-text
For transcribing the audio data into text along with identify-
ing which part was spoken by which participant this research
utilizes the WhisperX model [9]. WhisperX is a model that
combines OpenAi’s Whisper model [7] and pyannote [8] to
facilitate audio transcription with speaker identification, also
known as speaker diarization. This model was chosen due
to the Whisper model itself performing well across various
datasets, as shown in Figure 3.

Figure 3: Whisper word error rate (WER) performance compared to
other commercial ASR services [7]



Additionally, the model also performs similarly or even
better than professional human transcribers [7]. Unfortu-
nately while high performing the model itself does not sup-
port speaker diarization. On the other hand, Pyannote is an
open-source toolkit designed for speaker diarization that does
not support speech-to-text but performs well for speaker iden-
tification across various datasets [16] [8]. After attempting to
combine Whisper and Pyannote, it was discovered that tran-
scribed audio data timestamps have a tendency to not match
and that additional preprocessing is required. Therefore the
WhisperX model was chosen as a high-performing modified
version of Whisper that supports speaker diarization. [9].

3.3 Parts of Speech Identification
Parts of speech identification is an area of Natural Language
Processing (NLP) that deals with assigning grammatical cat-
egories such as nouns, verbs, etc. to words in a given text.
Assigning these grammatical categories enables NLP tools/-
models to identify the semantic meaning of a word in a sen-
tence. This feature will be used to identify potential key top-
ics in segments of text. For parts of speech identification, this
research will use SpaCy.

SpaCy is an open-source Natural Language Processing
(NLP) library [10]. This library was chosen for its pre-
trained language models, more specifically for its English
large model (en core web lg) [17]. The specific model was
chosen for its part of speech tagging (POS), static word vec-
tors, and similarity comparison capabilities. Due to being
trained on part of speech tagging (POS), the model is able to
extract noun phrases/noun chunks accurately. A noun phrase
is a group of words that consist of a noun and words that fur-
ther describe/define the noun.

This research will utilize the extracted noun phrases to con-
struct lists of potential key topics that can be incorporated into
a meeting summary. Additionally, spaCy’s similarity func-
tion which uses static (pre-trained) word vectors, will be used
for comparing the extracted words with a list of key topics
for each meeting in order to evaluate the performance of the
system.

3.4 Zero-shot classification
Zero-shot classification in Natural Language Processing
(NLP) is a task where a pre-trained model is expected to
classify previous unseen data (data it has not been trained
on) [18]. This approach enables accurate data classifi-
cation on small datasets without the need for training a
model on the dataset. A high-performing model of this
type is the DeBERTa-v3-Large-Zero-Shot-v2.0 model [11].
The DeBERTa-v3-Large-Zero-Shot-v2.0 is a model from
the Microsoft zero-shot-v2.0 series of models. The mod-
els from this series are zero-shot versions of the Microsoft
DeBERTa (Decoding-enhanced BERT with disentangled at-
tention) model. The DeBERTa model is an enhanced
transformers-based model able to capture the meaning of
words within the context of the text they are in. This enables
the model to extract likely key topics from the provided text.

The research will utilize the features that the zero-shot De-
BERTa model offers to extract the most likely key topics from
transcribed meeting audio data without prior training.

3.5 Data visualization
As previously stated when data is complex or abstract individ-
uals have a harder time understanding it [3]. This is why this
research motivated by previous research in using the Shape
language as a tool for better understanding [4] along with
studies that show that visualizing data can improve under-
standing and decision making [19] aims to present the sum-
marized meeting data in a visual and appealing way. To do
so this research utilizes the D3.js library. D3.js (Data-Driven-
Documents) is an open-source and versatile JavaScript library
used for data visualization [20]. The library was chosen due
to its versatility, dynamic data presentation capabilities, and
large user community. The research will utilize this library to
create a node graph with a time slider component represent-
ing summarized key topics of the meeting data.

4 Experimental Setup
This section describes the experimental setup, starting with
the data processing pipeline, which includes audio transcrip-
tion with speaker recognition and key topic extraction, fol-
lowed by data visualization. An overview of the entire system
architecture can be seen in Figure 4.

Figure 4: System architecture diagram

4.1 Data Processing
In order to visualize and summarize meeting audio data the
data needs to be converted into a textual format and pro-
cessed. This section describes how this is achieved:

Audio transcription with speaker diarization
The required first step is processing the audio data recorded
during the Shape language-based meetings into a textual for-
mat. This is done by passing the recordings to the Whis-
perX model [9] which transcribes the meeting audio and as-
signs each generated text segment its respective speaker, start
time, and end time. The speakers are not known due to
WhisperX’s internal logic and are labeled as SPEAKAER 00,
SPEAKER 01, etc. The start time and end time are shown in
seconds.

Key topic extraction
Once the audio data has been transcribed and speakers identi-
fied it needs to be further processed to acquire a dataset of key
focus points/key topics of each speaker during the meetings.



To obtain a list of candidate words for key topics the tran-
scribed data is passed through spaCy, which then facilitates
noun phrase extraction [10]. To further improve the generated
list of candidate noun phrases a stop word list from the Nat-
ural Language ToolKit (NLTK) [21] is applied to the dataset
to remove stop words that add no value to the context. This
is done to reduce the dataset and improve the performance
of the system [22]. After the list of candidate noun phrases
is obtained the list along with the respective data segment
is passed to Microsoft’s DeBERTa-v3-Large-Zero-Shot-v2.0
NLP model [11] which ranks how likely it is that each noun
phrase is the key topic of that data segment and returns the
highest ranking one.

4.2 Data visualization
The d3.js library is used to create a web-based node graph
that shows key topics with their respective speakers across
time frames. Once the audio data is transcribed into text and
key topics and their speakers are identified within the set time
frames the meeting data is transformed into a format that is
accepted by the d3.js library.
"nodes": [

{ "id": "topic", "startTime":,"endTime": },

{ "id": "SPEAKER_00", "startTime":, "endTime": }

],

"links": [

{ "source": "SPEAKER_00", "target": "topic", "startTime":, "endTime": }

]

As shown above, the data is represented as follows: Both
the speakers and key topics are represented as nodes with
their respective speaker or topic, start time, and end time of
the time frame in which they are mentioned. They are con-
nected by edges that each have their source, destination, start
and end time of their respective time frames. The final re-
sult is a web-based UI that shows key topics each speaker
addresses during the meeting as shown in Figure 5.

Figure 5: Data visualization graph

5 Results
To evaluate the results of this research the meeting audio data
from the dataset of 4 meetings conducted with the Shape lan-
guage is parsed through the experimental setup. The metrics

this research focuses on are: How many topics are extracted
from the meeting audio? How many key topics are discussed
in each meeting? How many of the key topics does the exper-
imental software recognize and with what frequency? After
evaluating the data produced by the experimental setup the
following results were obtained:

Group

Total
number
of ex-
tracted
topics
in sum-
mary

Number
of key
topics

Correctly
identi-
fied key
topics
(%)

Total
number
of occur-
rences
of key
topics

Group 1 93 18 33.33% 9
Group 2 78 16 37.50% 10
Group 3 87 12 58.33% 12
Group 4 92 13 46.15% 11

Table 1: Key topics extraction results

As shown in Table 1, the experimental framework identi-
fied between 78 and 93 topics discussed during the meetings.
Considering that each meeting lasted between 12 and 15 min-
utes this means that the framework identified approximately
6 discussed topics per minute. As the meetings had 4 partic-
ipants each this is to be expected and is a good balance be-
tween identifying too many keywords and possibly missing
entire discussion points. Each meeting also covered between
12 and 18 key topics. The amount of topics depended on the
complexity of the question that needed to be discussed during
a meeting. From a list of key phrases the framework identified
between 33% and 58% of the key phrases. This indicates that
the framework is able to successfully identify the key phrases.
Which key phrases were identified out of a list of key phrases
for each meeting is shown in Figure 6.

Figure 6: Table showing key topics per group. Identified topics are
displayed in bold blue text.

Moreover, as shown in Figure 7, most key phrases were
identified multiple times, with one topic being identified 7
times. This further supports the fact that the proposed speech



recognition and natural language processing system is able
to extract key meeting topics well. It also confirms that the
system not only identified the key phrases correctly and in-
tentionally but can identify them consistently when spoken
during the meetings.

Figure 7: Frequency of correctly identified key topics per group.

6 Discussion
The results of the experiment demonstrate that the frame-
work is able to extract topics spoken during meetings and is
also able to identify 33-58% of the key topics multiple times.
These numbers show that the experimental framework is able
to retain meeting key topic information better than average
individuals who tend to forget over 60% of newly attained
information within 24 hours and even more as time goes on
[6]. While this indicates a degree of success it also raises the
question of why some of the key topics were missed.

One of the potential reasons for these results is the na-
ture and context of the meetings themselves. Namely, the
meetings were centered around open-ended complex ques-
tions that had no final answer. Additionally, there is the hu-
man factor to consider. Meeting participants usually do not
know how to structure meetings well and tend to go off-topic
during meetings [1]. This means there is a possibility that
some of the key topics were never addressed during a meeting
thus the framework had no way of identifying them. Another
possible reason for the results could be due to people having
a tendency to rephrase key ideas or use synonyms that were
not recognized by the framework.

An additional angle to explore in an attempt to answer why
some key topics were not identified are the limitations of the
system itself. One such limitation is the Whisper model the
system uses could have struggled with transcribing the speech
from participants due to some of the audio data being noisy
and all participants being non-native English speakers. Ad-
ditionally, the used Whisper model is a pre-trained model

with an average word error rate (WER) of 10% [7]. This
means that some words from the dataset could have been in-
correctly transcribed. Another observation during the exper-
iment is that obscure words that rarely occur in the training
data corpus were at times replaced with other similar words
such as ”subsidence” (”soil subsidence”) being transcribed as
substance. This is expected behavior due to the model not
having enough training data for those specific words.

7 Conclusions and Future Work
This paper explores the possibility of combining Automatic
Speech Recognition (ASR) models with Natural Language
Processing tools for the purpose of extracting key meet-
ing topics for a meeting summary. The experimental setup
demonstrates that the proposed system can identify 33% to
58% key meeting topics confidently. These results show that
the proposed system can be used to improve user understand-
ing and retention of information acquired during a meeting.
The abstract and complex nature of the meetings held shows
that the system can be used for meetings covering various
topics of various complexity.

While the presented results are quite promising they raise
new questions such as how the system could be improved and
how an effective user interface could be designed.

To address these questions, further research should be un-
dertaken in several key areas. This includes research into sys-
tem optimization to improve performance, conducting exten-
sive user studies to gain a deeper understanding of user behav-
ior and comprehension during meetings, and an exploration
of web user interface design principles to create an effective
interface for visualizing summarised meeting data.

8 Responsible Research
While conducting research it is important to consider the eth-
ical implications of said research along with the integrity and
reproducibility of the achieved results.

One of the ethical implications observed during this re-
search is the fact that the meetings were conducted with hu-
man participants. However, the dataset used was collected
for previous research so all of the participants have already
given permission for the meeting data to be used. Further-
more, their faces and names are not visible anywhere in the
dataset, and the dataset will not be shared with anyone outside
of this research. Additionally, after the research is completed,
the recordings will be deleted. Another ethical implication
to consider is that this research builds upon preexisting soft-
ware. The researcher was careful to only choose models and
software with an appropriate open-source license that allows
for them to be used in research. To comply with the condi-
tions of these licenses, and therefore respect the wishes of the
original authors, all required license files are included in the
codebase.

Regarding integrity and reproducibility of the research re-
sults the results were obtained by passing the meeting audio
data through the system without modifying or altering the
data. Additionally, the system proposed in this paper builds
upon several models and tools which are all publicly available
and have an open source license as stated above. This ensures



that these models and tools can be accessed and used in future
research. In order to ensure reproducibility the methodology
and experimental design are described transparently and in
detail in Section 3 and Section 4.
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