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2.2.3 OUTDIR

SEED

2.2.5 RESUME

Definition

Definition

Definition

The starting point of our fake images.

Get the specific image

Set the base dataset

figure10. The different outdir

02 GANs’ factors



SNAP

FREEZED

MIRROR

CFG

Definition

Definition

Definition

Definition

How often a fake image and .pkl file should be output
(snap value = per tick count, four means every four ticks)
snapshot: show the process of the fake images

How many layers of the discriminator to freeze during the resume process

Add to the dataset by flipping the images during trainning (left-to -right, top-to-
bottom)

The network configuration to use. 



03.GANs’ pipeline

Pipeline

This documentation describes the preparation and training process for StyleGan2 
based on the resources from the landscape.

Dataset resources

GAN

Platform

landscape          

StyleGan2

1.QGIS
https://www.qgis.org/en/site/

2. Earth Engine 
https://code.earthengine.google.com/6ff-
9098c905a8cd57be548baf4f2835f

3. Colab1 - Get the dataset 
https://colab.research.google.com/github/dvschultz/
stylegan2-ada-pytorch/blob/main/SG2_ADA_Py-
Torch.ipynb



4.  Colab2 - Stylegan2
https://colab.research.google.com/github/dvschultz/
[https://colab.research.google.com/github/dvschultz/
stylegan2-ada-pytorch/blob/main/SG2_ADA_Py-
Torch.ipynb](https://colab.research.google.com/

5. Google drive h
ttps://drive.google.com/drive/u/0/my-drive



The training of stylegan for landscape mainly consists of three parts.(figure 9) First, 
use QGIS and earth engine to get the input ; then get the input and upload it to 
Google drive. When the drive and stylegan are linked, stylegan uses the input for 
training; finally export to drive folder.

Process

figure12. The process of SYTLEGAN2 



For landscape data collection, there are mainly the following steps
Input preparation

1. Get random latitude and longitude (QGIS) 

- Get maps in shp format from the website
- click open data source

Upload files in shp format in the cate-
gory of vector

Get random points and set the number 
of random. points (for stylegan, 1000-
2000 pictures are generally needed, so 
1000-2000 random points are gener-
ally selected)



2.Get specific pictures based latitude and lon-
gitude (colab & earth engine)

In the colab, it has been connected with 
the relevant code of the earth engine, 
and the process of obtaining specific 
pictures only needs to be completed in 
the colab

Click the “play” button to connect the 
drive and colab, so that colab can di-
rectly read the content in our drive

Point to the location of your CSV with 
the locations you would like to export. 
After clicking the “play” button, colab 
will extract the points from our CSV.

Change the location where the im-
ages are saved by replacing “content” 
with the location in your Google Drive. 
Then click the “play” button. Colab 
will extract the landscape of the corre-
sponding location to the location folder 
specified by drive according to the data 
in the CSV

figure14. Get specific pictures 



After preparing the dataset, we already have input in our Google drive. We need to 
use these inputs in stylegan’s colab to complete the training and export the output 
we need.

Training process

1. Connect colab to drive.

Click the “play” button to view the system’s 
GPU and connect the drive to the colab.

2. Upload the input folder.

We need to compress the image obtained 
through earth engine and upload it to drive.

figure15. Connect colab to drive

figure14. Get specific pictures 



3.Train model

Enter the location of the compressed 
file into “dataset”, and “resume_from” 
will determine the final training result 
to a certain extent. Under this mod-
el, if it is new train, you can choose 
‘ffhq1024’  or ‘./pretrained/wikiart.pkl’. 
Click the “play button” after making 
changes

Click the “play button” again, the mod-
el will start training to generate images 
and upload them to the drive

figure16. Train the model



4.Generate Single image

-network: Make sure the -network argument points to your .pkl file. (My preferred 
method is to right click on the file in the Files pane to your left and choose Copy 
Path, then paste that into the argument after the = sign).

-seeds: This allows you to choose random seeds from the model. Remember that our 
input to StyleGAN is a 512-dimensional array. These seeds will generate those 512 
values. Each seed will generate a different, random array. The same seed value will 
also always generate the same random array, so we can later use it for other purposes 
like interpolation.

-truncation: Truncation, well, truncates the latent space. This can have a subtle or 
dramatic affect on your images depending on the value you use. The smaller the 
number the more realistic your images should appear, but this will also affect diversi-
ty. Most people choose between 0.5 and 1.0, but technically it’s infinite.

After setting the parameters, click the play button to get the images

figure16. Train the model



2.2.8 GAMMA

2.2.9 Kimg

2.2.10 AUG

Definition

Definition

Definition

Adjust this(50,100) if the dataset is noisy , but it will affects the sample quality

Set a max kimg(once reached the model will stop trainning

Set augmentation

04.The measurement of GANs



2.2.12 augpipe

Definition
Sets the augmentation types to be used in the augmentation process

2.2.11 TARGET

Definition
Allows people to specify a different dataset to base augmentations of reals on



2.3.2 FID : Frechet Inception Distance

Definition

Evaluation Metric

Value (0-300)

Score the generated images compared to your results

Fidelity: The high quality of the imagesthat we want our GAN to generate.
Diversity: Our GAN should generate images that are inherent in the training data-
set.

The smaller: better image quality and diversity
The higher:, the less realistic & less like the results dataset



Exact factors
Pixel Distance: This is a naive distance measure where we subtract two images’ pixel 
values. 
Feature Distance: We use a pre-trained image classification model and use the ac-
tivation of an intermediate layer. This vector is the high-level representation of the 
image. Computing a distance metric with such representation gives a stable and 
reliable metric.



Frechet Inception Distance is a distance metric that is best fit for curves polygons 
and it is perfect for better matching and shape matching. It doesn’t require the two 
curves to be identical and it allows them to be within a given approximation range 
from each other as an example of this. For example ,if we are going to walk our dog 
outside, we have a leash and the dog is on the leash. It is allowed to be in the same 
path with us but it can also go on its own bath. As long as the leash allows for it, the 
shortest leash that is going to allow us and our dog to walk on the same path on the 
same curve without diverging from each other.

By computing the FID between a training dataset and a testing dataset, we can ex-
pect the FID to be zero since both are real images. However, running the test with 
different batches of training sample shows none zero FID.

Lower FID values mean better image quality and diversity.The metric score are usu-
ally between like 0-300 . The higher the number is, the less real or the less like your 
the data set.



Shortcomings
- It uses a pre-trained Inception model, which may not capture all features. 
- It needs a large sample size. The minimum recommended sample size is 10,000. 
For a high-resolution image(say 512x512 pixels) this can be computationally expen-
sive and slow to run.
- Limited statistics(mean and covariance) are used to compute the FID score.

figure11. The exploration in FID



2.3.3  IS: Inception Score : the quality & diversity

Definition

Value (0-∞)

The Inception score shows a reasonable correlation with the quality and diversity of 
generated images

Inception Score is one of the most widely adopted scores for the evaluation of GAN. 
There are two criteria to measure GAN’s performance. First, is the quality of the 
outcome(generated images. Second, is the diversity of the outcome.

For the quality of the generated images, it means each image is easy to be distin-
guished to look like something. For it,  an pre-trained neural network (an inception 
net) is used to evaluate the generated images and the conditional label distribution 
P(y|x) is predicted.If P(y|x) is low entropy, it means it is easy to classify and better 
sample quality.

For the diversity of the generated images, which represents the variety of all the im-
ages, the marginal distribution p(y) is obtained. If p(y) has high entropy, all the class-
es are equally represented in the set of samples which mean the higher diversity. So, 
the low entropy of p(y|x) but large entropy of p(y) means the outcome is good. All 
in all, if the score if IS is high, it means the GAN is able to generate a lot of various 
good images which is easy to distinguish. For the scope of the score, the lowest score 
is 0, the highest is infinity.

The higher : better image quality and diversity
The lower: the less realistic & less like results dataset

2.3.3  IS: Inception Score : the quality & diversity



2.3.4 Low-level Image Statistics.

2.3.5 Rapid Scene Categorization

2.3.6 Preference Judgment

Definition

Definition

Definition

Low-level image statistics can be used for regularizing GANs to optimize the dis-
criminator to inspect whether the generator’s output matches expected statistics of 
the real samples

Participants are asked to distinguish generated samples from real images in a short 
presentation time (e.g. 100 ms); i.e. real v.s fake

Participants are asked to rank models in terms of the fidelity of their generated im-
ages (e.g. pairs, triples)



3.6.1 Computational Aesthetics

3.4.2 Order/Complexity

In 1933, George David Birkhoff wrote the first quantitative theory of aesthetics in 
his book Aesthetic Measure. Since it involves computational methods, this work is 
often regarded as the beginning of Computational Aesthetics.

**Computational Aesthetics is the research of computational methods that can
similarly, make applicable aesthetic decisions as humans can**

Moreover, there are many measurements for computational aesthetics.

After determining the scope of aesthetics in the project, I investigated some current 
methods of translating human experience into computers. Understanding the pros 
and cons of these approaches can help us better find informing AI systems human 
experience

Definition

Complexity

It represents the reward one experiences when putting ef-
fort by focusing attention (complexity) but then realizing a 
certain pleasant harmony (order).

Complexity is the effort the human brain has to put into processing 
an object. The complexity of a signal transmitted by the environment and received
by the human perceptual system



Order
Order perceptually reward the effort of focusing attention on something complex. 
Usually, it contains those factors.
Redundancy represents a perceiver’s priori knowledge of a received stimulus
and keeps complexity down to an exciting or aesthetically pleasant level.
Apply fractal image compressibility as an element of order in their aesthetic mea-
sure,
assuming that self-similarities can be more easily perceived
A color order system named Coloroid.
What is more, there also exist elements of order such as symmetry, rhythm, repeti-
tion,
contrast, etc. which psychologically cause a positive tone of feeling, and cause
negative tones, such as ambiguity or undue repetition.



3.4.3 Rooke - expression trees

3.4.4 Sprott - global complexity measurement

3.4.5 Baluja et al - categorizing the user rankings of imag-

Definition

Definition

Definition

The ability of the expression trees to make aesthetic rankings is explained by the
the fact that the underlying primitives in the nodes of the trees were able to make 
statistical assessments of the images.

For aesthetically evaluating fractal-like images

These researchers attempted to train a neural net to perform this evaluation task
using as training sets images that were obtained by categorizing the user rankings of
images evaluated while users were running an interactive version of their generative
system.
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The research will be conducted in a workshop where users are interviewed
individually. The overall process is as follows:

The question is “whether the image is 
pleasing to see.”This is one of the items 
from “The Aesthetic Pleasure in Design 
(APiD) Scale.” Meanwhile, based on the 
theory of APiD, The optimal number of 
rating bars are ‘1~7’. (1 = strongly dis-
agree, 7 = strongly disagree agree)

Step1-Rate the aesthetics 

 Steps

Type: landscape
Resource: 20 from Stylegan2 + 20 from thecitydoesnotexist

Materials

figure29. The  materials for the research

05. Qualitative research data



figure30. The  steps for the research

72

After rating, all the images are shown at 
the same time. Participants are asked to 
“Write down 4-5 factors that influence 
your ratings for those images.”

Step2-The factors that influence the 
aesthetics

Participants are asked to cluster the im-
ages into the “factor.”It is used to under-
stand people’s definitions of the factors. 
The instruction is: From the following 
pictures, please select the image that fits 
the factor the most and the picture that 
does not match the factor the least. And 
explain why.

Step3-Cluster the images into the “fac-
tor”















06.Video’s research data






