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testing method can find this in chapter 2. Readers who are interested the standardized approach and
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ter 8.
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Abstract

The concrete bridges which are constructed in the 1960s and 1970s, have been constructed without
shear reinforcement. This means that these bridges do not comply with the current design regulations
and might need an increase in shear capacity. A possible method to increase their shear capacity is to
construct a layer of ultra-high-performance fibre reinforced concrete (UHPFRC) of a certain thickness
on both sides of the normal strength concrete (NSC) beams supporting the bridge deck. An important
issue to take into account when using this method is that the connection of the UHPFRC layer and
the NSC beam needs to be of sufficient quality to transfer the shear stresses. This means that it is
of interest to have a non-destructive testing (NDT) method for detecting possible delaminated areas
within this interface.

This report investigates the possibility of using active infrared thermography (IRT) as an NDT method
for detecting delaminated areas. The main goal of this report is to answer the following question: ”Is it
possible to detect and quantify delaminated areas, within the connection between a NSC beam and a
layer of UHPFRC of a certain thickness in an objective way, with data gathered by an infrared camera
in a lab environment?”

In this report a choice is made for how the delaminated areas will be detected and a standardized
approach for testing samples is conducted. On top of that an analytical model is created to process the
data gathered in the experiments, which were conducted following the created standardized approach.
The data is gathered in the experiments with the use of an infrared camera. This camera measures
the temperature of every pixel for every frame of a recording.

Literature study suggests three methods for detecting delaminated areas with active IRT:

* The thresh-hold value method; a threshold value is set for the temperature difference at the sur-
face above a sound area and a delaminated area. When the temperature difference in an area
is higher than this threshold value the area is delaminated.

» The signal to noise ratio (SNR) method; this method compares the temperature in an area to the
temperature of a sound area and compares this to the STD of the temperature in a sound area,
this is to take the environmental factors into account.

+ The second derivative method; this method fits a 4" order polynomial through the data gathered
by the infrared camera. It does this for every row and column of the pixels in the picture. Each
pixel has a temperature value attached to it, of the picture. Where there is an inflection point in
the polynomial it is assumed that this indicates a boundary of the delaminated area.

The thresh-hold value method is very hard to make universal for different test settings, especially when
the delaminated areas are unknown. This is why this method is not used in the current research.

Experiments have been conducted to determine which of the second derivative or the SNR method
is more accurate. Both methods were compared and the following conclusions were drawn:

« The SNR method is more accurate about the surface area of the delaminated area than the
second derivative method.

* The second derivative method overestimates the surface area of the delamination.

* The SNR method is easier to interpret than the second derivative method.

Due to these conclusion the choice is made to use the SNR method for detecting delaminated areas
in the analytical model which is made.
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The analytical model, which is made, detects delaminated areas of a specimen when a recording
with a infrared camera is available. To be able to make the method of detecting the delaminated areas
completely objective, a standardized approach for heating and cooling the specimen is constructed.
Heating the specimen is done with a heat-flux of 1750 W /m? at the surface of the UHPFRC layer for
1500 seconds. The cooling process is then recorded with an infrared camera. With data gathered from
this recording the analytical model takes out the optimal frame to investigate.

In the analytical model a distinction is made between two situations, one where the researcher
knows the location of a sound area, and another situation where the researcher does not know the
location of a sound area. For both situations the analytical model produced promising results. The
simulated delaminated areas in the test samples of the experiments which were conducted in this re-
search were visible in the results produced by the analytical model.

For the situation where there is no known sound area, the analytical model might underestimate the
size or amount of delaminated area in the specimen. This was the case when testing a beam which was
almost completely delaminated. The applicability and accuracy of the method for the situation where
the researcher does not know the location of a sound area should thus be further researched. For both
methods it is important to further investigate the minimal delaminated area which the analytical model
is able to be detected.
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Introduction

1.1. Project motivation

In the Netherlands, many concrete bridges have been built in the 1960s and 1970s. Those bridges
have been constructed without shear reinforcement. Developments in traffic over the past years have
been significant. The amount of trucks and the loading capacity of those trucks have increased and
those trucks are governing for the design loads on bridges (Geesteranus, 2016) (Geesteranus2017).
This increase in loading means that the concrete bridges from the 1960s and the 1970s might need
an increase in shear capacity because they do not comply with current design regulations. A way
to increase that shear capacity is to add a layer of ultra-high-performance fibre reinforced concrete
(UHPFRC) of a certain thickness on both sides of the concrete beams supporting the bridge deck.
Recent experiments show promising results in increasing the shear capacity of existing normal strength
concrete (NSC) beams by gluing prefabricated UHPFRC to the side.

With this solution to increase the shear capacity of existing beams comes the problem of the quality of
the UHPFRC layer’s connection with the NSC beam. This connection’s quality is an essential factor
in the UHPFRC layer’s performance to increase the shear capacity, because when a good bond is
available between both layers the transfer of stresses is better. The prefabricated UHPFRC layers can
be connected either by cast in situ concrete connection, dowels, gluing, etc. In this study, prefabricated
elements are made and connected to existing concrete by an epoxy layer. An approach needs to be
chosen to determine the quality of this connection. The best way to assess this quality is to be able
to use non-destructive testing (NDT) methods. A solution to this question could be the use of infrared
thermography (IRT). This solution is an NDT method that, according to recent studies (Kuhn et al.,
2012) (Khan en Bartoli, 2015) (Huang et al., 2003), is promising in detecting delaminated areas in all
kinds of materials. This method might also be applicable in this situation with concrete, IRT has already
been used in research into an NDT method to detect defects and delaminations in concrete structures
such as in research by Gu et al. (2020). However, this method is relatively new, and therefore there
is no universal guideline on how to use it with different materials, geometry, exposure conditions, etc..
Therefore research has to be done on how to apply this NDT method for the situation stated above.

1.2. Problem statement

The detection of delaminated areas in the interface of two concrete layers is difficult to assess at a
qualitative level, and it is crucial that during testing, the quality of the specimen does not change.
Therefore it is essential to research NDT methods to assess the connection between the two concrete
layers. NDT methods are characterized by the fact that the specimen’s quality does not change and
is still usable for its desired purpose after testing. IRT is a newer method that offers the availability
to assess the connection between the two concrete layers. There have been multiple other kinds of
research into IRT as an NDT method (Huh et al., 2018) (Kuhn et al., 2012). However, most of these
researches had the goal of verifying IRT’s capability to detect delaminated areas. Thus, many of those
researched concentrated on the qualitative aspects of IRT, whereas the quantative aspects of IRT have
not been thoroughly researched. (Omar et al., 2018) To determine the quality of the connection of the
UHPFRC layer and the NSC beam it is important to be able to quantify delaminated areas. This means

1



2 1. Introduction

that it is important to find a method to determine the delaminated areas’ size and its boundaries. To
understand how these aspects can be determined, research is needed into the theory, and multiple
experiments are needed to verify and calibrate certain theoretical aspects. This study aims to create
an analytical model to objectively predict delaminated areas’ locations in the interface of a layer of
UHPFRC and an NSC beam. The theory will be used to create the model, and multiple experiments
will be used to calibrate this model and verify the accuracy of the model.

1.3. Scope

The research into the use of IRT as an NDT method for detecting delamination is very new, much is
still unknown, and can become very extensive. This section will therefore discuss the scope of this
research.

This research is conducted as a bachelor’s thesis, therefore the duration of this research will be 8
weeks and will focus on one type of connection, a connection between NSC and a layer of UHPFRC
where the layer of UHPFRC has the same thickness throughout the study. This research will investigate
the following:

» Can delamination in the interface of a layer of UHPFRC and an NSC beam be detected with IRT?
* What is a good method/procedure to objectively determine delaminated areas?

* Is it possible to create a standardized approach for heating, cooling and measuring a specimen?
» Could an analytical model be created to objectively detect the delaminated areas?

In IRT different parameters are important to take into account, due to the short time period in which the
research is conducted the effect of the following parameters are not taken into account:

* The thickness of the NSC, this is set at a 100mm.

» The thickness of the UHPFRC layer, this is set at 10mm.
Whereas the effect of the following parameters are taken into account:

* The thickness of the delaminated area.
* The area of the delaminated area.

* The heat-flux which is used.

1.4. Research questions

1.4.1. Main research question

"Is it possible to detect and quantify delaminated areas, within the connection between a NSC beam and
a layer of UHPFRC of a certain thickness in an objective way, with data gathered by an infrared camera
in a lab environment? In parallel to experimental study, a numerical study with commercial software
COMSOL is performed to gain more insight into governing mechanisms and findings are compared to
experimental results.”

1.4.2. Subquestions
To answer the main questions the following subquestions will be answered.

What is the theory behind the detectability of the delamination in 1D?

* What is a good heating time to create the highest thermal contrast for different thicknesses of
delamination?

What is the optimal cooling time to enhance visibility of the minimal delamination?

What is a good and objective method to quantify the location and boundaries of the delaminated
areas?
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1.5. Research method

To gain understanding about the IRT method a literature review will be done into the 1D theory of IRT.
With this 1D analysis the theory of the commercial Finite Element (FE) software COMSOL Multiphysics
5.6, hereafter referred to as COMSOL, can be understood and used. This software uses the same
theory as the 1D analysis but has expanded this into a 3D model. With this software, experiments can
be simulated, and data can be gathered, this data is needed to be able to create the model to determine
the location of the delaminated areas.

The literature will be used to research existing methods to compute the optimal heating time to
create the highest thermal contrast for different thicknesses of delaminated areas. Together with the
1D analysis and the COMSOL software, an optimal heating time will be computed and used in the
experiments in this research.

The optimal cooling time of the specimen, to enhance visibility of the minimal delamination, will
be determined by using data gathered from COMSOL simulations and by using data gathered from
experiments that will be conducted. With this data the optimal cooling time can be derived.

For the location of the delaminated areas, an objective model will be made. This will be done with
the knowledge gathered in literature study of previous research into IRT as an NDT method to detect
delaminated areas as well as literature study of the 1D theory of the IRT method. The model will be cali-
brated to data gathered from recreated experiments in COMSOL. Once validated, the COMSOL model
can also serve to perform parametric analyses and to investigate the role of governing parameters in
more detail.

1.6. Reading guide

In chapter 2 a literature review is conducted. In chapter 3 the performance of the experiments is
explained. Then in chapter 4 the method of detecting the delaminated area is chosen and explained.
After this the use of the Finite Element software COMSOL Multiphysics 5.6 is explained and validated.
Then in chapter 6 a standardized approach for performing the experiments is conducted. After that a
model, which combines the standardized approach and the method for detecting the delaminated area
is explained in chapter 7. In chapter 8 the results of this model are presented which are then discussed
in chapter 9. Lastly, in chapter 10 the conclusion is given and in chapter 11 recommendations are
made.



Literature review

In this chapter the important aspects of the to be created model will be researched, using literature.
First, with the help from literature, the 1D theory of heat transfer will be explained. Then afterwards,
literature research into previously done research into detecting delamination with IRT is conducted to
learn what knowledge already exists about optimal heating times and the location and thickness of
delaminated areas.

2.1. 1D Theory of heat transfer
In this section a general 1D analysis is briefly explained, this is to create an understanding of what the
FE model COMSOL does. In this section the following source is mainly used: (TU Delft, 2000)

There are three ways for heat transfer to take place, namely:

» Conduction,
» Convection and
» Radiation

Heat transfer through conduction happens when heat is transferred from molecule to molecule.
When heat is transferred through a flowing medium, then one speaks about convection. Radiation is
the heat transfer in the form of electromagnetic waves.

2.1.1. Conduction
Conduction is the heat transfer through molecules. The heat flux density is shown in Equation 2.1 and
the thermal diffusivity is given in Equation 2.2

6T
A
a=—2 (2.2)

Where:
A = thermal conductivity in W/mK

i—i = temperature gradient in K/m

q = heat flux density in W /m?

a = thermal diffusivity in m?/s

p = density in kg/m3

¢ = heat capacity in J/kgK

(pc = volumetric heat capacity in J/m3K)

Heat flows from higher temperature to lower temperature areas, this is why a negative temperature
gradient results in a positive heat flux density. The thermal diffusivity gives the ratio between the heat
transfer and the energy storage of a material and thus shows how good or bad the heat is diffused in
a material.
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In this analysis, one dimensional heat transfers are looked at and 1 is considered to be constant in
this study. This gives the differential equation given in Equation 2.3

6T 82T (2.3)
ot Yox? '
When the situation is stationary, thus independent on time, the differential equation changes into:
o =0 (2.4)
a6x2 = .
This means that:
6T
5% = constant (2.5)

However, in the conducted experiments the situation is not stationary due to the heating source used
to heat up the test samples. This means that the 1D analysis needs to be performed for non-stationary
heat transfer.

2.1.2. Convection

When there is a difference in temperature between a surface and the air around it, heat transfer will
take place. In Figure 2.1a and Figure 2.1b the situation is shown where there is a surface with a higher
temperature than the ambient temperature. There will be a boundary layer where at the boundary the
velocity of the air will be the same as the surrounding air and at the surface the velocity of the air will be
zero. A thermal boundary layer will also arise, where the temperature at the surface will be the surface
temperature, which will gradually decrease until the ambient temperature is reached. (TU Delft, 2000)
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(a) Velocity gradient (TU Delft, 2000) (b) Temperature gradient (TU Delft, 2000)

Figure 2.1: Temperature and velocity gradient due to convection

The heat transfer from a surface to a flowing medium due to convection can be defined as follows:
(TU Delft, 2000)
qc = ac(Topp = Trnea) (2.6)
Where:
a. = the convective heat transfer coefficient in W/m?K
T,,, = the surface temperature in K

opp
Tmea = the temperature of the flowing medium in K

2.1.3. Radiation
Every surface emits a certain amount of thermal radiation, which is defined by its temperature. This
thermal radiation is defined by the Stefan-Boltzmann law as follows:

E = eoT* (2.7)

Where:
E = the radiant emittance in W /m?
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o = the Stefan-Boltzmann constant, equal to 5,67.1078W /m?K*
€ = the emissivity coefficient of the surface
T = the temperature of the surface in Kelvin

The emissivity is a function of the wavelength A, for a surface that has a maximal thermal radiance
e is 1, this is called a black body. 'Grey’ surfaces have a value of € between 0 and 1.

2.1.4. Air cavity

An air cavity gives an added thermal resistance to a structure due to its low value of thermal conductivity.
The thermal conductivity of air is 0.025 [W/mK] whereas the thermal conductivity of NSC is 1.8 [W/mK].
One thing to keep in mind is that not only conductivity plays a role in the thermal resistance of an air
cavity, also the radiance between the surfaces of an air cavity plays a role. The thermal resistance of

an air cavity is defined as follows:
1

Rcavity - as + a, +a, (28)
Where:
a = The radiance heat transfer coefficient, which is 5.5 [W /m?K] at room temperature.
a4 = The conductive heat transfer coefficient, which is 4/d = 0.025/d [W /m?K], where d is the thickness
of the air cavity.
a. = The convective heat transfer coefficient, which is zero [W /m?K] for cavities smaller than 5mm.

An equivalent thermal conductivity can be calculated for different thicknesses of air cavities with
Equation 2.9
Aeq = 0.025 + 5.5d (2.9)

Where d equals the thickness of the air cavity.

2.1.5. 1D theory applicable to this research

The experiment in the current research will consist of a multi-layered structure where the heating will
consist of a pulse-heating with a constant heat-flux. For a one layered structure and a constant heat
transfer of a constant temperature at the surface the following functions are defined (TU Delft, 2000):

Tw(x,7) =Ty + (Ty — Ty)erf(B) (2.10)

Where:
_2 (Fum d 2.11

erf(ﬁ)—ﬁLzo e dp (2.11)

Where:
X
B = Nz (2.12)

Where:
x = Depth in the layer [m]
T =Time [s]

T, = Temperature before heating [°C]
T, = Heating temperature [°C]

This equation is very usefull when looking at one layered structures, however, they are not applicable
to multi-layered structures. It is, however, possible to model the expected temperature over time at the
backside of the UHPFRC panel when a pulse-heating excitation of a certain temperature is used. This
is done in Figure 2.2,

pulse-heating indicates that a heat-source appears at a certain time in full force, it is not added
gradually. The pulse-heating excitation of a certain temperature is different to the heating method used
in this research, because in the research a pulse-heating excitation of a constant heat-flux is used. In
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Equation 2.10 a pulse-heating excitation of a constant temperature is used. A constant heat-flux still
creates an increasing temperature.

Temperature [°C] over time at the backside of the UHPFRP panel
50

40+

304

0 10 20 30 40 50
1[s]

Figure 2.2: Modeled temperature in °C over time at backside of UHPFRC panel with a pulse-heating excitation of
100°C

For the multi-layered structure a matrix model needs to be made and the pulse-heating needs to be
approached like a series of sines or cosines. Below the theory about the matrix model is explained:

One can model the total temperature with an average part and a fluctuating part as follows:

Tror(x,t) = T + Tel®el®t (2.13)

Where:

Tiot (x,t) = Total temperature

T= Average temperature

T = Modulus of the non-time-dependent part
t = Time [s]

w = Rotational frequency [rad/s]

@ = phase shift [rad]

When the temperature has a sinusoidal gradient it is given that the fluctuating part of the temperature
is:
T = Te'®t (2.14)
Substituting Equation 2.14 into Equation 2.3 gives:

d2T(x)

iwT (x)el®t = gelwt

(2.15)

Then the general solution to Equation 2.15 is:

T(x) = Ae"\/g + Be"‘\/g (2.16)

Take the homogeneous wall presented in Figure 2.3:
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To Th

x=0 x=d
Figure 2.3: Homogeneous wall (TU Delft, 2000)

T, = non-time-dependent part of the temperature fluctuation at x = 0
T, = non-time-dependent part of the temperature fluctuation at x = d
qo = hon-time-dependent part of the heat flux density at x =0
q1 = non-time-dependent part of the heat flux density at x =d

In (TU Delft, 2000) from Equation 2.16 the following relationship between T, Ty, qo and g, in matrix-

form is deducted:
Ty _ (%11 Q12 Ty
q1 az1 Q22 ) \49o0

With:

a1 = Ay = cosh(1 + i)kd
_ __sinh(1+i)kd

Q12 = A(1+Dk
a1 = —A(1 + )k sinh(1 + i)kd
where:

w
k = ’Z

< d1 » o fl‘? -
To Ty T>
—F — 1 ———»d

Figure 2.4: Wall with multiple layers (TU Delft, 2000)

When a wall consisting of multiple layers, as shown in Figure 2.4, is examined, the following equa-
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T; _ (%1 Q12 To and T, _ by b\ [Ty (2.17)
q1 a1 422/ \4o q2 byr baz )\ a1

T\ _ (@11 @i2)(bi1 bi2)(To\ _ (mu1 miz)(To (2.18)
q2 az1 Az ) \ba1 byz )\ 4o Mmy1 Myz / \qo |

tions can be found:

Substitution gives:

Je i

Figure 2.5: Wall with unventilated cavity (TU Delft, 2000)

Now looking at a wall structure with an unventilated cavity as seen in Figure 2.5, the following
expression is given in (TU Delft,2000):

1 1
T; _ 1 T €11 Ci2\(b11 b2\ (1 “Tsp\[A11 Q12 1 e T, (2.19)
q; 0 1 J\C1 C22)\b21 b2)\O0 1 az az)\o 1 e '
Where a; = _Td and g, is the heat resistance of the unventilated cavity.

This one dimensional analysis is a short explanation of what FE models use in a three dimensional
analysis. In the following part of this report the FE software COMSOL will be used instead of a one
dimensional analysis. FE simulation is more accurate, because it is a three dimensional model that
does take into account the lateral heat flow as well, in contrast to a one dimensional model. It is
however important to understand the basic one dimensional analysis as shown above.

2.2. The use of Finite Element Modelling

In this research FE modelling will be used to determine certain important aspects of the experiment
configuration.

The choice has been made to use COMSOL Multiphysics 5.6. In some similarly aimed studies the
commercial FE software COMSOL has also been used to simulate the distribution of heat throughout a
test specimen. For example in research by Junyan et al. (2013) where IRT was researched as an NDT
method to detect subsurface damage in carbon-carbon composites. The research by Junyan et al.
(2013) used pulse and modulation heat excitation conditions.

Also in research by Hiasa et al. (2016) the FE application COMSOL was used to predict the temperature
above delaminated and sound areas, wheras the exact temperature was hard to simulate, the difference
in temperature was good to estimate. In that study the use of COMSOL was mostly used to create a
specific scale in which to display the IRT image so that the delaminated areas are no longer determined
based on subjective criteria but rather objective criteria.

2.3. Physical properties of NSC and UHPFRC

Several physical properties of NSC and UHPFRC are needed in this research. The needed properties
come from the one dimensional theory explained in the previous section. The physical properties of
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NSC taken from the standard concrete material of COMSOL. The volumetric heat capacity pc and the
thermal conductivity 1 of UHPFRC are are taken from research by Nagy et al. (2015), these physical
properties are determined for seven samples. For this study the average of the values found by Nagy
et al. (2015) are taken. For the emissivity e of UHPFRC the same value is taken as for NSC, because
the emissivity is dependent on the colour of the material, which is rougly the same for both materials.
In Table 2.1 the physical properties of both materials are given.

NSC UHPFRC
Volumetric heat capacity pc[J/m3K] | 2,024.10° | 2,14.10°
thermal conductivity A[W /mK] 1,8 2,82

Emissivity e[—] 0,93 0,93

Table 2.1: Physical properties of NSC and UHPFRC

2.4. Optimal heating time

To detect the delaminated areas the samples will be heated externally. Due to heating the specimen, the
temperature increase of the outer layer of the sample will increase more above a delaminated area than
above a sound area, this is due to the thermal resistance of the layer of air inside the delamination.
It is found that the optimal heating time is to be determined such that the difference in temperature
reaches a maximum (Sinha et al., 2015). This difference in temperature, the contrast, is what makes
the delamination detectable, therefore it is important to increase the relative contrast, hereafter called
the running thermal contrast (RTC), as much as possible (Lai et al., 2010).

The RTC is defined as follows:

A7} — (TEef _'Thon—def)

2.20
Thon—def ( )

Where:
Tqer = The temperature above a delaminated area.
Thon-aer = The temperature above a sound area.

In research by Sinha et al. (2015) experiments were conducted with delaminated areas at a certain
depth in Photo-voltaic panels. In these experiments a halogen lamp was used as to create a step
heating heat source, where it was placed, such that it created a heat flux of 1000 [W /m?] at the surface
of the Photo-voltaic panel. In that research it was chosen to determine the optimal heating time through
a simulation and compare this to the experiment data gathered. As shown in Figure 2.6a , the time
at which the RTC reaches a maximum according to the simulation was quite accurate compared to
the experiment data. The test setup of the experiments performed by Sinha et al. (2015) is shown in
Figure 2.6b
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(b) Setup of the experiments performed by Sinha et al. (2015)
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Figure 2.6: Results and setup of experiments by Sinha et al. (2015)

2.5. Location of delaminated areas

When the optimal heating time is determined it is possible to conduct the experiments. One of the goals
of these experiments is detecting the location of the delaminated areas. Most of the research into IRT
has focused on determining the location of the delaminated areas. There are three methods which
were mostly used in previous researches. These method are the threshold value method, the SNR
method and a method where the second derivative is taken to detect inflection points. In this section
these methods are further elaborated.

2.5.1. Threshold value

The threshold value method is a method where a threshold value for the thermal contrast is chosen.
Whenever a pixel has a value higher than this thermal contrast, this indicates that at the place of this
pixel a delamination is present (Sinha et al., 2015). To determine the reliability of the threshold value
a receiver operating characteristic (ROC) analysis can be performed, because it is able to provide a
universal measure of reliability. The reliability of diagnostic systems have been widely determined by
the ROC analysis method (Metz, 2006). In the ROC analysis method a graph is constructed on which
the true positive ratio (TPR) and the false positive ratio (FPR) are presented for different threshold
values. On the x-axis the FPR is presented and on the y-axis the TPR is presented. In Figure 2.7
an example of an ROC graph, all the black dots represent a different threshold value. It is possible to
choose threshold values to preferences in TPR and FPR. For a balance in the TPR and the FPR the
threshold value closest to the point (0,1) needs to be chosen. This point should give relatively high
TPR and low FPR. A big downside to this method, is that the actual delaminations need to be known,
or the threshold temperature needs to be conducted from experiments with the same circumstances,
because otherwise it is impossible to determine the FPR and TPR rates at the certain threshold values.
Due to this big downside it is hard to determine the right threshold values in different cases where the
delaminated areas are unknown, this is why this method will not be used in the current research.
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Figure 2.7: ROC graph (Metz, 2006)

2.5.2. Signal to noise ratio

Another way to determine the boundaries of the delaminated areas is to use the signal to noise ratio
(SNR) method. This method takes into account the noise in the infrared data. This noise, created due
to environmental factors, is also present when looking at a sound area. With the SNR method it is
possible to take this phenomenon into account. The signal to noise ratio is defined in Equation 2.21

(Wang et al., 2020).

Sq—S
SNR = 2010910“‘0—“' (2.21)

Sa

Where:
S4 = the average temperature above the delaminated area

S, = the average temperature above the sound areas
s, = the standard deviation of the sound areas

When the SNR has a value above 0, it means that in this area the temperature difference between
the area and a sound area is higher than the standard deviation (STD) of the sound area, which is why

this area is then classified as delaminated (\Wang et al., 2020).

2.5.3. Second derivative method

A third method to detect delaminated areas, that is mentioned in literature, is to use the second deriva-
tive of the temperature graph. It is possible to detect inflection points when searching those places
where the second derivative of the temperature graph is zero. To be able to do this with data gathered
from an infrared camera, it is needed to first smooth the graph produced by the camera, to remove
the inconsistencies in the measurements. In Figure 2.8 an example of this method is shown and in
Figure 2.9 the test setup of the results shown in Figure 2.8 is shown.
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Fig. 4. Setup of the experiment.

Figure 2.9: Test setup by of experiments by Gu et al. (2020)

However, as can be seen, the inflection points do not only occur above delaminated or defected
areas. This means that there would need to be an additional check to determine whether there really
is a delaminated area or if this is caused by noise in the measurements.

This method was also used in research by Lai et al. (2010), however in this research both flaws and
delaminations were tested, where in this case flaws were air cavities with sharp edges and delamina-
tions were air cavities with curved edges, this is shown in Figure 2.10. It was researched whether the
boundaries of the flaws and delaminations of this method, using the second derivative, were represen-
tative for the real boundaries of the flaws and delaminations. It was found that for the boundaries of the
flaws the accuracy was 88%, in contrast to the boundaries of the delaminations, where it was found
that the results from the analysis were not consistent with the real boundaries of the delaminations.
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Figure 2.10: Embedded flaws and delaminations in research by Lai et al. (2010)

2.6. Thickness of delaminated areas

Previous researches into the use of IRT for delamination detection have mostly focused on detecting
delaminated areas, not on measuring the thickness of delaminated areas. Nevertheless, there have
been some studies where the thickness of delaminated areas has been researched.

In the current research the delamination thickness is important To investigate the effect of the thickness
on the detectability of the delaminated area.

In (Sinha et al., 2015) research has been done into determining the delamination thickness in Photo-
voltaic panels, because the depth of the delamination was known this was advantageous. It was found
that the maximum running thermal contrast (MRTC), which is the maximum value of the RTC of a
delaminated area, per delamination thickness was constant with different heat flux intensities, as shown
in Figure 2.11b.

When using the MRTC this then means that the heat flux intensity has no effect on the estimation of
the delamination thickness. Because the depth of the delamination was known, and the MRTC is used,
it was possible to plot the MRTC over the delamination thickness. After that a curve was fitted through
these data points, this curve can then be used to determine the delamination thickness belonging to a
certain MRTC value. This constructed graph is presented in Figure 2.11a
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In research by Guillaumat et al. (2004), another method to determine the thickness of the delami-
nated area was used. It was stated that the thickness of the air layer can be approximated as follows:

4 Satr (2.22)

Where:

e = the global thickness (assumed to remain unchanged) [m]
Aeq = the equivalent thermal conductivity [W/mK]

A = the undamaged sample thermal conductivity [W/mK]
Aqir = the thermal conductivity of air [W/mK]

eqir = the thickness of the air layer [m]

Note that to determine the thickness of the air layer, first the equivalent thermal conductivity needs
to be determined through experiments. It is also stated that this tool is not accurate but can be used for
comparisons or different interpretations such as delamination density (Guillaumat et al., 2004). This
can be undestood with the theory explained in the previous subsections because the radiative heat
transfer is not taken into account in Equation 2.22. Also it would probably be impossible to derive
thicknesses smaller than a millimeter with this method, because the overall thermal conductivity of the
structure would increase only slightly.

Even though these previous mentioned studies did find a way to estimate the thickness of delamina-
tion with IRT, in another study by Hiasa et al. (2016) it was found that the thickness of the delamination
within concrete structures had no significant effect on the temperature difference between sound ar-
eas and delaminated areas, this can be seen in Figure 2.13. In the experiments Hiasa et al. (2016)
performed, the sun was used as heating source and concrete blocks have been made with artificial
delaminations. The test specimens were "manufactured concrete blocks which had artificial delamina-
tions at different depths from the surface, 1.27 cm (0.5in.), 2.54 cm (1in.), 5.08 cm (2 in.) and 7.62 cm
(3 in.). The dimensions of each delamination were 10.2 cm (4 in.) x 10.2 cm x approximately 0.3 cm
(1/8 in.). All four concrete blocks had the same dimensions as 91.4 cm (3 ft.) x 91.4 cm x 20.3 cm (8
in.), and the thickness was designed to simulate a typical bridge deck in the USA.” (Hiasa et al., 2016).
The test setup for this experiment can be seen in Figure 2.12
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Figure 2.12: Test setup by of experiments by Hiasa et al. (2016)
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Figure 2.13: Effect of delamination thickness on temperature difference in research by Hiasa et al. (2016)

In this figure, A means area [cm?] of the delamination, T means thickness [cm] of the delamination

and V means volume [cm3] of the delamination



Experiments

For this research multiple experiments have been conducted with different test samples. In this chapter
the conducted experiments are discussed, the method of the experiment as well as the type of test
sample. The experiments that have been conducted are in order from simple to more advanced. The
following experiments have been conducted in the presented order:

* Proof of concept experiments; small experiments with simulated delaminations to find the influ-
ence of different factors.

» Main experiments; experiments with simulated delaminations of different thicknesses on different
areas in the sample.

« Blind experiments; experiments with simulated delaminations where the author did not know the
size or location of the delaminations.

* Real experiment; experiment on a beam where the delamination is partly unknown.

These experiments will be explained below, in the above given order.

3.1. Proof of concept experiments

The first experiments conducted had the goal to see if the concept of detecting delaminated areas with
IRT is possible. Multiple small tests have been conducted with different configurations.

3.1.1. Test samples

For the test samples two available NSC blocks of 10x10x10 [cm] were used. On top of those samples
available lamella of 10mm thickness were glued with an epoxy glue. To simulate delaminated areas
Kingspan PIR insulation is used because it has a thermal conductivity that is very similar to that of air and
thus comes closest to a real air cavity. The thermal conductivity of the PIR insulation is 0.022 (Kingspan,
n.d.), the thermal conductivity of air is 0.025 + 5, 5d where d is the thickness of the delamination in m, it
is not exactly the same but the PIR insulation comes closest to real delamination and makes it possible
to simulate the delamination in experiments.

The sizes of these PIR layers are as follows: 20x20x1.05 [mm] and 30x30x1.3 [mm]. In Figure 3.1
the test samples are shown before they were glued, Figure 3.1a shows the sample with the simulated
air cavity of size 20x20x1.05 [mm] and Figure 3.1b shows the sample with the simulated air cavity of
size 30x30x1.3 [mm].

17



18 3. Experiments

Gl i

(a) PIR square: 20x20x1.05[mm] (b) PIR square: 30x30x1.3[mm]

Figure 3.1: Unglued proof of concept test samples

The samples are glued together using Sikadur-30 Normal, this is a two component epoxy glue. The
gluing and the glued samples are shown in figure Figure 3.2.

(a) Gluing the samples (b) Glued samples

Figure 3.2: Gluing the test samples.

These samples have been used in the tests to proof the concept. In the next subsection the tests
will be further explained.

3.1.2. Testing

In this stage of the research a lot of small test have been conducted. Different methods of heating up
the specimen have been tried.

First it was tried to heat up the specimen with a heat gun from a distance. This resulted in a visible
spot of delamination for the simulated delamination of 30x30x1.3[mm] but it did not result in a visible
delamination where the PIR square of size 20x20x1.05 [mm] was used. Having the heat gun at a
distance from the sample also caused an nonuniform distribution of heat, which is not desirable. The
heating from a distance and the nonuniform distribution is shown in Figure 3.3
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(b) Nonuniform distribution of heat, scale: 27 °C - 32°C

(a) Heating from a distance with a heatgun

Figure 3.3: Heating the specimen from a distance with a heat-gun.

Afterwards it was tried to heat up the specimen from close by and moving the heat-gun against the
lamel of UHPFRC. This method also resulted in a uneven distribution of heat just after removing the
heat source. However, in contrary to the heating from a distance, after a little bit of cooling time the
distribution of heat became more evenly distributed. Another advantage of this method is the rapid
increase of temperature at the surface of the UHPFRC lamel. Figure 3.6a shows the initial uneven
distribution of heat and Figure 3.6b shows the heat distribution after a little cooling time.

—

(a) Initial, uneven, heat distribution, 10 seconds after heating,(b) More even heat distribution, 100 seconds after heating,
scale: 22.3°C - 53.2°C scale: 25°C - 45°C

Figure 3.4: Heat distribution with close-by heating with heat gun, scale: 30 °C - 49°C

A third method to heat up the specimen was tried with a halogen lamp of 300W, this halogen lamp
was placed close to the testing surface. The initial distribution of heat was in the beginning not perfectly
even, but, the same as with the heat gun, this disappeared after some initial cooling time. An advantage
of the halogen lamp compared with the heat gun, is that is easier to heat up larger areas more evenly.
The heat distributions can be seen in Figure 3.6 and the setup of heating the specimen and taking the
picture can be seen in Figure 3.5
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(a) Setup for heating the specimen with a halogen lamp.

ol

(b) Setup for taking the picture after heating.

Figure 3.5: Heating the specimen with a halogen lamp.

(a) Initial, uneven, heat distribution, 10 seconds after heating,(b) More even heat distribution, 100 seconds after heating,
scale: 30°C - 43.3°C scale: 25°C - 35°C

Figure 3.6: Heat distribution due to heating with halogen lamp.

3.2. Main experiments

After the proof of concept experiments have been conducted, new test samples have been made to test
the workings of the standardized approach and to validate the model which is made. This standardized
approach is explained in chapter 6 and the model is explained in chapter 7.

3.2.1. Preparation of the test samples

Different test samples have been made to validate the model and to develop the standardized approach.
A point of attention before making the test samples is the fact that the simulated delaminated areas in
the proof of concept test samples were placed in the middle of the sample. When heating a surface it
needs to be taken into account that edge effects are present, this causes the area in the middle of the
surface to be heated slightly more then the outer edges of the surface. Therefore it is chosen that in
the new test samples the delaminated areas are not simulated in the middle of the sample. This is to
be certain that the increase in temperature is due to the delaminated areas and not due to edge effects.
Three new test samples have been made, these are shown and explained below.



3.2. Main experiments 21

(b) Test sample with three delaminations at a bigger dis-
tance from each other and a test sample with two delam-
inated areas with thicknesses of 0.1mm made of paper
and 0.5mm made of PIR.

(a) Test sample with three delaminations at small distance
from each other.

Figure 3.7: Test samples

In Figure 3.7a one of the three test samples can be seen before gluing. This test sample has
three delaminated areas which are simulated by PIR squares of 30x30mm with a thickness of 0.8mm.
The squares are placed at a distance of 35mm from the edge of the NSC block, which has a size of
150x150mm. These PIR squares have first been attached to the NSC block with a little bit of vaseline,
this is to prevent the PIR squares from shifting during the gluing stage.

In Figure 3.7b the two other test samples can be seen before gluing. One sample has three delami-
nated areas which are simulated by PIR squares of 30x30mm with a thickness of 0.8mm. The squares
are placed at a distance of 20mm from the edge of the NSC block, which has a size of 150x150mm.
The other test sample has two delaminated areas, one is simulated with a square made out of PIR
with a size of 30x30mm with a thickness of 0.5mm. The other delaminated area is simulated with a
square of paper with a size of 30x30mm with a thickness of 0.1mm. Paper has a thermal conductivity
of 0.05[W /mK] under normal conditions (James, 2019). These PIR and paper squares have first been
attached to the NSC block with a little bit of vaseline, this is to prevent the PIR squares from shifting
during the gluing stage.

3.2.2. Test setup

In this subsection the test setup will be briefly explained and shown. The test setup has been changed
during the research, both setups will be explained.

Close-by heating

The first setup has the heating source, which is a halogen lamp of 1000W which creates 22000 lumen,
directly at the surface of the UHPFRC layer. This creates a heat-flux of 10000W /m? at the surface.
The camera was placed such that the entire specimen is in view after the lamp has been removed. The
setup of the heating process, with the lamp up close is shown in Figure 3.8a. The setup of recording
the cooling process is shown in Figure 3.8b
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(a) Setup of heating the specimen with close-by heating with a

halogen lamp. (b) Setup of recording the cooling the specimen.

Figure 3.8: Heat distribution due to heating with halogen lamp.

The downside to close-by heating with the halogen lamp turned out to be that the surface of the
specimen did not heat up evenly enough. The results from testing with this setup are presented in
Appendix C and it can be seen that a more even distribution of heat is needed. Therefore it was tried
to put the halogen lamp at a distance to the specimen, such that the distribution of heat at the surface
was more constant. The effect of this is however, that the heat-flux decreases and thus the heating
time will increase by a significant amount before the minimal delamination will be visible.

Heating from a distance

The second setup has the heating source, which is a halogen lamp of 1000W which creates 22000
lumen, placed at a distance of 40cm from the surface of the UHPFRC layer. This distance has been
chosen due to trials with heating up a NSC block from different distances and then calculating the
standard deviation during cooling of the specimen. At 40cm distance the standard deviation from the
heat source itself was considerably low, which indicated that this would be a good heating distance.
This manner of heating created a heat-flux of 1750W /m? at the surface. The camera was placed such
that the entire specimen is in view after the lamp has been removed. The setup of the heating process
and the position of the camera are shown in Figure 3.9

Figure 3.9: Heating the test sample from 40cm distance with a halogen lamp.

A downside to heating from a bigger distance is the decrease in heat-flux, which means it takes
longer for the RTC to increase significantly. This will be explained in more detail in chapter 6. The main
advantage of this way of heating is that the distribution of heat is far more even than with the close-by
heating and will give better results.
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3.2.3. Gathering data

Gathering the data is done with the use of the FLIR A320 camera. With this camera a recording is made
of the surface of the UHPFRC layer during the cooling time. This recording gathers the temperature at
the surface for every pixel individually. This data can be extracted by using the FLIR TOOLS application
on Windows, this application transforms the recording into a csv file with the temperature of every pixel
per frame of the recording. This is then data which can be processed using a python script.

3.3. Blind experiments

The author arranged that two other people created two test samples-so that the author could not know
the location or size of the delaminated areas in the sample. The testing of these samples was done
with heating from a distance of 40cm, as is explained in section 3.2.

The samples are shown in Figure 3.10 and Figure 3.11.

(b) Simulating the delaminated areas of the first sample
(a) Distribution of the delaminated area of the first sample with PIR.
presented in AutoCad.

Figure 3.10: First test sample for the unknown delaminated areas.
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(b) Simulating the delaminated areas of the second sam-
(a) Distribution of the delaminated area of the second ple with PIR.
sample presented in AutoCad.

Figure 3.11: Second test sample for the unknown delaminated areas.
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3.4. Real experiment

After the blind experiments have been performed, it was time to test a real sample, one where it is
completely unknown where exactly the delaminated area would be. For this experiment an NSC beam
with an attached layer of UHPFRC of 10mm thickness which was cast in situ was used. Even though
the delaminated area was supposed to be completely unknown, this specimen had a big part of the
layer of UHPFRC which was completely delaminated from the side. In Figure 3.12 this is clearly visible.

Figure 3.12: Delamination in the beam which is clearly visible.

The beam had a length 140cm and a height of 20cm and due to its size it was needed to upscale the
procedure of testing. In this experiment three halogen lamps of 1000W which produced 16000 lumen
each. The camera was also placed at a significant distance to the beam, so that the entire beam would
be in view. After heating the table with the lamps was removed and put aside as to not disturb the
recording. This setup can be seen in Figure 3.13.

(a) The setup of heating the beam with three halogen
lamps.

s

(b) The setup of recording the beam after heating.

Figure 3.13: Setup for conducting the experiments on a beam.

Because the amount of lumen produced by these lamps was not the same as the halogen lamp
which was used in the previous experiments, and because the lamps could influence each other, the
light intensity was measured in Lux at the surface of the beam. The distance of the lamps to the beam
was determined as follows:

The lamp produces 16000 Im, so the light which is emitted from the lamp has an energy density of
16 Im/W. To determine at which distance the lamps need to be from the beam to produce a heat-flux of
1750 W /m?, the light intensity at the surface of the beam was measured in Lux, which equals Im/m?.
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A heat-flux of 1750 W /m? gives that the light intensity at the beam should be: 1750 x 16 = 28000 Lux.

The light intensity at the surface of the beam was measured with the Phyphox app, the distance of
the beam was changed until the light intensity roughly equaled 28000. These trial measurements can
be seen in Figure 3.14.
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Figure 3.14: Different trials of different distances to the beam to find the right light intensity.




Detecting delaminated areas

When the optimal frame to be investigated is determined and extracted from the recording, which is
explained in chapter 6, it is time to identify the location of the delaminated areas. The identification of
the location of the delaminated areas is an important factor to be investigated in this research. In the
literature review in chapter 2 three methods were mentioned to determine the locations of delaminated
areas. From these methods the SNR method and the second derivative method have both been tried
in the proof of concept stage in this research. These trials will be discussed in the first section of this
chapter. After these trials, one method is chosen as the preferred method and will be worked out so it
can be used in combination with the standardized approach explained in chapter 6.

4.1. Possible methods

In this section two possible methods for detecting delaminated areas, the signal to noise ratio (SNR)
method and the second derivative method, will be explained and there results will be presented and
discussed. Afterwards a comparison will be made between these methods.

4.1.1. Signal to noise ratio method
The SNR method has been tried using a csv file from the FLIR application and using a grey-scale image
also conducted in the FLIR application. These approaches will both be explained in this subsection.
The SNR method uses the following equation:

|Sd B Sal

SNR = 20109100_— (41)
Sa

Where:

Sq = the average temperature above the delaminated area
S, = the average temperature above the sound areas

s, = the standard deviation of the sound areas

First this method has been tried with a data-set gathered from the FLIR application in the form a csv
file. Here, instead of the average temperature above the delaminated area, the individual temperature
values per pixel was taken. In the proof of concept stage the average temperature above the sound
areas has been calculated by eliminating outliers from the data-set and then taking the average of the
reduced data-set. Processing the data that gives the result shown in Figure 4.1, gives that the amount
of outliers there was 8.85%

From this reduced data-set the standard deviation (STD) was taken. Another thing that is changed
compared to Equation 4.1 is that not the absolute value of S; — S, is taken but also the negative values
are taken, this is done because delaminated areas have a higher temperature and thus S; — S, gives a
positive value if it is a delamination, if it gives a negative value this would be due to noise which is not
of interest here. These changes give the following equation:

Td _Sa

Sa
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Where:

T, = the temperature per pixel

S, = the average temperature above the sound areas
os, = the standard deviation of the sound areas

Equation 4.2 gives the SNR value per pixel, if this value is below zero it means that the difference
in temperature is so small that no delamination is expected, if this value is above zero, it means that
such a change in temperature is found that a delamination is expected.

Another way to use the SNR method is to use a picture from the FLIR data in a grey-scale. This
works exactly the same as the method described above, only now instead of using the temperature
of every pixel, the value of the grey-scale of every pixel is used. An advantage here is that the data
does not have to be extracted to a csv file and that the size of the image is bigger than the size of the
data-set, meaning that one picture holds more pixels and gives a more pleasant picture. A downside to
using grey-scale images however, is that the scale settings is done subjectively instead of objectively,
which is unwanted in this study. Another downside is the fact that due to the fact that more pixels
are presented, it could be thought that this holds more data. The fact is however that these pixels
are interpolated from the original pixels given in the csv file, which means that a lot of the data in the
grey-scale image is fictitious.

The choice has been made that for this method the use of the data-set extracted from the FLIR
application in the form of a csv file is the most accurate and objective, as it gives the exact temperature
of a pixel. The advantage of the higher resolution given by a picture does not exceed the advantage of
the objective quality of the csv data. Therefore the results shown below are only those of csv file data.
The results computed with the grey-scale image data can be found in Appendix A

The results of this method are shown in Figure 4.1. These are the results from an experiment with
a sample of 10x6cm with a delamination of 30x30x1.3mm. In Figure 4.1a the positive values of the
SNR are plotted in a seismic scale over the area of the specimen. In Figure 4.1b the positive values
of the SNR on the mid-line of the specimen are plotted. Finally in Figure 4.2 the known delaminated
area is plotted with a white box over the results of the SNR method. As can be seen the delaminated
area calculated with the SNR method almost covers the entire white box, this indicates that this method
works well.

Delaminated area in seismic scale Signal to Noise Ratio above zero at delamination

T
0 20 40 60 80

(a) Delaminated area, values of the SNR above zero (b) SNR values above zero over the mid-line of the delam-
shown. inated area.

Figure 4.1: Delamination detection with csv file data, using the SNR method. Plotting the positive SNR values.
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Delaminated area in seismic scale
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Figure 4.2: Delaminated area, values of the SNR above zero shown, with a white box which indicates the known
delaminated area.

4.1.2. Second derivative method

The second derivative method is an entirely different method to detect delaminated areas. In this
method a 4" order polynomial is fit through every row and every column of the csv data-set provided
by the FLIR application. From every polynomial the second derivative is calculated and the points
are detected where this second derivative is zero. These points indicate inflection points and would,
according to theory, indicate where a delaminated area begins. This is also done for the grey-scale
image extracted from the FLIR Tools application. The results of the csv file data are shown in Figure 4.3
and the results of the grey-scale image data are again found in Appendix A. It can be seen that the
inflection points show boundaries of a delaminated area in the middle of the specimen, the top boundary,
however, is not visible. The indicated delaminated area has the right position, however the size is not

entirely right. The script which is created to perform the second derivative method this figure is found
in 2?

Inflection points
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Figure 4.3: Inflection points of csv data-set with a brown box at the known delaminated area from the second
derivative method.
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4.2. Conclusion

Two different methods have been explained for detecting delaminated areas. The SNR method makes
use of the temperature of every pixel and compares this to the average temperature and standard
deviation of a sound area. The second derivative method makes use of the temperature of every pixel
and fits a curve through these values to determine the inflection points. Both methods have been
used to detect a delaminated area of 30x30x1.3mm and the results have been compared to the actual
delaminated area. Regarding the effectiveness of the two methods the following can be concluded:

« The SNR method is more accurate about the surface area of the delaminated area than the
second derivative method.

* The second derivative method overestimates the area of the delamination.

» The SNR method is easier to interpret than the second derivative method.

Finally it is decided to proceed with the SNR method.



Numerical modelling in COMSOL

In this chapter the use of COMSOI as an FE model will be explained and the data gathered from
COMSOL will be validated with experimental data.

5.1. Simulations

In this section the simulation of different delaminations in COMSOL will be explained and shown. A
NSC block is made and a ’block’ of air 30x30mm and a certain thickness is constructed to the side of
the NSC block. The sides around the air block are filled up with NSC blocks of the same thickness as
the air block. At last a block of UHPFRC of 10mm thickness is attached on top of the air block. This is
the sample which is used in COMSOL to gather all the required information. The sample in COMSOL
is shown in Figure 5.1a.

50 mm

(a) Simulation of delaminated area in COMSOL, air in blue (b) Simulation of the heat-flux in COMSOL, heat-flux area in blue

Figure 5.1: Simulation of experiments in COMSOL

As heat-source a heat-flux is applied on the surface of the UHPFRC layer, which can be seen in
Figure 5.1b.

Gathering the temperature data from COMSOL was done with 2 lines to the side of the delaminated
area and one line above the delaminated area, over these lines the temperature is gathered in a csv
file to process in the analytical model.

5.2. Validation

To validate the data gathered from COMSOL a small experiment was conducted and the results from
this experiment have been compared to the simulations made in COMSOL. The experiment and the

31
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comparison of data is discussed in this section.

This validation process is done both for heating the specimen for 120 seconds with a heat-flux of
10000W /m? at the surface of the UHPFRC layer and for heating the specimen for 1500 seconds with
a heat-flux of 1750W /m? at the surface of the UHPFRC layer. This is done due to the fact that the
method of heating has been changed throughout the research, because the heating with a heat-flux of
10000/ /m? did not give an even enough distribution of heat.

In chapter 6 the choice for these heating times is made and explained.

The experiment that was conducted was to heat up the proof of concept specimen with the delami-
nated area of 30x30mm and a thickness of 1.3mm. After heating, the heat source was removed and a
recording was made. Temperature data was gathered from the recording above non-delaminated area
and above the delaminated area.

The COMSOL data was gathered from a simulation of a delaminated area made of PIR with a size
of 30x30mm with a thickness of 1.3mm. The temperature data gathered from COMSOL was from both
the non-delaminated area as well as the delaminated area.

All this data which is gathered is used to compare the temperature above the delaminated area and
the non-delaminated area which are calculated by COMSOL and which are measured in the experi-
ment. This data is also used to calculate the SNR and the RTC. The process of calculating the SNR
and RTC values is schematized in Figure 5.2

Temperature
above non-delaminated
area

Temperature
above non-delaminated
area

Temperature above
delaminated area

Temperature above
delaminated area

Standard
deviation of
temperature above
sound area per
second

Average
temperature above
delaminated area
per second

Average
temperature above
sound area per
second

Average
temperature above
delaminated area
per second

Average
temperature above
sound area per
second

Calculating RTC per Calculating SNR per
second second

Calculating RTC per
second

Calculating SNR per
second

Figure 5.2: Flowchart: How the SNR and RTC is calculated from both COMSOL data and experiment data

Figure 5.3 shows graphs of the above mentioned values during the cooling time after heating the
specimen for 120 seconds with a heat-flux of 10000W /m?. These values have been calculated with
data gathered from COMSOL and with data gathered from the experiment conducted in the lab.
Figure 5.4 shows graphs of the above mentioned values during the cooling time after heating the spec-
imen for 1500 seconds with a heat-flux of 1750W /m?. These values have been calculated with data
gathered from COMSOL and with data gathered from the experiment conducted in the lab.

As can be seen in the graphs in Figure 5.3 and Figure 5.4 the temperature above the sound and
delaminated areas are both overestimated in the COMSOL calculation. The absolute temperature
difference is however already better estimated, especially in the simulation of a heat-flux of 1750W /m?
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with a heating time of 1500 seconds. The most important value is the SNR, because this is the value
which is used to determine the optimal cooling time, or in other words, the optimal frame. As can be
seen the SNR calculated with the temperature difference from COMSOL is either underestimated, in
the case of a heat-flux of 10000 /m? with a heating time of 120 seconds, or actually overlaps very well
with the actual SNR from the experiment, as is the case for a heat-flux of 1750W /m? with a heating
time of 1500 seconds. The RTC is also underestimated by the simulation in COMSOL, however, the
shape of the graph is good enough to not rise concerns about the accuracy of the COMSOL simulation.

Due to these facts, it can be stated that, although the simulation in COMSOL does not portray reality

perfectly, it still can be used for the purpose of this research.

Temperature above sound area during cooling after heating for 120 seconds
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(a) Temperature of sound area over time calculated with
data from COMSOL and from the experiment.
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(b) Temperature of delaminated area over time calculated
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Figure 5.3: Verification of values from data gathered from COMSOL and from experiment of heating for 120

seconds with a heat-flux of 10000W /m?
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Temperature above sound area during cooling after heating for 120 seconds
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(a) Temperature of sound area over time calculated with
data from COMSOL and from the experiment.
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(b) Temperature of delaminated area over time calculated
with data from COMSOL and from the experiment.
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Figure 5.4: Verification of values from data gathered from COMSOL and from experiment of heating for 1500
seconds with a heat-flux of 1750W /m?



Standardized approach

One of the aims of this research was to find a standardized approach to detect delaminated areas in
the bond between NSC and UHPFRC with active IRT imaging. From the proof of concept experimental
results, of detecting delaminated areas, the following dependency is found:

 Heating time of the specimen.
 Cooling time of the specimen.

* Environmental conditions.

In this chapter, a choice is also made for the minimal delamination for this standardized approach. After
this choice is made the factors mentioned above and their influence on the standardized approach will
be further explained in the above given order.

6.1. Minimal delamination

A choice needs to be made for the minimal delamination. This is dependent on the application of the
specimen that is to be researched. A delaminated area of the size of 30x30x0.05mm would have a
significant enough effect on the added capacity created by using a UHPFRC panel to increase the
shear strength of a NSC beam. Therefore it is chosen to use a delaminated area of 30x30x0.05mm as
the minimal delamination for this research.

6.2. Heating time of the specimen

In the literature it was suggested that for heating the specimen an optimal heating time would exist.

The method to determine the optimal heating time, suggested by the literature, was to calculate
the RTC for multiple time intervals to determine the time where the RTC reaches its maximum. This
method assumes that there is a time where the RTC reaches a maximum, this is the case when a
certain temperature is prescribed as heat source. In this research, however, not a certain temperature
but a certain heat-flux is prescribed. Due to this fact the RTC does not reach a maximum, it will keep
increasing and approaches an asymptote. It is possible in this case to calculate the point where the
rate in which the RTC increases has decreased a certain amount. This time can be obtained by writing
a script that uses the average temperature of the sound area and the temperature above a delaminated
area.

The term RTC has been explained in chapter 2 already and is defined as follows:

_ (TQef _'Thon—def)

AT, (6.1)

7hon—def

Where:
T4er = The temperature above a delaminated area.
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Thon—des = The temperature above a sound area.

In COMSOL a simulation is done to determine the rate of increase of the RTC for different delami-
nated areas. The following sizes of delaminated areas have been simulated:

+ 30x30x0.05mm
* 30x30x0.1mm
» 30x30x0.5mm
» 30x30x0.8mm
+ 30x30x1.0mm
» 30x30x1.3mm

e 30x30x1.5mm

This simulation has been performed with both a heat-flux of 1750[W /m?]. The calculation of the
heating time of the heat-flux of 1750[W /m?] is explained here below.

In Appendix B the heating time for heating with a heat-flux of 10000[WW /m?] is calculated in a bit of
a different way for delaminated areas of the following sizes:

30x30x0.1mm

30x30x0.5mm

30x30x0.8mm

30x30x1.0mm

30x30x1.3mm

30x30x1.5mm

The minimal delamination has a thickness of 0.05mm, so the size which will be used to model in
COMSOL is a delamination of 30x30mm with a thickness 0.05mm.

The way in which the heating time is calculated is to take the time where the RTC at the backside
of the UHPFRC layer almost reaches its asymptote. The RTC is calculated at the backside of the
UHPFRC layer due to the fact that while heating, the surface temperature in the COMSOL model of
the UHPFRC layer is almost constant over the entire area, regardless of the delaminated area present.
The optimal heating time is taken at the time where the RTC almost reaches the asymptote because
at that point the relative temperature difference will not increase by a significant amount anymore.

This point is calculated as the point where the slope of the RTC reaches 0.5% of the maximum
slope. This point is calculated for both a delamination of PIR and air and is found at a time of 1205
seconds and 1196 seconds respectively. It is chosen to round the heating time up to 25 minutes, which
equals 1500 seconds, because this is an easier to remember amount of time and is easier to monitor.
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Figure 6.1: RTC at the backside of the layer of UHPFRC due to a delamination of PIR and air with the heating
time

6.3. Cooling time of the specimen

Apart from the heating time, the cooling time also plays a crucial role in the ability to detect delami-
nated areas. At first, cooling the specimen increases the RTC and SNR of the delaminated area but
after a certain time the cooling process decreases the RTC and SNR of the delaminated area. It is
important to find the time where the delaminated areas are best detectable. Seeing as the smallest
and thinnest delamination will also have the smallest increase in temperature above the delamination,
this delamination will be governing.

A time needs to be found for when the noise of a sound area is significantly smaller than the increase
in temperature above the delamination and at which this difference in temperature is optimal. This is
done with the use of the previously mentioned SNR method. Why this is done with the SNR method is
explained in more detail in chapter 4. The SNR method uses the following equation:

SNR = 2010910M (6.2)
O'Sa
Where:
S4 = the average temperature above the delaminated area
S, = the average temperature above the sound areas
s, = the standard deviation of the sound areas

The time which gives the optimal frame for detecting the minimal delamination can be approached in
two ways. One approach can be used when one has the knowledge of a sound area in the specimen,
the other approach is for when there is no knowledge about a sound area. Both approaches are
explained below.

6.3.1. Situation where there is a known sound area within the specimen.

A recording is made with an IRT camera of the specimen after heating, when it is cooling down. From
this recording two csv files are extracted of two areas with the temperatures of the pixels per frame. One
file contains the temperatures above a known sound area and another file contains the temperatures of
the entire specimen. The file of the sound area is then processed to find the standard deviation (STD)
per frame, this is considered to be the STD of the sound area. The average temperature above the
delaminated area is taken from the simulation in COMSOL of the smallest delamination that is needed
to be detected, the average temperature above the sound area is also found with the simulation in
COMSOL. More about these simulations can be read in chapter 5
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Because these values are time dependent, the SNR during cooling time is calculated per second.
After these are calculated, the time is found for when the SNR reaches its maximum value. This is the
optimal time to detect the minimal delamination and because this delamination is governing, it means
that at that point the bigger delaminations will also be detectable. After this time is determined, the
frame that is linked to this certain time is extracted from the other csv file with the entire specimen. This
frame is the optimal frame to investigate.

6.3.2. Situation where there is no known sound area within the specimen.

When there is no known sound area in the specimen another approach needs to be made. In this
subsection a suggestion is made for how this could be done, a thing to note however, is that in this
case it is not possible to have a major area of delaminated area within the specimen. The exact max-
imum amount of allowable delamination and the thickness and size of the allowable delamination is
something that needs to be researched in a following research, this is only a suggestion of a method.
Itis found that this suggestion works with the amount of delamination which is simulated in this research.

In this approach a recording is made with an IRT camera of the specimen after heating, when it
is cooling down. From this recording one csv file is taken, this file contains the temperatures of the
pixels over the entire specimen, per frame. From this file the STD and average of the temperature is
calculated per frame. With these values the optimal frame is appointed in the same way as explained
in subsection 6.3.1.

6.3.3. Environmental conditions

In both cases, with or without a known sound area, the environmental conditions have already been
taken into account due to the fact that the STD is taken from the recording itself, this is the value where
the environmental conditions will have the highest impact. The cooling time is dependent on this STD,
thus with this method of cooling, the environmental conditions have been taken into account when
determining the optimal cooling time.



Analytical model

In chapter 4 the method of detecting the delaminated areas is chosen and explained. In chapter 6
the standardized approach of heating and cooling the specimen is explained, where for the cooling a
distinction is made between a sample with a known sound area and without a known sound area. This
chapter will combine both chapters into a model, this model will process the recording, which is made
according to the standardized approach, by using the SNR method of detecting the delaminated areas.
This chapter is divided into two sections, section 7.1 will briefly discuss the process of extracting the
frame from the recording which belongs to the optimal cooling time and section 7.2 will discuss the
process of using the SNR method to determine the delaminated area, this section is divided in two
subsections. subsection 7.2.1 discusses the method for determining the delaminated area of a sample
where there is a known sound area. subsection 7.2.2 discusses a suggested method for determining
the delaminated area of a sample where there is no known sound area.

7.1. Extracting the optimal frame from the recording

Extracting the optimal frame from the recording is an important part of the model that has been created.
The optimal frame is chosen in such a way that the temperature difference, at that certain time that is
calculated from the COMSOL model with the minimal delamination, together with the measured STD of
the sound area, at that certain time, creates the maximum value of the SNR. The way this is calculated
for the situation where there is a known sound area is shown in a flowchart in Figure 7.1. The way this
is calculated for the situation where there is no known sound area is shown in Figure 7.2.

7.2. Determining delaminated area

Determining the delaminated area is done with the SNR method, why this is done is explained in
chapter 4. In this section two ways of implementing this method are discussed, one for a sample with
a known delaminated area and one for a sample without a known delaminated area.

7.2.1. Situation where there is a known sound area within the specimen.

In this subsection the method for detecting delaminated areas for a where there is a known sound area
in the specimen will be discussed.

After the optimal frame is determined via the method explained in Figure 7.3 the average temperature
of the sound area is calculated together with the STD of the sound area. With these values the SNR is
calculated for every pixel in the frame of the entire specimen. The positive values are stored and where
a pixel has a negative SNR value the pixel will get a value of zero instead, the positive values indicate
a delamination. After assigning these values to all pixels the frame is plotted in a seismic scale to show
the delaminated area in a clear manner, the darker red parts indicate the centre of the delaminated
area and the white and light blue parts indicate that the boundary of the delaminated area is close. The
way the delaminated areas are determined in the model in this case is also shown in a flowchart in
Figure 7.3.
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Figure 7.1: Flowchart of determining the optimal frame from a recording where there is a known sound area.



7.2. Determining delaminated area

41

Data from COMSOL of
smallest delaminated area to
be detected

| RN

Standard deviation of lemperature above

; . Temperature above : .
entire specimen per i delaminated area in
sound area in time .
frame time

N

[alcuate SNR in time

Data from entire specimen
from experiment

\

@

Time where SNR is
rmaxirmum

S

h 4

Frame where SNR is
maxlmum
Detection of
delaminated area

@ )

Data of optimal frame

N/
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7.2.2. Situation where there is no known sound area within the specimen.

In this subsection a method for detecting delaminated areas for a situation where there is no known
sound area in the specimen will be discussed. Note that this is a suggested method which needs to be
to be verified more thoroughly in a following research.

After the optimal frame is determined via the method explained in Figure 7.4 the absolute tempera-
ture difference from the simulation of the minimal delamination in COMSOL is taken at the time which
matches the optimal frame. The average temperature of the entire frame is calculated and then the
temperature difference is calculated for every pixel as the difference between the temperature of the
pixel and the average temperature of the entire frame. This temperature difference is then compared
to the temperature difference taken from the COMSOL simulation. If the temperature difference of a
pixel is smaller then 50% of the temperature difference calculated by COMSOL then the pixel is seen
as a sound area. The 50% is a chosen value with a high safety factor. This value needs to be lower
than a 100% because the average of the entire specimen is higher then the average temperature of
the sound area, which is used in the difference calculated with COMSOL. This value is a suggestion
and if this method is to be researched further, it should be researched how much lower than a 100%
this value should actually be.

This check is done for every pixel in the frame and in this manner a sound area is determined.
From this sound area the STD and average temperature is calculated and then used to calculate the
SNR of every pixel in the frame. Again the positive values are stored and where a pixel has a negative
SNR value the pixel will get a value of zero instead, the positive values indicate a delamination. After
assigning these values to all pixels the frame is plotted in a seismic scale to show the delaminated area
in a clear manner, the darker red parts indicate the centre of the delaminated area and the white and
light blue parts indicate that the boundary of the delaminated area is close. The way the delaminated
areas are determined in the model in this case is also shown in a flowchart in Figure 7.4.
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Results

This chapter will discuss the results produced by the model explained in chapter 7 from the data gath-
ered from the experiments performed by using the standardized approach, which is explained in chap-
ter 6. Only the results from the heating with a heat-flux of 1750W /m? with a heating time of 1500
seconds is discussed in this chapter. The results from the heating with a heat-flux of 10000W /m? with
a heating time of 120 seconds is discussed in Appendix C.

Two kinds of regulated experiments have been conducted:

» The main experiments; the author knew the locations and sizes of the simulated delaminations.

» The blind experiments; the author did not know the locations and sizes of the simulated delami-
nations.

For both the results will be given below in the form of a seismic scale picture and the following ratios
will be given as well:

* true positive ratio which is calculated as follows: TPR = L
TP+FN
* true negative ratio which is calculated as follows: TNR = Ll
TN+FP
» false positive ratio which is calculated as follows: FPR = ki
FP+TN
« false negative ratio which is calculated as follows: FNR = FﬂVTP

The main experiments were conducted with three different samples, for all three samples the results
will be shown in this chapter. For the blind experiments two samples were used, the results of both
of them will be presented in this chapter, including the delaminated area, which was presented to the
author after processing the data.

A third kind of experiment was conducted as well. This was done with a beam where there was a
part of delamination known, however the exact starting location of the delaminated area was unknown.
More about this experiment sample can be found in chapter 3. The results for this experiment is given
in section 8.3 in the form of a seismic scale picture of the specimen and three graphs of the SNR values
over lines plotted along the longitudinal axis of the beam.

8.1. Main experiments

The experiment was to heat up the three specimens with a heat-flux of 1750 /m? for 1500 seconds
and let it cool down while recording. The data from the recordings have been gathered. From the three
specimen a csv file with the temperatures per pixel of every frame over the entire specimen has been
extracted as well as a csv file with the temperatures per pixel of every frame over a sound area. For
every specimen two sound areas have been used and the results from both are displayed as well. In
the FLIR application three boxes are drawn from which the data is gathered. Bx1 is the box with the
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data of the entire specimen, the other boxes are the boxes above sound areas. As well as using the
method for a known sound area, the method for detecting the delaminated area for the unknown sound
area is also used on these samples.

For all three samples the results, in the form of a seismic scale picture, are presented, the reference
values of the sound areas are presented and in addition to these values the probability density functions
of the different sound areas per sample are shown.

The ratios to determine the accuracy of the model are presented in Table 8.2, Table 8.4 and Table 8.6
for all three samples and for all three methods. Note that the FPR is very high, because this method
takes all pixels with a value of the SNR above zero as a delaminated area, however, as can be seen
in the results below, the light blue and white pixels indicate the boundary of the delaminated area.

8.1.1. Specimen with three delaminations of 30x30x0.8mm of pir at a distance of
35mm of the outer sides.

Delaminated area in seismic scale

(a) Absolute difference in temperature above delaminated

area and sound area calculated with data from COMSOL (b) Result computed with the the data of the sound area
and from the experiment. of Bx2.
Delaminated area in seismic scale o Delaminated area in seismic scale

(c) Result computed with the the data of the sound area (d) Result computed with the suggested method for a
of Bx4. specimen without a known sound area.

Figure 8.1: Results from the specimen with three delaminations of 30x30x0.8mm of pir at a distance of 35mm of
the outer sides.
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Average temperature [°C] | Median [°C] | Standard deviation [°C]
First sound area 41.30 41.38 0.6488
Second sound area 41.79 41.86 0.5554
Unknown sound area 41.19 41.32 0.7066

Table 8.1: Reference values of the sound areas used for the sample with three delaminated areas at a distance
of 35mm from outer edge.

Probability density

First sound area
Second sound area
Unknown sound area

0.8 1

0.6

Density

0.4 1

0.2

0.0 T T T
34 36 38
Temperature of sound area [degree Celsius]

Figure 8.2: Probability density functions of the different sound areas used for the sample with three delaminated
areas at a distance of 35mm from outer edge.

TPR TNR FPR FNR
First sound area 1.0 0.47433 | 0.52670 0.0
Second sound area | 0.99565 | 0.65913 | 0.34087 | 0.00435
Unknown sound area | 0.94565 | 0.61269 | 0.38731 | 0.05435

Table 8.2: Accuracy of the model for the sample with three delaminated areas at a distance of 35mm from outer
edge.
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8.1.2. Specimen with a delamination of 30x30x0.1mm of paper in the bottom left
corner and with a delamination of 30x30x0.5mm of pir in the upper right

corner.

Delaminated area in seismic scale

Si)captlgsre of the gathered data boxes from the FLIR ap- (b) Result computed with the data of the sound area of
' Bx2.

Delaminated area in seismic scale Delaminated area in seismic scale

(c) Result computed with the the data of the sound area (d) Result computed with the suggested method for a
of Bx3. specimen without a known sound area.

Figure 8.3: Results from the specimen with a delamination of 30x30x0.1mm of paper in the bottom left corner and
with a delamination of 30x30x0.5mm of pir in the upper right corner

Average temperature [°C] | Median [°C] | Standard deviation [°C]
First sound area 46.18 46.38 0.5186
Second sound area 45.37 45.51 0.4937
Unknown sound area 44 .44 44.64 0.6396

Table 8.3: Reference values of the sound areas used for the sample with delaminated areas of 0.1mm and 0.5mm
thickness.
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Figure 8.4: Probability density functions of the different sound areas used for the sample with delaminated areas
of 0.1mm and 0.5mm thickness.

TPR TNR FPR FNR
First sound area 0.49660 | 0.92946 | 0.07054 | 0.50340

Second sound area | 0.92177 | 0.56921 | 0.43079 | 0.07823

Unknown sound area | 0.93197 | 0.57261 | 0.42739 | 0.06803

Table 8.4: Accuracy of the model for the sample with delaminated areas of 0.1mm and 0.5mm thickness.
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8.1.3. Specimen with three delaminations of 30x30x0.8mm of pir at a distance of
20mm ofthe outer sides.

Delaminated area in seismic scale

(a) Picture of the gathered data boxes from the FLIR ap- (b) Result computed with the the data of the sound area
plication of Bx2.

Delaminated area in seismic scale Delaminated area in seismic scale
0

(c) Result computed with the the data of the sound area (d) Result computed with the suggested method for a
of Bx3. specimen without a known sound area.

Figure 8.5: Results from the specimen with three delaminations of 30x30x0.8mm of pir at a distance of 20mm of
the outer sides.

Average temperature [°C] | Median [°C] | Standard deviation [°C]
First sound area 41.10 4117 0.5070
Second sound area 42.51 42.70 0.5316
Unknown sound area 41.51 41.71 0.8744

Table 8.5: Reference values of the sound areas used for the sample with three delaminated areas at a distance
of 20mm from outer edge.
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Figure 8.6: Probability density functions of the different sound areas used for the sample with three delaminated
areas at a distance of 20mm from outer edge.

TPR TNR FPR FNR
First sound area 0.98785 | 0.46162 | 0.53838 | 0.01215
Second sound area 0.8389 | 0.83506 | 0.16494 | 0.1611
Unknown sound area | 0.94565 | 0.61269 | 0.38731 | 0.05435

Table 8.6: Accuracy of the model for the sample with three delaminated areas at a distance of 20mm from outer
edge.

8.2. Blind experiments

The experiment was to heat up the two specimen with a heat-flux of 1750W /m? for 1500 seconds and
let it cool down while recording. The data from the recordings have been gathered, just one file per
sample has been gathered. This file contains the temperatures per pixel of the entire sample. For both
samples the results, in the form of a seismic scale picture, are presented in Figure 8.7 and Figure 8.9.
The reference values of the sound areas, which is conducted by the analytical model, are presented
and the probability density functions of the sound areas is also shown.

Apart from the result in the form of a seismic scale, the ratios to determine the accuracy of the
model, as explained in the introduction of this chapter, are also given for both samples.
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Figure 8.7: Results, presented in seismic scale, of the first sample from the blind experiments.

The reference values of the sound area of the first sample and the probability density function are as
follows:

» Average temperature: 45.09 [°C]
* Median: 45.21 [°C]

» Standard deviation: 0.9518 [°C]
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Figure 8.8: Probability density function of the sound area of the first sample from the blind experiments.
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Figure 8.9: Results, presented in seismic scale, of the second sample from the blind experiments. Note: the left
delamination might have shifted during the gluing procedure.

The reference values of the sound area of the second sample and the probability density function are
as follows:

» Average temperature: 43.60 [°C]
» Median: 43.66 [°C]
 Standard deviation: 0.7965 [°C]
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Figure 8.10: Probability density function of the sound area of the second sample from the blind experiments.
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The ratios to determine the accuracy of the model are given in Table 8.7

TPR TNR FPR FNR
First sample 1.0 0.47238 | 0.52762 0.0
Second sample | 0.9567 | 0.62095 | 0.37905 | 0.04135

Table 8.7: Accuracy of the model for both samples of the blind experiments.

8.3. Real experiment

In this section the results from the real experiment of the beam are presented. Two methods have been
tried, the first is to use the method for an unknown sound area. This result is shown in Figure 8.11. The
reference values of the sound area, produced by the analytical model, are given and the probability
density function of this sound area is shown in Figure 8.12.

Delaminated area in seismic scale

[+] 50 100 150 200 250 300

Figure 8.11: Results from beam with the method for as unknown sound area.

» Average temperature: 40.00 [°C]
* Median: 39.99 [°C]
» Standard deviation: 2.8463 [°C]
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Figure 8.12: Probability density function of the sound area of the beam which is produced by the analytical model.

The other method which is used was to assign a sound area to the most right side of the beam
and use this sound area in the analytical model. The location of the sound area and results from this
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method are shown in Figure 8.13 and Figure 8.14 respectively. The reference values of this assigned
sound area are given and the probability density function of this sound area is shown in Figure 8.15.

Figure 8.13: FLIR image from the beam, Bx2 represents the assigned sound area.

Delaminated area in seismic scale

Figure 8.14: Results from beam with the method with an assigned sound area.

» Average temperature: 35.84 [°C]
» Median: 35.79 [°C]
» Standard deviation: 0.9725 [°C]
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Figure 8.15: Probability density function of the sound area of the beam which is produced by the analytical model.



Discussion

In this chapter the results presented in chapter 8 will be discussed.

The results show that it is indeed possible to detect delaminated areas with active IRT in an objective
way. It was expected to find areas with a higher temperature at the location of the delaminated areas,
which the created analytical model would then pick up. As can be seen in chapter 8 this has been
achieved. This study aimed to determine if active IRT would be a possible NDT method for detecting
delaminations and these results are very promising.

There are a few things that need to be taken into account when analyzing the results:

» The first thing is that the accuracy of the results are quite dependent on the sound area which
is chosen as a reference area. This is something that would need further research on how to
optimize the choice for the reference sound area.

» The second point of attention is the fact that during the gluing process some of the PIR squares
that have been used to simulate the delaminations might have shifted slighty. This is why the
ratio’s for the accuracy given in chapter 8 might not be 100% accurate.

» Vaseline has been used to keep the PIR squares in place during the gluing process, this might
have slightly affected the thermal conductivity of the simulated delaminations. The author pre-
dicts that this might be the case with the sample where the delamination of 0.1mm is simulated
with paper. This analytical model gives a delaminated area which is larger than it should be in
reality, while the delaminated area of 0.5mm made of PIR insulation is picked up quite well by the
analytical model.

» The thermal conductivity of the PIR squares is 0.022, whereas the thermal conductivity of air is
0.025 + 5.5d, with d the thickness of the delamination in meters. This means that the thermal
conductivity of the simulated delaminations is lower than actual delaminations. The result is that
the same delamination of air is a bit harder to detect than the same delamination made of PIR.
This is something to look into in follow up studies.

» The exact thermal conductivity A of the layer of UHPFRC is unknown, this value is taken from
literature study. It would be good to determine the exact thermal conductivity so that the numerical
model made in COMSOL can be optimized.

The method which is suggested to be used when there is no known sound area also has one
significant shortcoming which needs attention. This method is made with the assumption that there is
a significant amount of sound area compared to the amount of delaminated area. The results from this
method for the locations of the delaminations in the blind experiments align very well with the actual
locations of the delaminations. The test with the beam clearly shows the shortcoming of this method.
Almost the entire beam is delaminated and this method underestimates the amount of delamination in
the interface between the NSC beam and the layer of UHPFRC. It can be seen that in this case the
method of assigning a sound area gives a more accurate result than the method of not assigning a
sound area. The maximum amount of delaminated volume needs to be determined in further research.
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Another option would be to optimize the method for producing a sound area from the given data in
another way, this could also be researched in the future.
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Conclusion

The main goal of this research was to determine whether it is possible to detect and quantify delam-
inated areas, within the connection between a normal strength concrete (NSC) beam and a layer of
ultra-high-performance fibre reinforced concrete (UHPFRC) of a certain thickness in an objective way,
with data gathered by an infrared camera in a lab environment.

In this report a standardized approach to perform experiments with active infrared thermography
(IRT) is proposed. In combination with this standardized approach, an analytical model is made to
detect the location of delaminated areas in the interface between a NSC specimen and a layer of
UHPFRC. The UHPFRC layer has a thickness of 10mm and is glued to the NSC specimen with an
epoxy glue. The results from this standardized approach together with the analytical model are in
reasonable to good agreement with the real location of delaminated areas.

Certain conclusions can be drawn for both the standardized approach as well as for the analytical
model, these are presented below.

10.1. Standardized approach

For the standardized approach a heating time needs to be determined, as well as a cooling time.

The heating time is dependent on the heat-source used and the minimal delamination, which is the
smallest delamination that is needed to be detected. The lower the heat-flux from the heat-source, the
longer it takes to create a significant difference in temperature between the minimal delamination and
a sound area.

The cooling time is mostly dependent on the environmental factors. If the standard deviation (STD)
of a sound area is low, it takes less amount of time to reach the optimal cooling time. To determine
the optimal cooling time the difference between the temperature above the minimal delamination and a
sound area is calculated with the commercial Finite Element software COMSOL Multiphysics 5.6. The
optimal cooling time is the time at which this temperature difference and the standard deviation reach
the optimal ratio. This is done with the signal to noise ratio (SNR) method, which is explained a bit
more below.

10.2. Analytical model

In regard to the method of detecting the delaminated area in the analytical model three methods were
found in literature:

* The thresh-hold value method; a threshold value is set for the temperature difference at the sur-
face above a sound area and a delaminated area. When the temperature difference in an area
is higher than this threshold value, the area is delaminated.

» The signal to noise ratio (SNR) method; this method compares the temperature in an area to the

temperature of a sound area and compares this to the STD of the temperature in a sound area.
This is to take the environmental factors into account.
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+ The second derivative method; this method fits a 4" order polynomial through the data gathered
by the infrared camera. It does this for every row and column of the pixels. Each pixel has a
temperature value attached to it, of the picture. Where there is an inflection point in the polynomial
it is assumed that this indicates a boundary of the delaminated area.

The thresh-hold value method is difficult to make universal for different test settings, especially when the
delaminated areas are unknown. For this reason, this method is not used in the current research. The
SNR method and the second derivative method have been compared and the following conclusions
are drawn:

 The SNR method is more accurate about the surface area of the delaminated area than the
second derivative method.

» The second derivative method overestimates the surface area of the delamination.

» The SNR method is easier to interpret than the second derivative method.

This model has been used in two situations, one where a halogen lamp of 1000W was used at
close distance to the specimen. This created a heat-flux of 10000[WW /m?], however, it also created
a high standard deviation in the sound area due to the fact that the heat was not evenly distributed.
The results from the analytical model were in this case not agreeable with the real locations of the
delaminated areas. The main conclusion that can be drawn from this, is that the analytical model that
was created is sensitive to uneven heat-distribution; to use this model the heat-source needs to emit
an evenly distributed heat.
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Recommendations

In this chapter, recommendations will be made regarding possible follow-up researches.

The current research shows that active IRT is a promising new NDT method for detecting delam-
inated areas. The analytical model which is created shows potential for implementing this method in
practise. Before the analytical model can be used in practise further research needs to be done. In this
chapter recommendations for further research are made.

* In the current research the smallest delaminated area which is simulated was 30x30x0.1mm and
was made of paper. The results the analytical model gave were not very agreeably with reality, this
might have been caused by a fault in the simulation of the delaminated area. In further research
an experiment should be performed, preferably with a simulated delaminated area which has
the same or roughly the same thermal conductivity as air. It is recommended, when possible,
to perform this experiment with a simulated delaminated area of 30x30x0.05mm to determine
whether the minimal delamination is actually detectable.

* In current research halogen lamps have been used as heating source, it was found that with halo-
gen lamps it was possible to have a heat-flux of 1750 W /m?. It would be valuable to research
other heating methods that would be applicable in practical situation, so not only in the lab envi-
ronment, but also in a practical setting. It would be of high value when this heating method would
emit an evenly distributed heat with an even higher heat-flux than 1750 W /m?. This would mean
that the heating time would decrease, making the process of testing more time efficient.

* The author recommends that for further research the thermal conductivity of UHPFRC should
be determined, this would increase the accuracy of the calculations of the numerical model in
COMSOL.

» The method which is suggested in this report, for situations where there is no known sound area,
needs to be researched further. The accuracy of this method is dependent on the relative amount
of delamination in the specimen. It is recommended to research the accuracy of this method and
to research what amount of delaminated area in a specimen would be the maximum amount of
delaminated area, such that this method is still agreeable with reality.

60



Results from the proof of concept
experiments from grey-scale image data.

In this appendix the results from the SNR method and the second derivative method of a grey scale
image is shown.

Signal to Noise Ratio above zero at delamination

Delaminated area in seismic scale

T T T T T T
0 50 100 150 200 250

(a) Delaminated area, values of the SNR above zero
shown. (b) SNR values above zero over the mid-line of the delam-
inated area.

Delaminated area in seismic scale

E ﬁ

(c) Delaminated area, values of the SNR above zero
shown, with a white box which indicates the known de-
laminated area

Figure A.1: Delamination detection with grey-scale image data, using the SNR method. Plotting the positive SNR
values.
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62 A. Results from the proof of concept experiments from grey-scale image data.
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Figure A.2: Inflection points of grey-scale image from the second derivative method.



Heat-flux of 10000[W /m?]

In COMSOL a simulation is done to determine the rate of increase of the RTC for different delaminated
areas. Delaminated areas of the following sizes have been simulated:

» 30x30x0.1mm
+ 30x30x0.5mm
» 30x30x0.8mm
» 30x30x1.0mm
+ 30x30x1.3mm

e 30x30x1.5mm

For this simulation a heat-flux of 10000[W /m?] is used, because this is the same heat-flux as is
used in the first round of experiments. Because the delaminated areas in the experiments is simulated
with PIR insulation, the simulation in COMSOL is done both for PIR as well as air. The temperature
values have been extracted at the backside of the UHPFRC layer. This is done there in stead of at the
surface of the UHPFRC layer, due to the fact that during heating the surface of the UHPFRC layer has
a constant temperature over the surface due to heating directly at the surface. For these delaminated
areas the times where the rate of increase of the RTC is maximum and where the rate has dropped
down to 50% of the maximum rate have been conducted. These time values are found in Table B.1

Size [mm] | Pir[s] | Air [s] Size [mm] | Pir[s] | Air[s]
30x30x0.1 18 18 30x30x0.1 69 69
30x30x0.5 25 18 30x30x0.5 | 100 100
30x30x0.8 25 25 30x30x0.8 | 100 100
30x30x1.0 25 25 30x30x1.0 | 100 100
30x30x1.3 26 25 30x30x1.3 | 100 100
30x30x1.5 26 25 30x30x1.5 | 100 100
(a) Time of maximum slope of RTC (b) Time of 50% of maximum slope of RTC

Table B.1: Heating times

It can be seen that small sized delaminations are governing in the amount of minimum heating time.
It is chosen to set a certain heating time that provides at least a decrease of slope up untill 50% of the
maximum slope of the delaminations with an area of 30x30mm. The heating time that is chosen, taking
the previous conditions into account, is 120 seconds, because two minutes is time which is easier to
monitor than 100 seconds.
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Results from close-by heating

C.0.1. Results from close-by heating with a heat-flux of 10000[IW /m?]

The first test setup which was discussed in section 3.2 was to heat the specimen from a close distance,
which produced a heat-flux of 10000 /m? This was done for all the three specimen and from all three
specimen data has been gathered. From the three specimen a csv file with the temperatures per pixel
of every frame over the entire specimen has been extracted as well as a csv file with the temperatures
per pixel of every frame over a sound area. For every specimen two sound areas have been used and
the results from both are displayed as well.

As can be seen in the figures presented below, is that the results from this method are not accurate.
The white boxes represent the delaminated areas which are to be detected. The delaminated areas,
which are conducted with this method, do not line up with the white boxes, this is caused due to the
very large difference in heating efficiency over the surface.
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65

Delaminated area in seismic scale

(a) Picture of the gathered data boxes from the FLIR ap-

plication. (b) Result computed with the the data of the sound area

of Bx2.

Delaminated area in seismic scale

(c) Result computed with the the data of the sound area
of Bx3.

Figure C.1: Results from the specimen with a delamination of 30x30x0.1mm of paper in the bottom left corner
and with a delamination of 30x30x0.5mm of pir in the upper right corner



66 C. Results from close-by heating

Delaminated area in seismic scale

(a) Picture of the gathered data boxes from the FLIR ap- (b) Result computed with the the data of the sound area
plication. of Bx2.

Delaminated area in seismic scale

(c) Result computed with the the data of the sound area
of Bx3.

Figure C.2: Results from the specimen with three delaminations of 30x30x0.8mm of pir at a distance of 20mm of
the outer sides.



67

Delaminated area in seismic scale

o 20 40 60 80 100 120 140 160

(a) Picture of the gathered data boxes from the FLIR ap-

plication. (b) Result computed with the the data of the sound area

of Bx2.

Delaminated area in seismic scale
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(c) Result computed with the the data of the sound area
of Bx3.

Figure C.3: Results from the specimen with three delaminations of 30x30x0.8mm of pir at a distance of 35mm of
the outer sides.



Python scripts

In this appendix the python scripts are given in the following order:

« Second derivative method

Calculating the heating time

» Detecting delaminations with a sound area

Detecting delaminations without a sound area

Scripts to which are referenced in the other scripts

D.1. Second derivative method
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11.6.2021 Second_derivative_method.py

=

import math

import sys

import numpy as np

import pandas

from mpl_toolkits.mplot3d import Axes3D
import matplotlib.pyplot as plt
from matplotlib import cm
import calculating_sNR as snr
from sympy.solvers import solve
10 from sympy.abc import x

11 from sympy import symbols, Eq
12 import cv2

13 import Array_to DF as adf

OWoOoONOUVT A WN

14

15

16 def plotsecond(data):

17 def Polyfit(array):

18 x1 = np.arange(1l, len(array) + 1, 1)
19 yl = array

20 func = np.polyfit(x1, yi1, 4)

21 a = func[0]

22 b = func[1]

23 ¢ = func[2]

24 d = func[3]

25 e = func[4]

26 X = np.arange(1, len(array) + 1, 0.1)
27 fit=a *x ** 4 + b * x ** 3 + ¢c*x** 2 +d*x+e
28

29 return (a, b, c, d, e)

30

31 def makingarray(dataline):

32 ar = []

33 for i in range(len(dataline)):

34 ar.append(dataline[i])

35 return ar

36

37 def Secondderivative(a, b, ¢, d, e):

38 p = np.polyld([a, b, ¢, d, e])

39 p2 = np.polyder(p, 2)

40 return p2

41

42 def function(x, p2):

43 y = p2[0] + p2[1] * x + p2[2] * x ** 2
44 return y

45

46 y_len = len(data.iloc[:, 1])

47 x_len = len(data.iloc[@, :])

48

49 def indentionsx(data):

50 points = np.zeros((len(data.iloc[:, 1]), 2))
51 for i in range(len(data.iloc[:, 1])):
52 dat = data.iloc[i, :]

53 lenx = len(dat)

54

55 data_true = makingarray(dat)

56 X2 = np.arange(9.1, len(dat), 90.1)
57 val = Polyfit(data_true)

58 yl = Secondderivative(val[©0], val[1], val[2], val[3], val[4])
59 X = symbols("x", positive=True)

60 sol = solve(function(x, y1))

localhost:4649/?mode=python 1/3



11.6.2021 Second_derivative_method.py

61 for j in range(len(sol)):

62 points[i, j] = int(sol[j])
63 return points

64

65 def indentionsy(data):

66 points = np.zeros((len(data.iloc[1, :1), 2))
67 for i in range(len(data.iloc[1, :])):
68 dat = data.iloc[:, i]

69 leny = len(dat)

70

71 data_true = makingarray(dat)
72 X2 = np.arange(9.1, len(dat), 90.1)
73 val = Polyfit(data_true)

74 yl = Secondderivative(val[©0], val[1], val[2], val[3], val[4])
75 x = symbols("x", positive=True)
76 sol = solve(function(x, y1))
77 for j in range(len(sol)):

78 points[i, j] = int(sol[j])
79 return points

80

81 pointsx = indentionsx(data)

82 pointsy = indentionsy(data)

83

84 print(len(pointsx[:, @]))

85 X = np.arange(9, x_len)

86 y = np.arange(9, y len)

87 S = np.zeros((y_len, x_len))

88 for h in y:

89 print(h)

90 for k in x:

91 if k == pointsx[h, 0]:

92 S[h, k] =1

93 elif k == pointsx[h, 1]:

94 S[h, k] =1

95 elif h == pointsy[k, ©0]:

96 S[h, k] =1

97 elif h == pointsy[k, 1]:

98 s[h, k] = 1

99

100 pixelsize = len(S[@]) / 10

101 ar = int(len(S) * 0.5)

102 br = int(len(S[0]) * 0.5)

103 brl = br - int(pixelsize * 3 * 0.5)
104 brr = br + int(pixelsize * 3 * 0.5)
105 ara = ar + int(pixelsize * 3 * 9.5)
106 arb = ar - int(pixelsize * 3 * 9.5)
107 X = np.arange(brl, brr + 1, 1)

108 y = np.arange(arb, ara + 1, 1)

109 arra = np.full(len(x), ara)

110 arrb = np.full(len(x), arb)

111 brrl = np.full(len(y), brl)

112 brrr = np.full(len(y), brr)

113 plt.plot(

114 X,

115 arra,

116 color="brown",

117 linewidth=2,

118 )

119 plt.plot(

120 X,
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121 arrb,

122 color="brown",
123 linewidth=2,
124 )

125 plt.plot(

126 brrl,

127 Y,

128 color="brown",
129 linewidth=2,
130 )

131 plt.plot(

132 brrr,

133 Y,

134 color="brown",
135 linewidth=2,
136 )

137

138 plt.imshow(S, cmap="Greys")
139 plt.title("Inflection points")
140 plt.show()

141
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D.2. Calculating the heating time



11.6.2021 Optimaltime.py

=
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16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

import math

import sys

import numpy as np

import pandas

from mpl_toolkits.mplot3d import Axes3D
import matplotlib.pyplot as plt

from matplotlib import cm

import Average_line_comsol as alc

thickness = [0.05] # , 0.1, 0.5, 0.8, 1, 1.3, 1.5]

pathsLPir3e = [
r"Heating time 1750Wm2\At
backside\30x30x0.05mm\Pir\10030PIRLine_data_left_0.05mm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x0.1mm\Pir\10030PIRLine_data_left_O.1mm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x0.5mm\Pir\10030PIRLine_data left O.5mm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x0.8mm\Pir\10030PIRLine_data_left_0.8mm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x1.0mm\Pir\10030PIRLine_data_ left 1.0Omm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x1.3mm\Pir\10030PIRLine_data_left_1.3mm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x1.5mm\Pir\10030PIRLine_data left 1.5mm.txt",
]
pathsLAir3e0 = [
r"Heating time 1750Wm2\At
backside\30x30x0.05mm\Air\10030AIRLine_data left ©.05mm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x0.1mm\Air\10030AIRLine data left O.1mm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x0.5mm\Air\10030AIRLine_data_left_O.5mm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x0.8mm\Air\10030AIRLine_data left 0.8mm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x1.0mm\Air\10030AIRLine_data_left_1.0mm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x1.3mm\Air\10030AIRLine data left 1.3mm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x1.5mm\Air\10030AIRLine_data_left_1.5mm.txt",
]
pathsRPir3e = [
r"Heating time 1750Wm2\At
backside\30x30x0.05mm\Pir\10030PIRLine_data_right_0.05mm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x0.1mm\Pir\10030PIRLine_data_right_0.1mm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x0.5mm\Pir\10030PIRLine_data_right_0.5mm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x0.8mm\Pir\10030PIRLine data_right ©.8mm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x1.0mm\Pir\10030PIRLine_data_right_1.0mm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x1.3mm\Pir\10030PIRLine_data_right_1.3mm.txt",
# r"Heating time 1750Wm2\At
backside\30x30x1.5mm\Pir\10030PIRLine data_right 1.5mm.txt",

localhost:4649/?mode=python

1/4



11.6.2021 Optimaltime.py
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78

]
pathsRAir3e = [

r"Heating time 1750Wm2\At

backside\30x30x0.05mm\Air\10030AIRLine_data_right_0.05mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x0.1mm\Air\10030AIRLine_data_right_0.1mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x0.5mm\Air\10030AIRLine_data_right_©.5mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x0.8mm\Air\10030AIRLine_data_right_0.8mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x1.0mm\Air\10030AIRLine data right 1.0mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x1.3mm\Air\10030AIRLine_data_right_1.3mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x1.5mm\Air\10030AIRLine data_right 1.5mm.txt",
]
pathsMPir3e = [

r"Heating time 1750Wm2\At
backside\30x30x0.05mm\Pir\10030PIRLine_data_mid_©.05mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x0.1mm\Pir\10030PIRLine_data_mid_©.1mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x0.5mm\Pir\10030PIRLine_data_mid_0O.5mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x0.8mm\Pir\10030PIRLine_data mid ©.8mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x1.0mm\Pir\10030PIRLine_data_mid_1.0mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x1.3mm\Pir\10030PIRLine_data_mid_1.3mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x1.5mm\Pir\10030PIRLine_data_mid_1.5mm.txt",
]
pathsMAir3e = [

r"Heating time 1750Wm2\At
backside\30x30x0.05mm\Air\10030AIRLine_data_mid_©.05mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x0.1mm\Air\10030AIRLine _data mid ©.1mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x0.5mm\Air\10030AIRLine_data_mid_©.5mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x0.8mm\Air\10030AIRLine_data_mid_©.8mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x1.0mm\Air\10030AIRLine_data_mid_1.0mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x1.3mm\Air\10030AIRLine_data_mid_1.3mm.txt",

# r"Heating time 1750Wm2\At
backside\30x30x1.5mm\Air\10030AIRLine_data_mid_1.5mm.txt",

]

def datasets(leftline, rightline, midline):
data_left = pandas.read_csv(
leftline,
skiprows=7,
delim_whitespace=True,

decimal=",",

)
i=20
for i in np.arange(@, 100):
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79 i+=1

80 if float(data_left.iloc[i + 1, @0]) - @ == 0.0:
81 break

82

83 len left =1 + 1

84

85 time = len(data_left) / len_left - 1

86

87 data_right = pandas.read_csv(

88 rightline,

89 skiprows=7,

90 delim whitespace=True,

91 decimal=",",

92 )

93 j=0

94 for j in np.arange(0, 100):

95 j+=1

96 if float(data_right.iloc[j + 1, ©0]) - @ == 0.0:
97 break

98

99 len_right = j + 1

100

101 data_mid = pandas.read_csv(

102 midline,

103 skiprows=7,

104 delim whitespace=True,

105 decimal=",",

106 )

107 k =0

108 for k in np.arange(9, 100):

109 k += 1

110 if float(data_mid.iloc[k + 1, @]) - @ == 0.0:
111 break

112

113 len_mid = k + 1

114

115 midl = alc.average_line(data_mid, len_mid)[0]
116

117 leftl = alc.average_line(data_left, len_left)[9]
118

119 rightl = alc.average_line(data_right, len_right)[9]
120

121 return leftl, rightl, midl, time

122

123

124 def opthtime(c, mat, mid, left, right, time, stepsize):
125 S_avg = []

126 for k in range(len(left)):

127 S_avg.append((left[k] + right[k]) / 2)

128

129 def runncontrast(T_def, T_non_def):

130 r = (T_def - T_non_def) / T_non_def

131 return r

132

133 mid = np.array(mid)

134 S_avg = np.array(S_avg)

135 runn = runncontrast(mid, S_avg)

136 x1 = np.arange(9, len(runn), 1)

137 X = np.arange(10, time + 1, stepsize)

138
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184

for

for

plt

plt

plt.
plt.

Optimaltime.py
slope = []
for i in range(len(runn) - 10):
slope.append(runn[i + 10] - runn[i + 9])

a = len(runn) - len(slope) + 1
max_slope = np.max(slope)
t_max_slope = np.argmax(slope)

opt_slope = 0.005 * slope[np.argmax(slope)]

diff = []
for j in range(len(slope)):
if j > t_max_slope:
if slope[j] - opt_slope > ©:
diff.append(slope[j] - opt_slope)

Opt_time = np.argmin(diff) + a + t_max_slope

plt.plot(x1, runn, label=f"{mat}")
plt.title("Running Thermal contrast")
plt.axvline(Opt_time, ©, 10, color=c, label=f"Heating time, {mat}")

return max_slope, t_max_slope + a, Opt_time, S_avg[np.argmin(diff)]

h in range(len(pathsRPir3e0)):

leftt = datasets(pathsLPir30[h], pathsRPir30[h], pathsMPir30[h])[Q]
rightt = datasets(pathsLPir30[h], pathsRPir30[h], pathsMPir3e[h])[1]
midd = datasets(pathsLPir30[h], pathsRPir3e[h], pathsMPir3@[h])[2]
time = datasets(pathsLPir3@[h], pathsRPir30[h], pathsMPir3e[h])[3]
print(f"PIR 30x30 {thickness[h]}")

print(opthtime("r", "PIR", midd, leftt, rightt, time, 1))

h in range(len(pathsRAir3e)):

leftt = datasets(pathsLAir3e[h], pathsRAir30[h], pathsMAir30[h])[Q]
rightt = datasets(pathsLAir30[h], pathsRAir30[h], pathsMAir3e[h])[1]
midd = datasets(pathsLAir30[h], pathsRAir3e[h], pathsMAir3e[h])[2]
time = datasets(pathsLAir3@[h], pathsRAir3e@[h], pathsMAir3e[h])[3]
print(f"AIR 30x30 {thickness[h]}")

print(opthtime("purple”, "Air", midd, leftt, rightt, time, 1))

.ylabel("RTC")

.xlabel("Time [s]")

legend()
show()
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import math

import sys

import numpy as np

import pandas

from mpl_toolkits.mplot3d import Axes3D
import matplotlib.pyplot as plt

from matplotlib import cm

import calculating_sNR as snr

import 0ld_Optimal_cooling time as ooct
import framecalculation as fmc

import seaborn as sns

import Optimal frame_without knowl del as optfn

time = 10 * 60

datafiles = [
r"Cooling 1750Wm2\big-40cm25min_nondel.csv",
r"Cooling 1750Wm2\big-40cm25min_nondel2.csv",
]

soundframes = []

for p in range(len(datafiles)):
data = pandas.read_csv(

datafiles([p],
delimiter=";",
skiprows=3,
index_col=0,
decimal=",",
names=1list(range(1000)),

).dropna(axis="columns", how="all")

recording = pandas.read_csv(
r"Cooling 1750Wm2\big-40cm25min_all.csv",
delimiter=";",
skiprows=3,
index_col=0,
decimal=",",
names=1list(range(1000)),

) .dropna(axis="columns", how="all")
frames_entire = fmc.amount_frames(datafiles[p])

fps

= time / frames_entire
framl =

len(data) / frames_entire

X
1}

int(len(data))
int(x / framl)

Q
1}

Framerec = []

frame = []

for j in range(a):
frame.append(f"Frame{j}")
Framerec.append(f"Frame{j}")

runningcontrast = []

for i in range(a):
framla = np.arange(framl * i, framl * (i + 1))

frame[i] = data.iloc[framla]
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framl2 = len(recording) / frames_entire

x2 = int(len(recording))

a2 = int(x2 / framl2)

for n in range(a2):
framla2 = np.arange(framl2 * n, framl2 * (n + 1))
Framerec[n] = recording.iloc[framla2]

std = []

for j in range(len(frame)):
a = np.array(frame[j])
std.append(np.std(a))

dataset = [

r"Cooling time 1750Wm2\30x30x0.05mm\Air\10030AIRLine_data_left_0.05mm.txt",
r"Cooling time 1750Wm2\30x30x0.05mm\Air\10030AIRLine data mid_ ©.05mm.txt",
r"Cooling time 1750Wm2\30x30x0.05mm\Air\10030AIRLine_data_right_0.05mm.txt",

]

datalines = ooct.datasets(dataset[@], dataset[2], dataset[1], 2)

left = datalines[©@]
right = datalines[1]
mid = datalines[2]

time = datalines[3]

S_avg = []
for k in range(len(left)):
S_avg.append((left[k] + right[k]) / 2)
mid = np.array(mid)
S_avg = np.array(S_avg)
def SNR(Sd, Sa, sigmas):
snr = 20 * np.logle((Sd - Sa) / sigmas)

return snr

G = np.zeros(int(len(mid) - 1500 / 2))

Times = []

B =[]

for 1 in np.arange(1500 / 2, len(mid) - (5 * 60) / 2, 2):
1 = int(1l)
t = int((((1 - 1500 / 2) / time) * frames_entire))
print(t)

b = SNR(mid[1], S_avg[l], std[t])
B.append(b)

if b > 0:
Times.append(1l)
G[1 - int(1500 / 2)] = 1

framewanted = int((np.argmax(B) / len(B)) * frames_entire)

frame_ = Framerec[framewanted]
print(framewanted)
print(np.argmax(B))

sound_frame = frame[framewanted]
soundframes.append(sound_frame)
sns.distplot(sound_frame)
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121 plt.title("Probability density")

122 plt.xlabel("Temperature of sound area [degree Celsius] ")

123 plt.legend()

124 plt.show()

125 print(

126 f"Maximum temp difference via COMSOL for ©.05mm delamination: {np.max(mid -
S_avg)}"

127 )

128 print(f"Standard deviation at opt frame: {std[framewanted]}")

129 print(

130 f"Temp difference at opt frame via COMSOL for ©.05mm delamination:

{mid[int((framewanted / frames_entire) * time) + int(1500 / 2)]-
S_avg[int((framewanted / frames_entire) * time) + int(1500 / 2)]}"

131 )

132 avg = np.mean(np.mean(frame[framewanted]))

133 std = std[framewanted]

134 med = np.median(sound_frame)

135 print(f"avg = {avg}, std = {std}, median = {med}")
136 print(snr.SNRplot seismicwb3(frame_ , avg, std, 3.5))
137 print(snr.SAMPLE3(frame_, avg, std, 3.5))

138

139

140 sns.distplot(soundframes[0], label=f"First sound area")
141 plt.title("Probability density")

142 plt.xlabel("Temperature of sound area [degree Celsius] ")
143 plt.legend()

144 plt.show()
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=

import math

import sys

import numpy as np

import pandas

from mpl_toolkits.mplot3d import Axes3D
import matplotlib.pyplot as plt

from matplotlib import cm

import calculating_sNR as snr

import 0ld_Optimal_cooling time as ooct
10 import framecalculation as fmc

11 import seaborn as sns

OWoONOUVT A WN

12

13 time = 10 * 60

14

15

16 recording = pandas.read_csv(

17 r"Cooling 1750Wm2\Beam\Beam_second.csv",
18 delimiter=";",

19 skiprows=3,

20 index_col=0,

21 decimal=",",

22 names=1list(range(500)),

23 ).dropna(axis="columns", how="all")
24

25

26 frames_entire = fmc.amount_frames(r"Cooling 1750Wm2\Beam\Beam_second.csv")

28 fps = time / frames_entire

29 framl = len(recording) / frames_entire
30 x = int(len(recording))

31 a = int(x / framl)

32 Framerec = []

33 frame = []

34 for j in range(a):

35 frame.append(f"Frame{j}")

36 Framerec.append(f"Frame{j}")

37

38 runningcontrast = []

39

40 for i in range(a):

41 framla = np.arange(framl * i, framl * (i + 1))
42

43 frame[i] = recording.iloc[framla]
44

45

46 framl2 = len(recording) / frames_entire
47 x2 = int(len(recording))

48 a2 = int(x2 / framl2)

49 for n in range(a2):

50 framla2 = np.arange(framl2 * n, framl2 * (n + 1))
51 Framerec[n] = recording.iloc[framla2]

52

53

54 std = []

55 for j in range(len(frame)):

56 a = np.array(frame[j])

57 std.append(np.std(a))

58

59

60 dataset = [
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r"Cooling time 1750Wm2\30x30x0.05mm\Air\10030AIRLine_data_left_0.05mm.txt",
r"Cooling time 1750Wm2\30x30x0.05mm\Air\10030AIRLine_data_mid_©.05mm.txt",
r"Cooling time 1750Wm2\30x30x0.05mm\Air\10030AIRLine_data_right_0.05mm.txt",
]
datalines = ooct.datasets(dataset[0@], dataset[2], dataset[1], 2)

left = datalines[0]
right = datalines[1]
mid = datalines[2]

time = datalines[3]

S_avg = []
for k in range(len(left)):
S_avg.append((left[k] + right[k]) / 2)

mid = np.array(mid)

S _avg = np.array(S_avg)

def SNR(Sd, Sa, sigmas):
snr = 20 * np.logle((Sd - Sa) / sigmas)
return snr

G = np.zeros(int(len(mid) - 1500 / 2))
Times = []

B =[]
for 1 in np.arange(1500 / 2, len(mid) - (5 * 60) / 2, 1):
1 = int(1)
t = int(((((1 - 1500 / 2) * 2) / time) * frames_entire))
b = SNR(mid[1], S_avg[l], std[t])
B.append(b)
if b > 0:

Times.append(1l)
G[1 - int(1500 / 2)] = 1

framewanted = int((np.argmax(B) / len(B)) * frames_entire)
comsolwanted = np.argmax(B)

frame_ = Framerec[framewanted]

avg = np.mean(np.mean(frame[framewanted]))
print(f"Average first time: {avg}")

std = std[framewanted]

print(f"STD first time: {std}")
print(snr.SNRplot_seismicnb(frame_, avg, std))

tempdifcomsol = np.array(mid[int(1500 / 2) :]) - np.array(S_avg[int(15e0 / 2) :])

def delamination(temp, tempdif):
Z1 = snr.Z(temp)[9]
y_len = snr.Z(temp)[1]
x_len = snr.Z(temp)[2]
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121 avg = np.mean(np.mean(Z1))
122

123 X = np.arange(9, x_len)

124 y = np.arange(@, y_len)

125

126 S = np.zeros((y_len, x_len))
127

128 g =20

129 p=20

130 for h in y:

131 for k in x:

132 a = Z1[h][k] - avg
133 v =a- 0.5 * tempdif
134

135 p+=1

136 if v > 0:

137 S[h][k] = 1

138 g += 1

139

140 else:

141 S[h][k] = o

142

143 plt.imshow(S, cmap="gray")
144 plt.title("Non-delaminated area in black")
145 plt.show()

146 return S

147

148

149 def nondel(tempframe, S):

150 Z1 = snr.Z(tempframe)[0]

151 y_len = snr.Z(tempframe)[1]
152 x_len = snr.Z(tempframe)[2]
153

154 X = np.arange(9, x_len)

155 y = np.arange(9, y_len)

156

157 W =]

158 for h in y:

159 for k in x:

160 if S[h][k] == e:

161 W.append(Z1[h][k])
162 avgnondel = np.mean(W)

163 signondel = np.std(W)

164 mednondel = np.median(W)

165 return avgnondel, signondel, mednondel, W
166

167

168 print(len(tempdifcomsol))

169

170 S1 = delamination(frame_, tempdifcomsol[comsolwanted])
171 nondel_avg = nondel(frame[framewanted], S1)[@]
172 nondel_std nondel(frame[framewanted], S1)[1]
173 nondel_med = nondel(frame[framewanted], S1)[2]
174

175 print(framewanted)

176

177 print(np.argmax(B))

178

179 frame_1 = Framerec[framewanted]

180
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181 avgl = nondel_avg
182

183 std1l
184

185 print(f"Average second time: {avgl} ")

186 print(f"STD second time: {stdi}")

187 print(snr.SNRplot_seismicunknownl(frame_1, avgl, stdl))

188 print(snr.Unknownl(frame_1, avgl, stdl))

189 print(f"Avergae = {avgl}, std = {stdl}, median = {nondel_med}")
190

191 sound_frame = nondel(frame[framewanted], S1)[3]

192

193

194 def soundplot():

195 return sound_frame

196

197

198 sns.distplot(soundplot())

199 plt.title("Probability density")

200 plt.xlabel("Temperature of sound area [degree Celsius] ")

201 plt.show()

nondel_std
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9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
a4
45
46
47
48
49
50
51
52
53
54
55
56
57

58
59

calculating_sNR.py
#%%
import math
import sys
import numpy as np
import pandas
from mpl toolkits.mplot3d import Axes3D
import matplotlib.pyplot as plt
from matplotlib import cm
from mpl_toolkits.axes_gridl import make_axes_locatable
from numpy import NaN, unravel_index
import plottingdelamination as pltd

# Transforming a pandas datafile into a 2d array
def Z(temp):

y_len = len(temp.iloc[:, @])

x_len = len(temp.iloc[@, :])

X = np.arange(9, x_len)

y = np.arange(9, y_len)

Z = np.zeros((y_len, x_len))

for i in y:

for j in x:
Z[i][j] = temp.iloc[i, 3j]
return (Z, y_len, x_len)

def SNRplot_seismicwb(temp, avg, sig, distance):
Z1 = Z(temp)[9]
y len = Z(temp)[1]
x_len = Z(temp)[2]

X = np.arange(@, x_len)
y = np.arange(9, y_len)

def SNR(Sd, Sa, sigmas):
snr = 20 * np.logle((Sd - Sa) / sigmas)
return snr

S = np.zeros((y_len, x_len))
P = np.zeros((y_len, x_len))
tempdifference = []

g=o
p=20
for h in y:

for k in x:
tempdifference.append(Z1[h][k] - avg)
a = SNR(Z1[h][k], avg, sig)

P[h][k] = a
p +=1
if a > 0:
S[h][k] = a
g +=1
else:
S[h][k] = o
pixelsize = len(S[@]) / 15

print(

f"Actual maximum tempertature difference for actual delamination:

{np.max(tempdifference)}"
)
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ahr = pltd.box(pixelsize, distance)[0]
ahl = pltd.box(pixelsize, distance)[1]
bhr = pltd.box(pixelsize, distance)[2]
bhl = pltd.box(pixelsize, distance)[3]
chr = pltd.box(pixelsize, distance)[4]
chl = pltd.box(pixelsize, distance)[5]
avu = pltd.box(pixelsize, distance)[6]
avd = pltd.box(pixelsize, distance)[7]
cvu = pltd.box(pixelsize, distance)[8]
cvd = pltd.box(pixelsize, distance)[9]
Xa = np.arange(ahl, ahr + 1, 1)
xb = np.arange(bhl, bhr + 1, 1)
XCc = np.arange(chl, chr + 1, 1)
ya = np.arange(avu, avd + 1, 1)
yb = np.arange(avu, avd + 1, 1)
yc = np.arange(cvu, cvd + 1, 1)
yal = np.full(len(xa), avd)
ya2 = np.full(len(xa), avu)
ybl = np.full(len(xb), avd)
yb2 = np.full(len(xb), avu)
ycl = np.full(len(xc), cvd)
yc2 = np.full(len(xc), cvu)
xal = np.full(len(ya), ahl)
xa2 = np.full(len(ya), ahr)
xbl = np.full(len(yb), bhl)
xb2 = np.full(len(yb), bhr)
xcl = np.full(len(yc), chl)
xc2 = np.full(len(yc), chr)
plt.plot(
Xa,
yal,
color="white",
linewidth=2,
)
plt.plot(
xa,
yaz2,
color="white",
linewidth=2,
)
plt.plot(
xb,
ybl,
color="white",
linewidth=2,
)
plt.plot(
xb,
yb2,
color="white",
linewidth=2,
)
plt.plot(
XC,
ycl,
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121
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123
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125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179

def

plt.

plt.

plt.

plt.

plt.

plt.

plt.

)

ax =

im = ax.imshow(S, cmap="seismic"

color="white",

linewidth=2,

plot(
XC,
yc2,

color="white",

linewidth=2,

plot(
xal,
ya,

color="white",

linewidth=2,

plot(
Xaz2,

ya,

color="white",

linewidth=2,

plot(
xb1l,
yb,

color="white",

linewidth=2,

plot(
xb2,
yb,

color="white",

linewidth=2,

plot(
xcl,
y¢,

color="white",

linewidth=2,

plot(
Xc2,
ye,

color="white",

linewidth=2,

plt.gca()

calculating_sNR.py

plt.title("Delaminated area in seismic scale")

divider = make_axes_locatable(ax)
cax = divider.append_axes("right", size="5%", pad=0.05)
plt.colorbar(im, cax=cax)

plt.

show()

SNRplot_seismicunknownl(temp, avg, sig):

Z1 =
y_le
x_le

Z(temp)[0]
n = Z(temp)[1]
n = Z(temp)[2]
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180 X = np.arange(9, x_len)

181 y = np.arange(9, y_len)

182

183 def SNR(Sd, Sa, sigmas):

184 snr = 20 * np.logle((Sd - Sa) / sigmas)

185 return snr

186

187 S = np.zeros((y_len, x_len))

188 P = np.zeros((y_len, x_len))

189 tempdifference = []

190 g =20

191 p =20

192 for h in y:

193 for k in x:

194 tempdifference.append(Z1[h][k] - avg)

195 a = SNR(Z1[h][k], avg, sig)

196 P[h][k] = a

197 p += 1

198 if a > o:

199 S[h][k] = a

200 g +=1

201 else:

202 S[h][k] = @

203

204 pixelsize = len(S[@]) / 15

205 print(

206 f"Actual maximum tempertature difference for actual delamination:
{np.max(tempdifference)}"

207 )

208

209 Xa = np.arange(3.5 * pixelsize, 6.5 * pixelsize, 1)

210 xb = np.arange(7 * pixelsize, 11 * pixelsize, 1)

211 XC = np.arange(9.5 * pixelsize, 13.5 * pixelsize, 1)

212 ya = np.arange(4 * pixelsize, 9 * pixelsize, 1)

213 yb = np.arange(9 * pixelsize, 12 * pixelsize, 1)

214 yc = np.arange(3 * pixelsize, 7 * pixelsize, 1)

215

216 yal = np.full(len(xa), 4 * pixelsize)

217 ya2 = np.full(len(xa), 9 * pixelsize)

218 ybl = np.full(len(xb), 9 * pixelsize)

219 yb2 = np.full(len(xb), 12 * pixelsize)

220 ycl = np.full(len(xc), 3 * pixelsize)

221 yc2 = np.full(len(xc), 7 * pixelsize)

222

223 xal = np.full(len(ya), 3.5 * pixelsize)

224 xa2 = np.full(len(ya), 6.5 * pixelsize)

225 xbl = np.full(len(yb), 7 * pixelsize)

226 xb2 = np.full(len(yb), 11 * pixelsize)

227 xcl = np.full(len(yc), 9.5 * pixelsize)

228 xc2 = np.full(len(yc), 13.5 * pixelsize)

229

230 plt.plot(

231 Xa,

232 yal,

233 color="white",

234 linewidth=2,

235 )

236 plt.plot(

237 xa,

238 ya2,
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287
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290
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298

plt.

plt.

plt.

plt.

plt.

plt.

plt.

plt.

plt.

)

plt.

color="white",

linewidth=2,

plot(
xb,
ybl,

color="white",

linewidth=2,

plot(
xb,
yb2,

color="white",

linewidth=2,

plot(
XcC,
ycl,

color="white",

linewidth=2,

plot(
XC,
yc2,

color="white",

linewidth=2,

plot(
xal,

ya,

color="white",

linewidth=2,

plot(
Xaz2,
ya,

color="white",

linewidth=2,

plot(
xb1l,
yb,

color="white",

linewidth=2,

plot(
xb2,
yb,

color="white",

linewidth=2,

plot(
xcl,
ye,

color="white",

linewidth=2,

plot(
Xxc2,
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344
345

346
347
348
349
350
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352
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yec,

calculating_sNR.py

color="white",
linewidth=2,

ax = plt.gca()

im = ax.imshow(S, cmap="seismic"
plt.title("Delaminated area in seismic scale")
divider

cax = divider.append_axes("right", size="5%", pad=0.05)

= make_axes_locatable(ax)

plt.colorbar(im, cax=cax)
plt.show()

SNRplot_seismicunknown2(temp, avg, sig):

Z1 = Z(temp)[0]
y_len = Z(temp)[1]
x_len = Z(temp)[2]
X = np.arange(9, x_len)
y = np.arange(9, y_len)
def SNR(Sd, Sa, sigmas):
snr = 20 * np.logle((Sd - Sa) / sigmas)
return snr
S = np.zeros((y_len, x_len))
P = np.zeros((y_len, x_len))
tempdifference = []
g =20
p =20
for h in y:
for k in x:

tempdifference.append(Z1[h][k] - avg)

a = SNR(Z1[h][k], avg, sig)

P(h1[k] = a
p+=1
if a > 0:
S[h]1[k] = a
g +=1
else:
S[h][k] = ©

pixelsize = len(S[@]) / 15
print(

f"Actual maximum tempertature difference for actual delamination:

max (tempdifference)}"

)

Xa
xb

XC
xd

ya
yb

ycC

np.
np.
np.
np.
np.
np.

np.

arange(0.5 * pixelsize, 3.5 * pixelsize, 1)
arange(0.5 * pixelsize, 3.5 * pixelsize, 1)
arange(7 * pixelsize, 10 * pixelsize, 1)
arange(10 * pixelsize, 13 * pixelsize, 1)
arange(3 * pixelsize, 6 * pixelsize, 1)

arange(6.5 * pixelsize, 10.5 * pixelsize, 1)

arange(3 * pixelsize, 6 * pixelsize, 1)
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358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377
378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417

yd =

yal

ya2 =
ybl =

yb2
ycl
yc2
yd1l
yd2

xal
Xa2
xbl
xb2
xcl
Xc2
xd1
xd2

plt.

plt.

plt.

plt.

plt.

plt.

)
plt.

calculating_sNR.py

np.arange(6.5 * pixelsize, 9.5 * pixelsize, 1)

= np.
np.
.full(len(xb),

np

= np.
= np.
= np.
= np.
.full(len(xd),

=np

= np.

= np.
= np.
= np.
= np.
.full(len(yc),

=np

= np.
= np.

full(len(xa),
full(len(xa),

full(len(xb),
full(len(xc),
full(len(xc),
full(len(xd),

full(len(ya),

full(len(ya),
full(len(yb),
full(len(yb),
full(len(yc),

full(len(yd),
full(len(yd),

3 * pixelsize)
6 * pixelsize)
6.5 * pixelsize)
10.5 * pixelsize)
3 * pixelsize)
6 * pixelsize)
6.5 * pixelsize)
9.5 * pixelsize)

(o]
9]
*

pixelsize)

* pixelsize)
* pixelsize)
* pixelsize)
pixelsize)

10 * pixelsize)
10 * pixelsize)
13 * pixelsize)

Nwow
* U1 U1 U

plot(

xa,

yal,
color="white",
linewidth=2,

plot(

Xa,

yaz,
color="white",
linewidth=2,

plot(

xb,

ybl,
color="white",
linewidth=2,

plot(

xb,

yb2,
color="white",
linewidth=2,

plot(

XC,

ycl,
color="white",
linewidth=2,

plot(

XC,

yc2,
color="white",
linewidth=2,

plot(
xd,

localhost:4649/?mode=python
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418
419
420
421
422
423
424
425
426
427
428
429
430
431
432
433
434
435
436
437
438
439
449
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477

plt.

plt.

plt.

plt.

plt.

plt.

plt.

plt.

plt.

ydi,

color="white",

linewidth=2,

plot(
xd,
yd2,

color="white",

linewidth=2,

plot(
xal,
ya,

color="white",

linewidth=2,

plot(
Xaz2,
ya,

color="white",

linewidth=2,

plot(
xb1l,
yb,

color="white",

linewidth=2,

plot(
xb2,
yb,

color="white",

linewidth=2,

plot(
xcl,

ye,

color="white",

linewidth=2,

plot(
XCc2,

yc,

color="white",

linewidth=2,

plot(
xd1,
yd,

color="white",

linewidth=2,

plot(
xd2,
yd,

color="white",

linewidth=2,

localhost:4649/?mode=python
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478
479
480
481
482
483
484
485
486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537

def

ax = plt.gca()

calculating_sNR.py

im = ax.imshow(S, cmap="seismic")

plt.title("Delaminated area in seismic scale")

divider = make_axes locatable(ax)

cax = divider.append_axes("right", size="5%", pad=0.05)

plt.colorbar(im, cax=cax)
plt.show()

SNRplot_seismicwb2(temp, avg, sig, distance):

Z1 = Z(temp)[9]
y_len = Z(temp)[1]
x_len = Z(temp)[2]

X = np.arange(9, x_len)
y = np.arange(0, y_len)

def SNR(Sd, Sa, sigmas):

snr = 20 * np.logle((Sd - Sa) / sigmas)

return snr

S = np.zeros((y_len, x_len))
P = np.zeros((y_len, x_len))
g =20
p =09
for h in y:

for k in x:

a = SNR(Z1[h][k], avg, sig)

P[h][k] = a
p+=1
if a > 0:
S[h][k] = a
g +=1
else:
S[h][k] = ©

pixelsize = len(S[@]) / 15

ahr = pltd.twobox(pixelsize,
ahl = pltd.twobox(pixelsize,
bhr = pltd.twobox(pixelsize,
bhl = pltd.twobox(pixelsize,
avu = pltd.twobox(pixelsize,
avd = pltd.twobox(pixelsize,
bvu = pltd.twobox(pixelsize,
bvd = pltd.twobox(pixelsize,
Xa = np.arange(ahl, ahr + 1,
xb = np.arange(bhl, bhr + 1,
ya = np.arange(avu, avd + 1,
yb = np.arange(bvu, bvd + 1,
yal = np.full(len(xa), avd)
ya2 = np.full(len(xa), avu)
ybl = np.full(len(xb), bvd)
yb2 = np.full(len(xb), bvu)
xal = np.full(len(ya), ahl)
xa2 = np.full(len(ya), ahr)

localhost:4649/?mode=python

distance)[9]
distance)[1]
distance)[2]
distance)[3]
distance)[4]
distance)[5]
distance)[6]
distance)[7]

1)
1)
1)
1)
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538
539
540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593
594
595
596
597

xb1l
xb2

plt.

plt.

plt.

plt.

plt.

plt.

plt.

plt.

)

ax =
im =

plot(

Xa,

yal,
color="white",
linewidth=2,

plot(

xa,

ya2,
color="white",
linewidth=2,

plot(

xb,

ybl,
color="white",
linewidth=2,

plot(

xb,

yb2,
color="white",
linewidth=2,

plot(

xal,

ya,
color="white",
linewidth=2,

plot(

Xaz2,

ya,
color="white",
linewidth=2,

plot(

xb1l,

yb,
color="white",
linewidth=2,

plot(

xb2,

yb,
color="white",
linewidth=2,

plt.gca()

ax.imshow(S, cmap="seismic")

np.full(len(yb), bhl)
np.full(len(yb),

bhr)

calculating_sNR.py

plt.title("Delaminated area in seismic scale")

divider = make_axes_locatable(ax)
cax = divider.append_axes("right", size="5%", pad=0.05)

plt.colorbar(im, cax=cax)

plt.

show()
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598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647
648
649
650
651
652
653
654
655
656
657

calculating_sNR.py

def SNRplot_seismicall(SNRm, temp, avg, sig):

def

71

y 1
x_1

for

ax
im

plt
div

cax = divider.append _axes("right", size="5%", pad=0.05)

plt
plt

SNR
Z1

y_1
x_1

ar
X =

= Z(temp)[0]
en = Z(temp)[1]
en = Z(temp)[2]

np.arange(0, x_len)
np.arange(0, y_len)

SNR(Sd, Sa, sigmas):
snr = 20 * np.logle((Sd - Sa) / sigmas)
return snr

np.zeros((y_len, x_len))

h in y:

for k in x:
a = SNR(Z1[h][k], avg, sig)
P[h][k] = a

= plt.gca()

= ax.imshow(P, cmap="seismic"
.title("Delaminated area in seismic scale")
ider = make_axes_locatable(ax)

.colorbar(im, cax=cax)
.show()

plot_seismic(SNRm, temp, avg, sig):
= Z(temp)[0]

en = Z(temp)[1]

en = Z(temp)[2]

np.arange(0, x_len)
np.arange(9, y_len)

SNR(Sd, Sa, sigmas):
snr = 20 * np.logle((Sd - Sa) / sigmas)
return snr

np.zeros((y_len, x_len))
np.zeros((y_len, x_len))
()
0
h in y:
for k in x:
a = SNR(Z1[h][k], avg, sig)

P(h][k] = a

p +=1

if a > SNRm:
S[h1[k] = a
g +=1

else:
S[h][k] = ©

= int(len(S) * 0.5)
np.arange(0, len(S[0]), 1)

localhost:4649/?mode=python
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658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701
702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
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def

calculating_sNR.py

ax = plt.gca()

im = ax.imshow(S, cmap="seismic")
plt.title("Delaminated area in seismic scale")
= make_axes_locatable(ax)

divider

cax = divider.append_axes("right", size="5%", pad=0.05)

plt.colorbar(im, cax=cax)
plt.show()

SAMPLE2(temp, avg, sig, dist):
Z(temp)[9]

Z(temp)[1]

Z(temp)[2]

71 =

np.arange(0, x_len)

= np.arange(9, y_len)

SNR(Sd, Sa, sigmas):
snr = 20 * np.logle((Sd - Sa) / sigmas)
return snr

np.zeros((y_len, x_len))

=0

9]

h in y:
for k in x:

ada =

SNR(Z1[h][k], avg, sig)

p +=1
if a > 0:

S[h][k] =1
g +=1

else:

pixelsize =

TP =
FP =
TN =
FN =

[
[
[
[

]
]
]
]

for h in y:
for k in x:

if (

S[h][k] = @
len(S[@]) / 15

h >= dist * pixelsize

and k >= (15 - dist - 3) * pixelsize

and h <= (dist + 3) * pixelsize
and k <= (15 - dist) * pixelsize

if S[h][k] == 1:
TP.append(1)
if S[h][k] == e:
FN.append(1)

h >= (15 - dist - 3) * pixelsize
and k >= (dist) * pixelsize

and h <= (15 - dist) * pixelsize
and k <= (dist + 3) * pixelsize

if S[h][k] == 1:
TP.append(1)
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718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755
756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777

def

calculating_sNR.py

if S[h][k] == o:
FN.append(1)

else:
if S[h][k] == @:
TN.append(1)
if S[h][k] == 1:
FP.append(1)
TP = np.count_nonzero(TP)
TN np.count_nonzero(TN)
FP = np.count_nonzero(FP)
FN = np.count_nonzero(FN)

TPR = TP / (TP + FN)
TNR = TN / (TN + FP)
FPR = FP / (FP + TN)

FNR = FN / (FN + TP)
return TPR, TNR, FPR, FNR

SAMPLE3(temp, avg, sig, dist):
Z1 = Z(temp)[9]

y_len = Z(temp)[1]

x_len = Z(temp)[2]

np.arange(@, x_len)
= np.arange(9, y len)

Q #H< X *#*
|

ef SNR(Sd, Sa, sigmas):
snr = 20 * np.logle((Sd - Sa) / sigmas)
return snr

#
S = np.zeros((y_len, x_len))
g =20
p =20
for h in y:
for k in x:
a = SNR(Z1[h][k], avg, sig)
p+=1
if a > o:
S[h][k] =1
g +=1
else:
S[h][k] = ©
pixelsize = len(S[@]) / 15
™ =[]
FP = []
TN = []
FN = []
for h in y:
for k in x:
if (
h >= dist * pixelsize
and k >= dist * pixelsize
and h <= (dist + 3) * pixelsize
and k <= (dist + 3) * pixelsize
):
if S[h][k] == 1:
TP.append(1)
if S[h][k] == e:
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778 FN.append(1)

779 if (

780 h >= dist * pixelsize

781 and k >= (15 - 3 - dist) * pixelsize
782 and h <= (dist + 3) * pixelsize

783 and k <= (15 - dist) * pixelsize
784 ):

785 if S[h][k] == 1:

786 TP.append(1)

787 if S[h][k] == e:

788 FN.append(1)

789 if (

790 h >= (15 - 3 - dist) * pixelsize
791 and k >= (15 / 2 - 1.5) * pixelsize
792 and h <= (15 - dist) * pixelsize
793 and k <= (15 / 2 + 1.5) * pixelsize
794 ):

795 if S[h][k] == 1:

796 TP.append(1)

797 if S[h][k] == e:

798 FN.append(1)

799 else:

800 if S[h][k] == o:

801 TN.append(1)

802 if S[h][k] == 1:

803 FP.append(1)

804 TP = np.count_nonzero(TP)

805 TN = np.count_nonzero(TN)
806 FP = np.count_nonzero(FP)

807 FN = np.count_nonzero(FN)
808 TPR = TP / (TP + FN)

809 TNR = TN / (TN + FP)

810 FPR = FP / (FP + TN)

811 FNR = FN / (FN + TP)

812 return TPR, TNR, FPR, FNR
813

814

815 def Unknownl(temp, avg, sig):
816 Z1 = Z(temp)[@]

817 y _len = Z(temp)[1]

818 x_len = Z(temp)[2]

819 #

820 X = np.arange(0, x_len)
821 y = np.arange(0, y_len)
822 #

823 def SNR(Sd, Sa, sigmas):
824 snr = 20 * np.logle((Sd - Sa) / sigmas)
825 return snr

826

827 #

828 S = np.zeros((y_len, x_len))
829 g =20

830 p =0

831 for h in y:

832 for k in x:

833 a = SNR(zZ1[h][k], avg, sig)
834 p +=1

835 if a > 0:

836 S[h][k] = 1
837 g +=1
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838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863
864
865
866
867
868
869
870
871
872
873
874
875
876
877
878
879
880
881
882
883
884
885
886
887
888
889
890
891
892
893
894
895
896
897

def

calculating_sNR.py

else:
S[h][k] = ©
pixelsize = len(S[@]) / 15
TP = []
FP = []
TN = []
FN = []
for h in y:
for k in x:
if (
h >= 3 * pixelsize
and k >= 9.5 * pixelsize
and h <= 7 * pixelsize
and k <= 13.5 * pixelsize

if S[h][k] == 1:
TP.append(1)

if S[h][k] == e:
FN.append(1)

if (

h >= 4 * pixelsize

and k >= 3.5 * pixelsize

and h <= 9 * pixelsize

and k <= 6.5 * pixelsize

if S[h][k] == 1:
TP.append(1)

if S[h][k] == e:
FN.append(1)

if (

h >= 9 * pixelsize

and k >= 7 * pixelsize

and h <= 12 * pixelsize

and k <= 11 * pixelsize

if S[h][k] == 1:
TP.append(1)
if S[h][k] == o:
FN.append(1)
else:
if S[h][k] == o:
TN.append(1)
if S[h][k] == 1:
FP.append(1)
TP = np.count_nonzero(TP)
TN = np.count_nonzero(TN)
FP = np.count_nonzero(FP)
FN = np.count_nonzero(FN)

TPR = TP / (TP + FN)
TNR = TN / (TN + FP)
FPR = FP / (FP + TN)

FNR = FN / (FN + TP)
return TPR, TNR, FPR, FNR

Unknown2(temp, avg, sig):
Z1 = Z(temp)[0]

y_len = Z(temp)[1]
x_len = Z(temp)[2]
#
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898
899
900
901
902
903
904
905
906
9207
908
909
910
911
912
913
914
915
916
917
918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957

calculating_sNR.py

x
|

= np.arange(9, x_len)
y = np.arange(9, y_len)

def SNR(Sd, Sa, sigmas):

snr = 20 * np.logle((Sd - Sa) / sigmas)

return snr

#
S = np.zeros((y_len, x_len))
g =20
p =09
for h in y:
for k in x:
a = SNR(Z1[h][k], avg, sig)
p +=1
if a > 0:
S[h][k] =1
g +=1
else:
S[h][k] = o
pixelsize = len(S[@]) / 15
TP = []
FP = []
TN = []
FN = []
for h in y:
for k in x:
if (
h >= 3 * pixelsize
and k >= 0.5 * pixelsize
and h <= 6 * pixelsize
and k <= 3.5 * pixelsize
):
if S[h][k] == 1:
TP.append(1)
if S[h][k] == @:
FN.append(1)
if (
h >= 6.5 * pixelsize
and k >= 0.5 * pixelsize
and h <= 10.5 * pixelsize
and k <= 4.5 * pixelsize
):
if S[h][k] == 1:
TP.append(1)
if S[h][k] == @:
FN.append(1)
if (
h >= 3 * pixelsize
and k >= 7 * pixelsize
and h <= 6 * pixelsize
and k <= 10 * pixelsize
):
if S[h][k] == 1:
TP.append(1)
if S[h][k] == e:
FN.append(1)
if (

h >= 6.5 * pixelsize
and k >= 10 * pixelsize
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958
959
960
961
962
963
964
965
966
967
968
969
970
971
972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988
989
990
991
992
993
994
995
996
997
998
999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017

def

TP
TN
FP =
FN
TPR
TNR
FPR
FNR
retu

and h <= 9.5 * pixelsize
and k <= 13 * pixelsize

if S[h][k] == 1:
TP.append(1)
if S[h][k] == ©:
FN.append(1)
else:
if S[h][k] == o:
TN.append(1)
if S[h][k] == 1:
FP.append(1)
np.count_nonzero(TP)
np.count_nonzero(TN)
np.count_nonzero(FP)
np.count_nonzero(FN)
TP / (TP + FN)
TN / (TN + FP)
FP / (FP + TN)
FN / (FN + TP)
rn TPR, TNR, FPR, FNR

SNRplot_seismicwb3(temp, avg, sig):

Z1 =
y le
x_le

pixe
ar =
br =
brl
brr
ara
arb

y =
arra

Z(temp)[@]
n = Z(temp)[1]
n = Z(temp)[2]

np.arange(0, x_len)
np.arange(0, y_len)

SNR(Sd, Sa, sigmas):

snr = 20 * np.logle((Sd - Sa) / sigmas)

return snr

np.zeros((y_len, x_len))
np.zeros((y_len, x_len))

= 0

(%}
h in y:
for k in x:

a = SNR(Z1[h][k], avg, sig)

P[h][k] = a

p +=1

if a > 0:
S[h][k]
g +=1

else:

S[h]lk]

lsize = len(S[0]) / 10
int(len(S) * ©.5)
int(len(S[0]) * ©.5)

= br - int(pixelsize *

br + int(pixelsize *

ar + int(pixelsize *

= ar - int(pixelsize *

np.arange(brl, brr + 1,

np.arange(arb, ara + 1,
= np.full(len(x), ara)

1}
[«)}

0

w w w w

localhost:4649/?mode=python
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1018
1019
1020
1021
1022
1023
1024
1025
1026
1027
1028
1029
1030
1031
1032
1033
1034
1035
1036
1037
1038
1039
1040
1041
1042
1043
1044
1045
1046
1047
1048
1049
1050
1051
10652
1053
1054
1055
1056
1057
1058
1659
1060
1061
1062
1063
1064
1065
1066
1067
1068
1069
1070
1071
10672
1073
1074
1075
1076
1077

def

arrb
brrl
brrr

np.full(len(x), arb)
np.full(len(y), brl)
np.full(len(y), brr)

plt.plot(

plt.

plt.

plt.

)

ax
im

X,
arr
col
lin

a,
or="white",
ewidth=2,

plot(

X,

arr
col
lin

b,
or="white",
ewidth=2,

plot(

brr
)

col
lin

plo
brr
Yy,

col
lin

pl

ax.imshow(S, cmap="seismic"

1,

or="white",
ewidth=2,

t(
r,

or="white",
ewidth=2,

t.gca()

calculating_sNR.py

plt.title("Delaminated area in seismic scale")

divi
cax

plt.colorbar(im, cax=cax)

der

= make_axes_locatable(ax)
= divider.append_axes("right", size="5%", pad=0.05)

plt.show()

SNRplot_seismicnb(temp, avg, sig):

71 =
y_le
x_le

X
y

def

T 0@ T WL
]

Z(

n
n

np.arange(0, x_len)
np.arange(0, y_len)

SNR(Sd, Sa, sigmas):

snr
ret

np.zeros((y_len, x_len))
np.zeros((y_len, x_len))

%]
(%}
h i
for

temp)[9]
Z(temp)[1]
Z(temp)[2]

= 20 * np.logle((Sd - Sa) / sigmas)

urn snr

ny:
k in x:

a = SNR(Z1[h][k], avg, sig)

P[h][k] = a
p +=1
if a > 0:
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1078 S[h][k] = a

1079 g +=1

1080 else:

1081 S[h][k] = ©

1082

1083 arl = np.full(len(S[@]), len(S) * ©.25)

1084 ar2 = np.full(len(S[@]), len(S) * ©.5)

1085 ar3 = np.full(len(S[@]), len(S) * ©.75)

1086

1087 x1 = np.arange(9, len(S[@]), 1)

1088 plt.plot(x1l, arl, color="white")

1089 plt.plot(x1l, ar2, color="white")

1090 plt.plot(x1l, ar3, color="white")

1091 ax = plt.gca()

1092 im = ax.imshow(S, cmap="seismic")

1093 plt.title("Delaminated area in seismic scale")

1094 divider = make_ axes locatable(ax)

1095 cax = divider.append_axes("right", size="5%", pad=0.05)
1096

1097 plt.colorbar(im, cax=cax)

1098 plt.show()

1099 plt.plot(x1l, S[int(len(S) * ©.25)])

1100 plt.title("SNR ratio above most upper line over the beam")
1101 plt.legend()

1102 plt.show()

1103 plt.plot(x1l, S[int(len(S) * ©.5)])

1104 plt.title("SNR ratio above most middle line over the beam")
1105 plt.show()

1106 plt.plot(x1l, S[int(len(S) * ©.75)])

1107 plt.title("SNR ratio above most lower line over the beam")
1108 plt.show()

1109
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1 import math

2 import sys

3 import numpy as np

4 import pandas

5 from mpl_toolkits.mplot3d import Axes3D
6 import matplotlib.pyplot as plt
7 from matplotlib import cm
8 import csv
9

10

11 def average_line(data, lent):

12 data = data.iloc[:, 1]

13

14 x = int(len(data))

15 a = int(x / lent)

16 arrays = []

17 for j in range(a):

18 arrays.append(f"array{j}")

19

20 for i in range(a):

21 arr = []

22 for j in range(lent * i, lent * (i + 1)):
23 arr.append(float(datal[j]))
24 arrays[i] = arr

25

26 average = []

27 for h in range(len(arrays)):

28 av = np.mean(arrays[h])

29 average.append(av)

30

31 return average, len(average)

32

33

34 def datasets(leftline, rightline, midline, stepsize):
35 data_left = pandas.read_csv(

36 leftline,

37 skiprows=7,

38 delim_whitespace=True,

39 decimal=",",

40 )

41 i=20

42 for i in np.arange(9, 100):

43 i+=1

44 if float(data_left.iloc[i + 1, @0]) - @ == 0.0:
45 break

46

47 len_left =i + 1

48

49 time = len(data_left) / len_left - 1
50

51 data_right = pandas.read_csv(

52 rightline,

53 skiprows=7,

54 delim_whitespace=True,

55 decimal=",",

56 )

57 j=0

58 for j in np.arange(9, 100):

59 j+=1

60 if float(data_right.iloc[j + 1, @]) - @ == 0.0:
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61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116

def

referenced_functions.py

break
len_right = j + 1

data_mid = pandas.read csv(
midline,
skiprows=7,
delim_whitespace=True,

decimal=",",

)
k =0
for k in np.arange(9, 100):
k += 1
if float(data_mid.iloc[k + 1, ©0]) - 0 == 0.0:
break

len_mid = k + 1

midl = average line(data_mid, len mid)[9]

leftl = average_line(data_left, len_left)[9]
rightl = average_line(data_right, len_right)[9]

return leftl, rightl, midl, time * stepsize

optctime(mid, left, right, time, stepsize):

S_avg = []

for k in range(len(left)):
S_avg.append((left[k] + right[k]) / 2)

mid = np.array(mid)
S_avg = np.array(S_avg)

def runncontrast(T_def, T_non_def):
r = (T_def - T_non_def) / T_non_def
return r

runn = runncontrast(mid, S_avg)

X = np.arange(9, time + stepsize, stepsize)
arg = int(np.argmax(runn))

h = arg * stepsize + 1

tempdif = mid[arg] - S_avg[arg]

plt.plot(x, runn, label="RTC")

plt.axvline(h, 0, 10, color="r", label="Max. RTC")
plt.title("Running Thermal Contrast over time")
plt.xlabel("time [s]")

plt.ylabel("running thermal contrast")
plt.legend()

plt.show()

return h, tempdif, np.max(runn), S _avgl[arg]
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import math

import sys

import numpy as np

import pandas

from mpl_toolkits.mplot3d import Axes3D
import matplotlib.pyplot as plt

from matplotlib import cm

OWoONOUVIEA, WNR

=
(W]

def amount_frames(datapath):

SN =
N R

data = pandas.read_csv(
datapath,
skiprows=3,
delimiter=";",
names=1ist(range(500)),
).dropna(axis="columns", how="all")

R R R R RRR
VW oNO VD W

a = np.array(data.iloc[:, 0])

NN
= o

isnandata = pandas.isna(a)

NN
w N

frames = len(a) - np.count_nonzero(isnandata)
return frames

NN
[V SN
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