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Abstract
This paper presents a deception-detection module
for a diabetes support system, addressing the chal-
lenge of unreliable patient self-reporting and ulti-
mately attempting to improve diabetes care. The re-
search is for a system called CHIP developed by the
Hybrid Intelligence project group and TNO. Lin-
guistic cues, such as motion verbs, negation terms,
and exclusive terms were identified through a liter-
ature study and encoded using custom dictionaries.
Cue detection was implemented using the SpaCy
NLP library, which identifies and counts cue occur-
rences. A stylometric machine learning approach
was favored over LLMs for explainability and sci-
entific substantiation. In this research, an SVM
model, selected for its alignment with prior re-
search (the Mafiascum experiment), was trained on
annotated Mafia game data, using normalized cue
frequencies as features for the model. Although the
SVM achieved high accuracy on truthful messages
(F1 between 0.78–0.84), it performed poorly in de-
tecting deception (F1 between 0.21–0.22), likely
because of the high frequency of truthful input
compared to deceptive input. The low accuracy,
along with the model’s domain transferability and
performance limitations, suggest further work is
needed, particularly with context-specific data and
possible integration with LLM-based approaches.

1 Introduction
1.1 Background
Type 2 diabetes is a condition where the body can’t prop-
erly control blood sugar levels, either because it doesn’t make
enough insulin or can’t use it effectively. Over time, this can
lead to serious damage to organs like the heart, eyes, and kid-
neys. [1]. The implications on a patient’s life include having
to pay attention to their diet and daily habits, as well as having
to monitor their blood glucose.

The onset of type 2 diabetes is in part caused by lifestyle.
The rise in blood glucose, insulin levels, and insulin resis-
tance cause several health problems, such as weight gain,
inflammation, accelerated aging and comorbidity [2]. A
lifestyle intervention focuses on improving the patient’s
lifestyle habits and reducing insulin dosage needed, therefore
slowing down the progression of the disease [2].

In a conference paper on lifestyle (e)support for patients
with type 2 diabetes, the lifestyle intervention HINTc (High
Intensity Nutrition, Training and coaching) showed several
improvements for the patients: Health-Related Quality of
Life and mental health both increased and there were notable
physiological improvements in the first twelve weeks [2]. An
example of such an intervention is one that include a chat-
based agent that allows the patient to interact with the system
through chat messages.

A challenge for self-care programs is patients’ adherence
to the program is not guaranteed. Monitoring adherence is
essential, as highlighted by Mogre et al. in their review of

diabetes self-care programs in low- and middle-income coun-
tries [3]. The authors also emphasize the need for finding a
proper adherence monitoring tool.

This research surrounds a diabetes support system called
Computer Human Interaction Project (CHIP). It is being
developed by the Hybrid Intelligence (HI) project group
[4] in collaboration with the Nederlandse Organisatie voor
Toegepast-Natuurwetenschappelijk Onderzoek (TNO). The
part of interest for this particular research is the interaction
of a patient with the software agent through chat messages.
The goal of the software agent is to gather information from
the patient concerning their habits, preferences and progress
and to use this to give suggestions that can improve the pa-
tient’s lifestyle.

As a suggestion to solve the adherence problem identified
earlier, this paper addresses the issue of patients providing
inaccurate self-reports. In [5], the evaluation of nineteen pa-
tients’ logging behavior revealed that three-quarters of the
participants reported their blood glucose levels as being lower
than they actually were. Without the correct information, the
support system cannot give accurate suggestions to help the
patient. The aim of this research is to find a suitable Ma-
chine Learning (ML) model that can be trained to recognize
untruthfulness from linguistic aspects of a patient’s chat input
and turn it into useful information. This could be applied in
the chat agent of a diabetes support system, where the result
can be processed and used by the system to enhance adher-
ence. Since patients communicate with the system through
chat messages, only textual information is available for de-
ception detection. As a result, the focus of this research lies
on analyzing the use of linguistic features.

1.2 Research Questions
The main Research Question (RQ0) is: “How can linguistic
indicators from a patient’s chat message be used to detect
deception in a diabetes support system?”.
It is divided into the following sub-questions;

• RQ1: “What are linguistic cues that indicate deception
in text?”, which aims to find linguistic cues from lit-
erature, which can be used in textual analysis to detect
possible deception. Since a software agent in a diabetes
support system is a more specific field of lie detection,
the next sub-question aims to find which linguistic cues
are actually useful for this research.

• RQ2: “ What aspects of linguistic lie detection are ap-
plicable in the context of a diabetes support system?”.
RQ2 aims to investigate which results from general lie
detection research are applicable to CHIP.

• RQ3: “What ML modeling techniques can be used to
extract linguistic cues from user input?”. This research
question attempts to find possible techniques that use an
ML model to evaluate the presence of linguistic cues in
an input text, that are applicable in the CHIP system.

1.3 Linguistic deception cues
For this research, a literature study on detecting deception
through linguistic cues was conducted. This study yielded
a list of usable linguistic cues (see Table 1) [6; 7; 8; 9; 10;



11; 12; 13], as well as insights into the detection thereof [14;
10] and modern day applications using ML models [15; 16].
An important disclaimer to make at this point is that no one-
on-one relation has been determined between deceptive cues
and actual deception [13; 17; 10; 14]. Therefore, any findings
from the current research are not guaranteed to hold across
all situations and individuals. See Discussion (Section 6) for
more information on this topic.

1.4 Section overview
This paper describes the current research on how linguistic
indicators can be used to detect deception in a diabetes sup-
port system. First, the methodology and results of the liter-
ature study are discussed in Sections 2 and 3. These results
summarize the findings from the literature on the topics of
linguistic cues of deception and ML models. To support this,
Tables 1, 7, 8, 9 and 10 represent key categories of linguis-
tic cues, including motion verbs, contrastive words, negation
words, and tentative language.

Subsequently, Section 4 details the experiment methodol-
ogy, outlining how ML techniques were employed to detect
deceptive cues, and Section 5 presents the results of this im-
plementation.

The paper then addresses limitations in Section 6. Section
7 summarizes key insights and outlines directions for further
research. The paper closes with acknowledgments in Section
8 and responsible research considerations in Section 9.

2 Literate study methodology
This Section contains a detailed description of the method-
ology this research followed to answer RQ1 and RQ2. To
obtain a proper theoretical basis, literature studies were con-
ducted on the subjects of linguistic cues to deception and ML
modeling techniques.

2.1 Acquiring linguistic cues
The first of two literature studies was conducted on the sub-
ject of linguistic lie detection. The goal of this study was to
obtain a set of cues that indicate the deceptiveness of a text
message. The linguistic cues were gathered from eight dif-
ferent sources [6; 7; 8; 9; 10; 11; 12; 13]. Furthermore, the
literature included multiple reviews of these cues and their ef-
fectiveness in different scenarios, as well as general remarks
on the topic of deception detection, which were taken into
consideration.

2.2 Dictionary creation
For four of the resulting cues: motion verbs, exclusive words,
tentative words, and negation terms, a list of words contained
in each category was created (from now on referred to as
a dictionary). The main requirements for these dictionaries
were completeness and scientific substantiation.

Four studies included in the literature review, [6; 7; 8;
9], used Linguistic Inquiry and Word Count (LIWC) soft-
ware for their text analysis. This software has dictionaries
for the required categories, based on English dictionaries and
common emotion rating scales [18]. Because of its quality
and common use, the LIWC software would be the preferred

source for this projects’ dictionaries as well. However, the
software can only be acquired through a license that was not
available for the scope of this project.

As an alternative solution, the dictionaries were put to-
gether manually by collecting words from scientific sources.
The exclusive, tentative and negation categories were formed
with words used in the following corpus analyses: [19;
20] for exclusives, [21; 22] for negation terms and [23;
24] for tentative words. For the category motion verbs, such a
corpus was not found. Instead, an online dictionary [25] and
a study into the English language [26] were used.

Instead of specifically searching for tentative words, the
term ‘hedges’ was used, which yielded more results. The ap-
propriateness of this substitution is supported by [27]. The
search term used for finding exclusive words was ‘contrastive
connectives’.

3 Literature study results
This Section will discuss the results of the literature study.
Subsection 3.1 covers findings regarding the effectiveness of
linguistic lie detection. Subsection 3.2 gives an overview
of the linguistic cues found in the study and Subsection 3.3
briefly covers different deception detection methods that were
found in similar experiments. Subsection 3.4 discusses lim-
itations to deception detection found in literature and their
connection to the current and similar work, and in Subsection
3.5 a design for a deception-detection module in the CHIP
system is proposed, combining the findings from the litera-
ture research.

3.1 Effectiveness of linguistic cues in lie detection
Two empirical studies into a human’s lie detection skills, have
found accuracy levels ranging from around chance, when par-
ticipants had no guidance [10], to 59 to 79% when partic-
ipants used heuristics [28]. The Oxford Handbook of Ly-
ing found that lie-detection accuracy is in the range of 45 to
60% from academic reference compiling research on decep-
tion [17].

Lie detection through the use of verbal cues has shown
more promising results. For example, it is stated that verbal
cues are more consistent than non-verbal cues in [14], an em-
pirical research comparing the accuracy of non-verbal signs
with verbal cues. Meta-analyses have demonstrated that ver-
bal, speech-related cues tend to be more reliable indicators
of deception than the relatively infrequent and less diagnos-
tic nonverbal cues [10]. For the similarities or differences
between spoken and written language when it comes to de-
ception, no literature was found.

In the context of fake news, a machine learning model
trained on linguistic features reached up to 99.99% accuracy
[29].

3.2 Linguistic cues that indicate deception
The cues in Table 1 have been derived from the literature
study into linguistic cues for lie detection. The left column
contains a brief description of the linguistic cue. The middle
column contains references to papers that contain supporting
evidence for the correlation of this cue to deception, and the



right column contains references to papers containing contra-
dicting evidence. The cues shown in bold were selected for
analysis in this research due to their relevance to the project
and to avoid overlap with the work of other researchers in the
same research group.

For the cues fewer words used, more negation terms,
fewer first-person pronouns and more second- and third-
person pronouns, contradicting evidence was found in [8; 17;
9]. However, since for each of these cues there was more than
one study with supporting evidence, the decision has been
made to include them nonetheless.

3.3 Similar experiments
Two main approaches for processing input were considered.
These approaches were evaluated for both effectiveness and
feasibility of implementation in this project to determine the
optimal approach.

Input Analysis by Large Language Models
A prior study into the use of Large Language Models
(LLMs) for verbal lie detection [15] produced favorable
results, reaching up to 79.31% (st. dev. ± 1.3) lie detection
accuracy using their LLM. In this study, the FLAN-T5 model
was used, fine-tuned on three external datasets containing
genuine and fabricated texts from participants [30][31][32].
The model was then used to classify the short narratives as
either genuine or fabricated, and its precision was tested. A
limitation of this study is that the deceptive texts were not
produced in a natural setting. When generating false texts
for experimental purposes, the stakes are typically lower
than in real-life situations, which may reduce the associated
psychological stress. This potential lack of mental strain
could lead to differences between fabricated lies and genuine
deception. [14].

Despite the results produced in [15], another ML model
was chosen for this project. The use of an LLM would not
only be resource-intensive, but there was also no suitable
dataset available for training in the context of a diabetes sup-
port system. Additionally, LLMs have a big disadvantage in
terms of explainability. The model’s decisions would be dif-
ficult to trace and might not be based on the linguistic cues
identified in the literature.

Input Analysis Using Stylometry
Instead of using an LLM, the design for the current research
uses stylometry to identify linguistic cues of deception [33].
Computational stylometry is described as a method for ex-
tracting meta-knowledge, such as authorship, from text. In
[15], stylometry is employed as a linguistic deception detec-
tion method and compared with the results of their LLM anal-
ysis. The stylometric analysis performed in [15] uses LIWC
categories (collections of words belonging to a certain cat-
egory, such as emotional states [18]) to score textual inputs
and calculate their correlation with deception.

As this approach makes use of linguistic features, it was
adapted for the design chosen in the current research into lin-
guistic deception detection for diabetes support systems.

The Mafiascum experiment
A big source of inspiration for this research has been the
Mafiascum experiment [16]. Similarly to the current re-
search, the Mafiascum study employed linguistic cues, which
were used as input features for a Support Vector Machine
(SVM) model trained on the Mafiascum dataset1. The lin-
guistic cues used in the Mafiascum study were all retrieved
from a meta-analysis of linguistic cues to deception [34]. The
data for the experiment consists of messages from players in
online games of Mafia: a game where players get distributed
roles of either townspeople or mafia. The goal for mafia is to
keep their role hidden while the townspeople try to uncover
them. To reach this goal, players with the mafia role need to
deceive the other players, which is what made their messages
suitable input for the experiment.

The model trained and evaluated in the Mafiascum exper-
iment demonstrated improved performance in detecting de-
ception compared to chance. Specifically, it achieved an av-
erage precision of 0.39 for the deceptive class, surpassing the
baseline chance level of 0.26. In addition, the experiment
found significant correlations between messages from decep-
tive roles and several features, including six linguistic cues:
message length, amount of messages per 24 hours, third-
person pronoun ratio, second-person pronoun ratio,“but”-
ratio, sentence length, sensory word ratio, and quantifier ratio.
Interestingly, only two of the features showing significant cor-
relations: sentence length and third-person pronouns, showed
a correlation in the same direction as in the meta-analysis they
were retrieved from [34].

The experimental setup of the current research is largely
based on the Mafiascum experiment for two main reasons.
Firstly, the experiment makes use of linguistic cues, which
fits the research questions of the current research. Secondly,
unlike most other experiments, the deceptive accounts used
as input data are generated in a more natural setting. Higher
stakes for successful deception, i.e. winning the game, along
with the potential stress of being discovered and a higher cog-
nitive load as a result, may increase the presence of deceptive
cues [14; 10].

In contrast, a limitation of the Mafiascum experiment is
the potentially misclassified input messages. The messages
are labeled according to the user that sent them, meaning all
messages from a player with a deceptive role get labeled as
deceptive. However, even deceptive players may occasion-
ally speak the truth. Those messages would still be labeled
as deceptive, which might impact the accuracy of deception
detection model.

ML model comparison
A study into the accuracy of ML models in classifying fake
news with the help of linguistic features [29], compared four
different models: Extreme Gradient Boosting (XGBoost),
SVM, Decision Tree and Naive Bayes. The two best perform-
ing models were XGBoost, achieving 99.99% accuracy with
a standard deviation of 0.0002 and SVM, achieving 96,33%
accuracy with a standard deviation of 0.0390. The best per-
forming training-testing ratios according to the study are 70-
30 and 90-10. Both splits achieved an accuracy of 96.73%.

1https://bitbucket.org/bopjesvla/thesis/src



Because of these results and the fact that the SVM model
was used in two similar researches as well [15; 16], an SVM
model was chosen for the current research.

It is important to note that these results were obtained using
a dataset consisting of fake and real news articles, and the
study incorporated a broader set of features beyond purely
linguistic ones. As such, the reported performance metrics
cannot be directly generalized to the current research context,
which focuses on linguistic cues in a different domain.

3.4 Limitations of Deception Detection
In addition to identifying linguistic cues to deception and re-
viewing related studies, the literature review conducted in this
research revealed several important limitations to the general
task of deception detection.

As previously discussed, at least four studies have empha-
sized that the relationship between linguistic cues and decep-
tion is inherently probabilistic rather than deterministic [13;
17; 10; 14]. The behavior of individuals who lie does not typ-
ically differ substantially from that of truth-tellers. Emotional
states experienced during deception can increase the presence
of certain cues [14]; however, when individuals have time to
prepare their lies, these cues may be reduced. In the context
of a chatbot, the motivation to lie convincingly may be lower
than when deceiving real people, and patints often have time
to prepare their responses. This suggests that the presence of
detectable cues in such interactions may be relatively limited.

A second key limitation is the issue of non-transferability.
This concept was highlighted in a study on verbal lie detec-
tion using LLMs [15]. In that research, an experiment tested
the performance of an LLM in detecting deception across dif-
ferent datasets. While the LLM performed well when tested
on the same dataset it was trained on, its classification ac-
curacy dropped when evaluated on a different dataset. More-
over, the study reported inconsistencies in both the magnitude
and direction of linguistic cue effects between datasets. For
example, the cue “concreteness score of words” was strongly
associated with truthful statements in one dataset but corre-
lated with deceptive statements in another.

The combination of a limited number of detectable cues
expected in the CHIP system’s text messages, and the absence
of a representative training dataset, presents challenges to the
effectiveness of deception detection methods in this research.

Test data
Test data used in [11], [9], [15] and [16] was reviewed. In
the first study, nursing students were asked to lie during in-
terviews [11]. The transcripts of these interviews were then
coded using Criteria Based Content Analysis (CBCA) cate-
gories to identify correlations between verbal cues and decep-
tion. In [9], five studies were conducted in which participants
were asked to type out opinions different from their own. The
resulting texts were analyzed using LIWC. The third study,
[15], also used statements generated by participants of the
study. Of these four experiments, only the Mafiascum ex-
periment ([16]) used test data that was not generated for the
purpose of the experiment.

As mentioned in Section 3.3, deceptive accounts that are
not generated in a natural setting may differ from actual lies.

As a result, conclusions drawn from these experiments might
not hold for real-life applications.

3.5 Proposal for a lie-detection module in CHIP
Figure 1 shows the design of the existing CHIP system (col-
ored boxes with a pink background), along with the integrated
lie-detection module (outlined boxes with white background).

Existing CHIP system
The CHIP system is made up of several components, called
modules. These modules include the User Interface (UI),
which is the part the user interacts with. Input in the UI gets
converted by the Text2Triple module, which translates infor-
mation from the user input into the Triple data structure. A
Triple is a data structure consisting of three elements: a sub-
ject, a predicate, and an object [35]. These Triples are stored
in the next module: the Knowledge Graph (KG), a structure
that represents knowledge in a form that can be utilized by
the application [36]. Finally, the CHIP system includes the
Reasoner and Response Generator, which generate the next
system response based on the current knowledge in the KG.

Lie-detection module
The proposed lie-detection module gets as input a single text
message from the user. It does not save state between mes-
sages, nor does it keep information extracted from anything
else. The flow of the proposed module is as follows: the
user’s text message is first entered via the UI, then passed as
a string into the lie-detection module. This module analyzes
the message for linguistic cues. These cues are classified by
a trained ML model, and the result is converted into a Triple,
which is then added to the KG for further use by the system.

Figure 1: The modules of the CHIP system (colored boxes), with lie-
detection module (outlined boxes on white background). The user
interacts only with the blue module, not with the pink modules.

Linguistic cue detection is performed using the SpaCy li-
brary [37], a Python Natural Language Processing (NLP) li-
brary that uses its own Neural Networks. SpaCy can identify
and count occurrences of deceptive linguistic cues in a given
text.

As discussed in Section 3.3, the SVM was chosen for this
research, based on high performance in a research compar-
ing models [29] and similarities with the Mafiascum experi-
ment [16]. The SVM model is first trained on data from the



Mafiascum dataset [16]. After this training phase, new in-
put messages can be classified by the model. The previously
extracted cues are saved as a feature vector, with each fea-
ture being the occurrence count of a cue divided by the total
words in the message for normalization. Running the model
on this feature vector then results in a prediction: truthful or
deceptive. This prediction can then be forwarded into the next
module in CHIP.

4 Experiment methodology
This Section outlines the methodology for the linguistic de-
ception detection experiment. The experiment evaluates a
proposed lie-detection module. The module is tested on an
existing dataset containing texts annotated as truthful or de-
ceptive [16]. A comparison with the Mafiascum experiment
is made in Subsection 4.1 and Subsection 4.2 covers the setup
of the experiment.

4.1 Methodological Differences from the
Mafiascum experiment

All of the linguistic cues used in this study are also evaluated
in the Mafiascum experiment. However, there are notable dif-
ferences in the processing certain cues. In the Mafiascum
experiment, the category of negation terms is reduced to the
single term “not”, while the exclusive terms are represented
solely by the words “but” and “or”. In the current research,
these categories are extended through the use of dictionaries.
Additionally, the Mafiascum study includes several linguistic
cues not considered in the current research.

All of the linguistic cues used in the Mafiascum experiment
were derived from a single meta-analysis on the effectiveness
of computer-assisted lie detection [34]. In contrast, the cues
employed in the current research were sourced from eight dif-
ferent empirical studies, providing a broader and more diverse
foundation.

Regarding the experimental implementation, only the pre-
processing component was directly adapted from the Mafi-
ascum repository. All other code was developed specifically
for the current research, using the Mafiascum experiment as
a guideline. Finally, in the Mafiascum experiment, the train-
ing and evaluation of the SVM model were conducted using a
20-fold stratified shuffle split, whereas the current study em-
ployed a single train-test split for model training and evalua-
tion.

4.2 Experimental Setup
This Section describes how the SVM model was trained and
evaluated. The repository can be found on GitHub2.

To evaluate the effectiveness of the linguistic cues identi-
fied in this study, an SVM model was trained and tested on
the Mafiascum dataset [16]. The implementation used was
based on the original Mafiascum repository3 from the exper-
iment described in Subsection 3.3, which was updated for
compatibility with current versions of its dependencies. The
feature extraction process was modified to reflect the specific

2https://github.com/reneelanatove/bep svm pipeline
3https://bitbucket.org/bopjesvla/thesis/src

linguistic cues identified in this research. The model was then
trained on the dataset using the updated features and subse-
quently tested to evaluate its accuracy.

The code for preprocessing the documents was copied
from the Mafiascum codebase. Preprocessing consisted of
removing messages that were not useful for the classification
task, such as admin messages or the discussion after a game.
Games with fewer than 50 words were excluded, and all mes-
sages from a single player within a game were aggregated
into one document.

The training and testing phases were conducted using the
Scikit Learn Library [38]. This library offers tools for clas-
sification by an SVM model that can be used in Python ap-
plications, such as the CHIP system. The model was trained
and tested on a subset of the Mafiascum dataset as well as the
whole set, as described in the next section.

Datasets
The entire Mafiascum dataset consists of three subsets of
games; One set of large games4 and two sets of mini games56.
Large games were played with more experienced players and
typically lasted longer. In Table 2, a summary of these sets
can be found, containing the number of games in each subset,
the number of documents they resulted in after preprocess-
ing and the so-called scum ratio. The scum ratio refers to the
amount of players that were assigned the role “scum” divided
by the total amount of players in a game. The documents
from players with this role were seen as deceptive in this ex-
periment and the documents from players with the “town”
role were seen as truthful.

Both sets were trained with two training and testing dataset
splits: 70-30 and 90-10 (referring to the percentage of data
in the training set compared to the test set, respectively).
These ratios were obtained from the aforementioned exper-
iment into fake news classification [29].

5 Experiment results
After the training and testing phase, a classification report
was generated using Scikit Learn [38]. The classification re-

port presents the precision
(

true positives

predicted positives

)
, recall(

true positives

actual positives

)
and F1-score (harmonic mean of pre-

cision and recall) for both truthful and deceptive classes. It
also gives the (macro and weighted) accuracy.

Tables 3, 4, 5 and 6 contain the results for both of the
datasets and both of the training and testing dataset splits.

For the deceptive class, the model achieved an F1-score of
0.22 in the full dataset case with split 70-30 and an F1-score
of 0.21 in the other three cases. These results suggest that the
trained SVM did not perform well in recognizing deceptive
players through their messages.

In contrast, the F1-score for the truthful class was higher
(0.84 and 0.78). This indicates the model performed well in

4large-normal.json
5mini-normal1.json
6mini-normal2.json

https://github.com/reneelanatove/bep_svm_pipeline


Cue Count Supporting Citations Contradictions
Fewer words used 3 [10] [6] [7] [8]
More sentences, fewer distinct
words

1 [6]

Fewer exclusive words (but, ex-
cept)

2 [9] [6]

Fewer tentative words (may,
perhaps)

1 [6]

More negation terms (no,
never)

2 [9] [6] [8]

More negative emotion words 4 [9] [6] [10]
Fewer first-person pronouns 4 [12] [8] [9] [6] [13]
More second-person pronouns 1 [6] [9]
More third-person pronouns 3 [12] [7] [6] [9]
More motion verbs 2 [12] [6]
Fewer insight/cognitive words 2 [6] [13] [10]
Speech errors and disfluencies 1 [10] [6]
Indirect/ritualized speech 1 [10]
Self-deprecation 1 [10]
Fewer sensory details 1 [10]
Fewer details 1 [14]
Fewer causation words (only rel-
evant in omission lies)

1 [7]

Table 1: Overview of linguistic deception cues, including supporting and contradicting evidence. The ’Count’ column indicates the number
of studies with supporting findings, followed by columns containing citations for both supporting and contradicting studies

Subset No. of games No. of docs Scum ratio
Large 39 889 0.246
Mini 1 210 3173 0.232
Mini 2 397 5077 0.229

Table 2: Subsets of Mafiascum game messages used in the exper-
iment, with the number of games in each subset, number of docu-
ments they produced and ratio of scum (deceptive) and town (truth-
ful) roles

Class Precision Recall F1-Score Support
Truthful (0) 0.77 0.93 0.84 201

Deceptive (1) 0.40 0.15 0.22 66
Accuracy 0.73 267
Macro avg 0.58 0.54 0.53 267

Weighted avg 0.68 0.73 0.69 267

Table 3: Classification report for SVM trained on the large games
subset with training and testing dataset split 70:30

Class Precision Recall F1-Score Support
Truthful (0) 0.77 0.79 0.78 2232

Deceptive (1) 0.22 0.20 0.21 671
Accuracy 0.65 2903
Macro avg 0.50 0.50 0.50 2903

Weighted avg 0.64 0.65 0.65 2903

Table 4: Classification report for SVM trained on full dataset with
training and testing dataset split 70:30

recognizing truthful messages, which were the majority of the
messages (around 80%-85%).

The highest F1-score for the weighted average was

Class Precision Recall F1-Score Support
Truthful (0) 0.75 0.82 0.79 67

Deceptive (1) 0.25 0.18 0.21 22
Accuracy 0.66 89
Macro avg 0.50 0.50 0.50 89

Weighted avg 0.63 0.66 0.64 89

Table 5: Classification report for SVM trained on the large games
subset with training and testing dataset split 90:10

Class Precision Recall F1-Score Support
Truthful (0) 0.77 0.80 0.78 744

Deceptive (1) 0.23 0.20 0.21 224
Accuracy 0.66 968
Macro avg 0.50 0.50 0.50 968

Weighted avg 0.64 0.66 0.65 968

Table 6: Classification report for SVM trained on full dataset with
training and testing dataset split 90:10

achieved after training the SVM on only the large games with
a split of 70-30 (Table 3). In this case, the model’s precision
in predicting the deceptive class was also relatively high (0.40
compared to 0.22-0.25 in the other three cases). However,
this is contrasted by its low recall score (0.15), indicating that
although 40% of the times the model predicted a deceptive
class, it was correct, it only predicted a deceptive class for
15% of the deceptive class documents.

6 Discussion
This section reflects on the broader implications and limita-
tions of the current research. During the literature study and



experiment, several constraints were encountered, both in the
method itself and in its application to the CHIP system and
the healthcare context.

6.1 Limitations to linguistic lie detection
A notable finding from the literature study into linguistic cues
for deception detection is that there are many limitations to
this method (See Subsection 3.4).

Linguistic cues to deception are not universal; they can
vary across languages and cultures [13], between individuals
[17], and even among different types of lies [14]. This vari-
ability implies that no fixed set of cues can reliably ensure
accurate detection across all people or all forms of deception.

Furthermore, for the pronoun-related cues used in the cur-
rent research, empirical studies have shown conflicting evi-
dence [17; 9]. Due to the lack of cues uniquely associated
with deception [14], cues with contradictory findings were
still included in this study. However, it must be noted that the
correlation between these linguistic cues and actual deception
has been challenged.

6.2 Limitations to lie detection in the CHIP system
In addition to the general challenges of linguistic lie detec-
tion, the implementation within the CHIP system faces spe-
cific limitations.

A combined approach using both verbal and non-verbal
cues is estimated to yield the most accurate results [14]. How-
ever, the CHIP system only receives a user’s text input, limit-
ing the scope of available information for lie detection.

Moreover, this research evaluates individual text messages
rather than full conversations. This decision was made partly
to keep the project within scope, and partly to avoid overlap-
ping with other studies within the same research group that
focused on conversational lie detection and conflict resolution
within the Knowledge Graph (KG). As a result, inconsisten-
cies across a patient’s statements which are potential indica-
tors of deception [14] are not captured.

Finally, the classifications made by the lie-detection mod-
ule within CHIP cannot be externally verified. The system
does not offer feedback on whether a user’s input was actu-
ally truthful. Consequently, the real-world performance of
the module cannot be fully evaluated without additional vali-
dation once deployed.

6.3 Limitations to lie detection in a diabetes
support system

These limitations are further compounded by challenges spe-
cific to the healthcare context in which the system operates.

Currently, no suitable training data exists that accurately
mirrors the type of messages processed by CHIP. As a result,
the model must be trained on unrelated data.

Cues to deception differ greatly between contexts [14].
This means that a model trained on the Mafiascum dataset
[16] may not perform as effectively when classifying decep-
tion in messages about diabetes. This issue was also observed
in research on lie detection using LLMs [15], where a model
trained on one dataset failed to deliver accurate results when
applied to a dataset with different statement types highlight-
ing the problem of poor cross-domain transferability.

7 Conclusions and Future Work
Based on the results presented in Section 5, it can be con-
cluded that the SVM model proposed in this study performs
poorly in detecting deceptive messages. This conclusion is
supported by consistently low F1-scores for the deceptive
class, ranging from 0.21 to 0.22 across all tested scenarios,
including both the subset of 39 games and the full dataset of
646 games, with training-to-testing split ratios of 70:30 and
90:10. These results indicate that the model struggles to ac-
curately identify deceptive messages.

In contrast, the model achieved relatively high F1-scores
for the truthful class, ranging from a score of 0.78 to a score
of 0.84. However, this difference may be attributed to the
class imbalance in the dataset, where approximately 80% of
the messages originate from truthful players, and only 20%
from deceptive ones. As a result, the model is more likely to
classify messages as truthful, which contributes to its higher
performance on that class.

To understand these results, they can be compared with the
performance of a baseline model that reflects the underlying
class distribution. Take a model that randomly predicts the
truthful class 80% of the time and the deceptive class 20% of
the time, close to the actual class distribution. Since the pre-
dictions are random, the model is expected to correctly clas-
sify 80% of the truthful instances and 20% of the deceptive
instances. For the truthful class, the precision and recall (See
Section 5) would both be approximately 0.80, resulting in an
F1-score, or harmonic mean, of 0.80. For the deceptive class,
both the precision and recall would be around 0.20, yielding
an F1-score of 0.20. These values reflect the performance
of a model that has no real predictive power, yet mimics the
base rates in the data. Comparing this to the results of the
current model as mentioned above, indicates that it performs
only slightly better, or potentially not better at all, than a naive
model that guesses based on class proportions.

7.1 Combination with other work
To increase effectivity of the diabetes support system, this
work could be combined with work from other researchers
on the same subject.

Conversation summaries generated by an LLM
One of the complimenting studies, is one on generating con-
text files for the patients’ chat conversations using LLMs.
This research has overlap with the current research and has
features that can be used to extend the proposed lie-detection
module’s functionality. The overlap is in the area of linguistic
analysis. Both the current research and the research into con-
text files analyze word usage of patients. Some cues derived
from the current literature study, such as short responses and
use of hedges, are used as guidelines for the LLM’s summary
generation.

A suggestion would be to include both the summary gener-
ation and linguistic deception detection to evaluate patients’
messages for possible deception.

Response generation for reducing deceptive tendencies
Another complimenting study is on the linguistic framings of
an AI agent’s chat messages to reduce patients’ tendencies to



deceive diabetes support systems. Detecting deception alone
will not do anything to solve the problem central to this re-
search. Instead, creating an environment where patients feel
comfortable to be honest will allow the system to give optimal
recommendations and might ultimately improve the diabetes
care provided by the system.

7.2 Recommendations for future work
The results of the current experiment did not indicate a
promising solution for detecting deception in the CHIP sys-
tem. A more promising result was achieved in a study on
the use of LLMs for lie detection [15]. Therefore, a recom-
mendation for future studies is to combine the linguistic cue
analysis from the current study with LLM-based designs to
obtain more accurate analyses.

An alternative suggestion is to evaluate the accuracy of the
proposed SVM model when trained on more datasets. Three
options for this are the corpora used in the aforementioned
study [23; 24; 39]. Ideally, data from the specific diabetes
support system is gathered on which the SVM is trained. As
concluded in the literature study results, deception detection
may differ from context to context, so training an SVM on
data that is similar to the data that needs to be classified in the
future might improve the performance of the model.

For more accurate and extensive cue categories, LIWC
should be used instead of the dictionaries in this research [18].
LIWC’s collections have been validated by scientific labs and
the software is used in over twenty-thousand scientific arti-
cles. Furthermore, combining cues instead of looking at the
effects of each cue by itself could lead to more accurate re-
search [14].

Conversion to Triples
Initially, converting the results of the lie-detection module
into the Triple data structure (see Section 3.5) was part of
the scope of this research. However, since a functional lie-
detection model could not be developed, the conversion was
not implemented. Nevertheless, several ideas have been con-
sidered for potential future implementation.

The first consideration is how to represent the results of the
deception detection process. In this research, an SVM model
classified input as either truthful or deceptive. This outcome
could be mapped to a single integer in the resulting Triple
(e.g., 0 for truthful and 1 for deceptive). A disadvantage of
this approach is the lack of nuance in the representation. For
example, a message that is highly likely to be deceptive and
one that is only slightly above the decision threshold would
both be labeled as deceptive, thereby losing valuable infor-
mation about the degree of deception.

An alternative approach involves calculating a probability
estimate and incorporating that into the Triple. This method
allows for a more granular and informative representation of
the detection results.

The second consideration concerns which components to
include in the Triple. One option is to use the message ID as
the subject, a predicate such as ”has deceptive probability,”
and the deception detection result as the object. The main
drawback of this approach is that the result is associated with
the message itself, rather than with the specific information

contained within the message. A more informative alterna-
tive would be to use the relevant Triples (representing the ex-
tracted information from the message) as the subject, main-
taining the same predicate and object structure as previously
suggested.
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9 Responsible Research
When considering the ethical implications of this research,
several important issues arise. The most prominent issue is
the potential consequences for patients whose text data is an-
alyzed and flagged for deception. This could lead to a loss
of authority, when patients cannot give false information to
protect their privacy. The investigation into this topic should
be done by the HI project group in consultation with doctors
and patients when reaching further stages of the project and
will not be further discussed in this paper.

Another important note is that the lie-detection module will
possibly encounter private information from patients, such as
their daily habits or glucose levels. Therefore, the informa-
tion must be protected and communication should be secure.

This research aims to produce scientifically correct and re-
producible results. To ensure the soundness of information
presented in this paper, sources were selected with care. The
origin of each source was verified and only scientific papers
were consulted. On top of that, sources were compared to
find overlapping and contrasting information with the goal of
analyzing the validity of the information.

For reproducibility, each step of the of the experiment is
carefully documented. Decisions made and alternatives con-
sidered are also included, to allow readers to make their own
decisions. Since the developed code for this research as well
as the code consulted can be found, readers can rerun the cur-
rent experiment and adapt it for their own project.

9.1 Ethical implications of deception detection
When deciding to implement deception detection, it is impor-
tant to consider how the results should be treated. There are
going to be consequences when a message is flagged as de-
ceptive, for example sharing the information with a doctor or
changing behavior toward the patient. Not only should the
effects of these consequences be considered in general, but
the effects of these consequences in case of a false positive (a
truthful message being incorrectly flagged as deceptive) re-
quire extra attention. A patient might feel wrongfully treated
or mistrusted if their truthful accounts are flagged as decep-
tive and this could lead to a negative perception of the system.



9.2 Usage of AI for this research
While conducting this research, Generative AI model Chat-
GPT 4o-mini was used to assist in the writing process. This
was done mainly by prompting the LLM to find grammatical
and spelling errors and suggest improvements for readability.
These suggestions were then taken into consideration and ap-
plied to the text if they did not change its meaning and had a
positive effect on the quality of the text.

On top of that, ChatGPT 4o-mini was used for converting
the lists of cues and sources into the proper overleaf format
for the tables in this paper.

Lastly, portions of the Mafiascum code were difficult to in-
terpret due to insufficient documentation. To facilitate adap-
tation for this research, assistance was sought from ChatGPT
4o-mini to aid in understanding the code.

The prompts used can be found in Appendix A.
When using ChatGPT 4o-mini, the risks of working with

an LLM were taken into careful consideration. Each response
was evaluated for its accuracy and potential biases from the
LLM’s training data [40] were taken into account. Informa-
tion presented by the LLM was always reasoned about and
compared with scientific data, and code suggestions were an-
alyzed.

A ChatGPT Prompts
For the following prompts, ChatGPT 4o-mini was accessed
between 29-04-2025 and 15-06-2025.

Prompt for text refactoring
“For this text, list and suggest changes for: - grammatical
errors - spelling errors - sentences with bad readability - in-
formal language only include problematic parts and leave as
much as possibile of the original text”

Prompt for table creation
“For this list of cues and their respective sources, please
make an overleaf table in the following format: [format]. The
table should fit in a two-column project and overflow into two
columns if it does not fit on the page. If a cue is found in
two sources, please add both of the sources in the second col-
umn.” [list of cues]

Prompt for Mafiascum code explanation
“Explain the following code and what each part does”

B Dictionaries



Word Source(s)
amble [25; 26]
ascend [25]
arrive [25]
bolt [25; 26]
bob [25]
book [25]
bound [25; 26]
canter [25; 26]
cavort [25; 26]
charge [25; 26]
climb [25; 26]
creep [25; 26]
dash [25; 26]
dance [25]
depart [25]
descend [25]
enter [25]
escape [25]
exit [25]
flee [25; 26]
float [25; 26]
frolic [25; 26]
gallop [25; 26]
gimp [25]
hike [25; 26]
hobble [25; 26]
hop [25; 26]
hurdle [25]
jog [25; 26]
jump [25; 26]
leap [25; 26]
leave [25]
limp [25; 26]
lolligag [25]
lope [25; 26]
lumber [25; 26]
lurch [25; 26]
march [25; 26]
meander [25; 26]
pad [25; 26]
pounce [25]

Word Source(s)
prance [25; 26]
scoot [25; 26]
scour [25]
scurry [25; 26]
scuttle [25; 26]
shlep [25]
shuffle [25; 26]
slink [25; 26]
slog [25; 26]
sneak [25; 26]
speed [25; 26]
sprint [25; 26]
stagger [25; 26]
stalk [25]
steal [25; 26]
step [25]
stomp [25; 26]
storm [25; 26]
straggle [25; 26]
stroll [25; 26]
strut [25; 26]
stumble [25; 26]
swagger [25; 26]
swim [25; 26]
tiptoe [25; 26]
traipse [25; 26]
trot [25; 26]
trudge [25; 26]
waddle [25; 26]
wade [25; 26]
walk [25; 26]
wander [25; 26]
zip [25]
zoom [25; 26]
zigzag [25; 26]

Table 7: Motion verbs and the research(es) they were extracted from



Word Source(s)
however [19; 20]
instead [19]
then [19]
in contrast [19; 20]
nevertheless [19; 20]
rather than [19]
on the other hand [19; 20]
instead of [19; 20]
on the contrary [19; 20]
although [20]
though [20]
although [20]
but [20]
contrary to [20]
conversely [20]
despite [20]
in comparison [20]
in spite [20]
nonetheless [20]
rather than [20]
still [20]
whereas [20]
yet [20]

Table 8: Contrastive words and the research(es) they were extracted from

Word Source(s)
never [21; 22]
neither [21]
nobody [21]
no [21; 22]
none [21]
nor [21]
nothing [21]
nowhere [21]
not [22]
don’t [22]
doesn’t [22]
without [22]
didn’t [22]
isn’t [22]
can’t [22]
wasn’t [22]

Table 9: Negation terms and the research(es) they were extracted from



Word Source(s)
can [23; 24]
can’t [23]
could [23; 24]
might [23; 24]
may [23; 24]
will [23]
would [23; 24]
should [24]
assume [23; 39]
assumption [23; 24]
believe [23]
belief [23]
believed [24]
estimate [23]
expect [23]
expecting [23]
expected [23]
expectation [23]
feel [23]
feeling [23]
guess [23; 39]
guessing [23]
think [23; 39]
thinking [23]
understand [23]
understanding [23]
about [23; 24; 39]
almost [23; 39]
approximately [23; 39]
around [23; 24]
a little bit [23]
at least [23]
basically [23]
broadly [23]
comparatively [23]
essentially [23]
fairly [23]
generally [23; 24]
in general [23]
kind of [23; 39]
largely [23]
likely [23; 24]
mainly [23]
maybe [23; 39]
mostly [23]
more or less [23]
nearly [23; 39]
normally [23]
often [23; 24]
on the whole [23]
perhaps [23; 39]
possible [23; 24]
possibly [23]
probably [23; 24; 39]
quite [23; 24; 39]
rather [23; 24]
relative [23]
relatively [23; 24]
roughly [23; 39]
seem [23; 24]

Word Source(s)
seems [23]
seemed [23]
slight [23]
slightly [23]
some [23; 24]
sometimes [23]
somewhat [23; 39]
typically [23]
usually [23]
so [23]
well [23]
I mean [23; 39]
sort of [23; 39]
you know [23]
as you well know [23]
to my knowledge [23]
from my perspective [23]
from our perspective [23]
in my view [23]
in our view [23]
to...extent [23]
certain amount [23]
certain level [23]
suggest [24]
indicate [24]
appear [24]
tend [24]
argue [24]
seen as [24]
perceive [24]
predict [24]
(not) always [24]
frequently [24]
most [24]
consistent [24]
seldom [24]
plausible [24]
rare [24]
questionable [24]
probable [24]
possibility [24]
tendency [24]
probability [24]
implication [24]
prediction [24]
doubt [24]
(in) theory [24]
contention [24]
conjecture [24]
entirely [39]
according to [39]
presumably [39]
say that [39]
as far as I [39]

Table 10: Tentative words and the research(es) they were extracted from
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