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Abstract

This research addresses the challenge of managing latency in
distributed computer systems. Maintaining correct delays in
data transmission across various network conditions is crucial
for system efficiency and security. We focus on improving
the Adaptive Wide-Area Replication (AWARE) algorithm, a
method used to coordinate data across different locations in a
way that minimizes delays. To enhance AWARE, we incor-
porate two concepts: Vivaldi network coordinates and New-
tonian invariants. Vivaldi network coordinates help the sys-
tem better understand and calculate the physical layout of
the network by embedding network members in Euclidean
space, where the distance in this space represents latency be-
tween them. Newton invariants are rules based on physics
that help the system detect and adjust for any unusual changes
in network latency that might be caused by technical issues
or security threats. We evaluated the original and enhanced
AWARE algorithms by simulating typical network operations
and various attack scenarios designed to slow down the pro-
cess of reaching consensus. Our findings show that the en-
hanced AWARE algorithm provides more accurate and ro-
bust management of network latency, especially under attack
conditions, leading to a more reliable and secure distributed
system. This study confirms that integrating correction tech-
niques into latency management processes significantly im-
proves the resilience and accuracy of distributed systems.

1 Introduction

State machine replication (SMR) is a well-established
methodology for achieving fault tolerance in distributed sys-
tems. It replicates the state of a machine across multiple
nodes to ensure continuity and consistency of service de-
spite failures. With the evolution of distributed technolo-
gies, particularly in blockchain and Byzantine fault-tolerant
(BFT) systems, the efficiency of reaching consensus in geo-
graphically dispersed nodes has become important. This is
because the latency of messages between nodes can signif-
icantly affect the speed and reliability of consensus mech-
anisms, which are fundamental to the security and robust-
ness of distributed ledgers and other decentralized applica-
tions. The Adaptive Wide-Area Replication (AWARE [1])
algorithm addresses this by adjusting voting weights and dy-
namically selecting leaders based on latency measurements,
thereby optimizing the consensus process. However, a signif-
icant challenge arises when these latency measurements are
not reliable—due to faults in transmission, network conges-
tion, or deliberate manipulation by malicious nodes aiming to
disrupt the consensus or degrade the system’s performance.
This thesis focuses on enhancing the AWARE algorithm by
introducing mechanisms to detect and mitigate the impact of
faulty or malicious nodes on latency reporting. These nodes
can skew the algorithm’s perception of network conditions,
leading to suboptimal leader selection and weighting deci-
sions that can severely affect the overall system performance
and reliability. By embedding detection mechanisms, we aim
to preserve the integrity of the latency measurements that are
critical for the adaptive functionalities of AWARE. To vali-
date and refine our approach, we will simulate the enhanced

AWARE algorithm using real-life latency datasets such as the
King dataset for DNS-based latency measurements and the
WonderNetwork global ping statistics. These datasets will
provide a robust foundation for testing our hypothesis that
movements within the Vivaldi [3] coordinates can effectively
signal potential security risks or faults in node behavior.

2 Background

This paper addresses the challenges of stability and accuracy
in latency prediction within AWARE, leveraging the Vivaldi
coordinate system. By incorporating the Newton enhance-
ment, which enforces physical laws within the algorithm, we
can disregard updates that arise from network failures or ma-
licious behavior, thereby enhancing robustness.

2.1 AWARE

AWARE advances the WHEAT [1] algorithm by dynami-
cally reconfiguring weights assigned to replicas, with the pri-
mary goal of optimizing consensus times in distributed sys-
tems. Unlike WHEAT, which utilizes static weight assign-
ments based on initial conditions, AWARE adapts in real-time
to latency changes, making it more responsive to the evolving
state of the network.

The core of AWARE’s operational framework lies in its uti-
lization of latency matrices that each replica maintains. Two
principal mechanisms enhance the reliability of these latency
measurements: matrix sanitization and the injection of ran-
domness.

Matrix sanitization addresses asymmetrical latency read-
ings between nodes. If the recorded latency from node 7 to
node j (denoted as 7, j) is greater than from j to 7 (J, ), the
algorithm conservatively adopts the higher value for both 7, j
and j, ¢. This ensures that the system’s operational parameters
always consider potential maximum delays, thereby guarding
against underestimation of latency, which could jeopardize
consensus accuracy.

The second mechanism, the injection of randomness into
latency measurement requests, serves as a safeguard against
manipulative behaviors by replicas. By requiring that a ran-
dom number be added to each latency response, AWARE mit-
igates the risk of replicas artificially appearing more respon-
sive by prematurely acknowledging requests. This random-
ness helps in masking the exact response time, thus compli-
cating any attempt by a malicious node to consistently ma-
nipulate latency measurements for strategic advantage.

Despite these mechanisms, AWARE faces challenges in
environments where nodes may exhibit random latency fluc-
tuations due to network instability or where a group of nodes
attempts to skew the consensus process. These issues high-
light the need for continuous refinement of the algorithm to
effectively handle diverse threats in large-scale, dynamic net-
works.

2.2 Vivaldi

Vivaldi [3] utilizes an n-dimensional Euclidean space to
model the latencies between nodes in distributed systems.
Each node within the network is assigned coordinates in this
space, with the distances between nodes representing the la-
tency estimates. The model is modeled as a dynamic spring



system, where each connection between nodes acts like a
spring that can either be compressed or stretched based on
real-time latency measurements.

The primary operation of Vivaldi lies in its ability to ad-
just these ’spring tensions’, which corresponds to recalibrat-
ing the estimated distances between nodes. This adjustment
is triggered when a difference between the actual measured
latencies and those predicted by the model arises. Such dis-
crepancies could be due to changes in network traffic, routing
alterations, or hardware issues, which affect the latency be-
tween nodes.
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Figure 1: Vivaldi’s spring system visualization

To update the node positions, Vivaldi applies a force-based
algorithm. When a node 7 receives a latency measurement
from node j, it calculates the force exerted by this latency
difference on the connecting spring. If the measured latency
is greater than the estimated distance, the spring is considered
to be too compressed and needs to be stretched. Conversely,
if the measured latency is less, the spring is deemed to be
overly stretched and needs to be compressed. The node then
adjusts its position in the Euclidean space to either increase or
decrease the distance to node j accordingly, aiming to bring
the estimated latency closer to the measured value.

Over time, the system tends to stabilize as the positions
of the nodes adjust to reflect the true latency landscape of
the network. This stabilization is crucial for maintaining the
accuracy of the latency model, particularly in highly volatile
environments where network conditions can change rapidly.

Moreover, Vivaldi’s design is inherently scalable, as each
node operates independently, making localized decisions
based on its interactions. This decentralized nature ensures
that the system can scale to large networks without a signif-
icant increase in computational overhead or communication
complexity. Each node only needs to communicate with a
subset of other nodes to adjust its position, rather than requir-
ing a global view of the network, which enhances the effi-
ciency and scalability of the algorithm.

2.3 Newton

The Newton [8] enhancement significantly refines the Vivaldi
model by integrating principles from Newton’s laws of mo-
tion, which introduces physics-based invariants into the sys-
tem. These invariants are designed to detect and mitigate
anomalies that could distort the accuracy of network latency
estimations.

IN1: Centroid Stability: The first invariant concerns the
centroid, or geometric center, of a node 7 and its neighbor-
ing nodes. Under ideal conditions, where no external pertur-
bations affect the network, this centroid should align at the
origin of the coordinate system. Any displacement from this
point indicates the presence of an unbalanced force, which
could be the result of malicious activities or asymmetric net-
work behaviors. By monitoring the centroid’s location, New-
ton can identify and counteract these influences.

IN2: Force Consistency: The second invariant exam-
ines the consistency of force vectors between closely situated

nodes. If node ¢ is influenced by a force ﬁj due to its inter-
action with node j, then any other node k that is close to @
should experience a similar force from 7, scaled by the vector
projection onto the line connecting 5 and k. This invariant
leverages the physical principle that forces in a stable system
should behave predictably across similar distances. Anomaly
here can indicate coordinated attempts to manipulate latency
measurements.

IN3: Damping Force Reduction: The third invariant fo-
cuses on the dynamic behavior of the system as nodes adjust
towards their equilibrium positions, or 'rest positions’. Ac-
cording to Newton’s laws, as the system nears equilibrium,
the magnitudes of the forces acting on the nodes should de-
crease, manifesting a damping behavior. Persistent high lev-
els of force or sudden spikes can suggest external disruptions
or anomalies in network performance.

These physics-based invariants allow the Newton enhance-
ment to act as a sophisticated filter that continuously assesses
the reliability of data fed into the AWARE algorithm. By
ensuring that only consistent, equilibrium-conforming mea-
surements influence the latency predictions, Newton boosts
the accuracy and stability of the entire system. Moreover, the
application of these invariants provides an additional layer of
security against manipulation and attacks, as any anomalous
forces can be quickly identified and neutralized.

3 Enhancing AWARE with Coordinate-Based
Verification

The refinement implemented in AWARE replaces the tradi-
tional latency matrix within the algorithm with a model where
each replica holds the coordinates of the nodes. This spa-
tial approach allows for a more intuitive and direct method of
assessing the relative positions and distances among nodes,
which is essential for managing latency effectively. During
updates, these coordinates are evaluated against Newton’s in-
variants, a set of physics-based rules designed to ensure that
changes in network conditions are reflected accurately and
malicious manipulations are quickly identified and mitigated.
If an update does not satisfy these criteria, it is discarded
across the network.

This method not only simplifies the verification process at
each node, thereby enhancing transparency and consistency
across the system but also effectively manages subtle network
adjustments and filters out anomalous or malicious changes in
reported latencies. We begin by applying the first invariant,
which asserts that node coordinates should be proximal to the
origin of Euclidean space. A significant deviation from this



norm suggests that a node might be under the influence of
a malicious node that falsifies data. In the experiments, we
set the threshold of 20 units for the deviation from the origin.
This parameter should be adjusted for the scale and magni-
tude of changes in the system.

Following insights from Mercury [9], we have also incor-
porated a maximum allowable force post-system stabiliza-
tion. We define system stabilization as the state where the
error between two nodes is less than twenty percent. This
threshold ensures that only minor adjustments are needed
to maintain equilibrium, thus stabilizing the system more
rapidly and reducing the likelihood of large-scale disruptions.

The final verification involves examining the forces applied
to a node over the last ten rounds. Each node maintains his-
torical data regarding the magnitudes of forces imposed by
its peers. This historical analysis allows the system to under-
stand typical force patterns and identify outliers effectively.
If the magnitude of a new force substantially exceeds the me-

dian force, F, i.e.,
| foew| > F+k x D

it is disregarded. Here, D is the median absolute deviation,
and based on empirical data, it has been found that a value
of k = 8 is effective [9]. This criterion helps to ensure that
only legitimate and reasonable updates are processed, which
is particularly important in dynamic and potentially hostile
network environments.

By implementing these enhanced verification processes,
the AWARE algorithm can more effectively detect and re-
spond to both subtle and significant changes in the network,
ensuring robust and reliable operation even under adverse
conditions. This approach helps with verifying the positions
between all the nodes. It patches the gap from the original ap-
proach with the latency matrix, where a group of nodes may
lie about their latencies between each other. In the enhanced
version of the system, this behavior should now be detected
by the validation of the invariants.

4 Experimental Setup and Datasets

For all experiments, we willuse n = 3 x f 4+ 1+ 6 where n
represents the number of nodes, f the number of faulty nodes,
and § the number of additional replicas. We will evaluate
the performance of the standard AWARE algorithm against
the enhanced version that incorporates Newtonian principles.
Each dataset simulation will mimic all network behaviors as
f grows, with § = f. Simulations will run over 10 rounds,
maintaining consistent latencies but with different randomly
selected malicious nodes each time. For Vivaldi, we will ini-
tially stabilize the coordinates, similar to using landmarks in
the real world to quickly establish initial coordinates when a
new node joins. Each round will involve simulated anneal-
ing to optimize the weights and manage malicious behaviors,
such as falsifying coordinates or reporting incorrect latencies.

4.1 Behavior in the Network

As documented in Newton [8] and other studies on threats
to Vivaldi [4], we can pinpoint several attacks on coordinate
systems that are analogous to attacks in a matrix format:

« Inflation: Attackers exaggerate their coordinates signif-
icantly, misdirecting benign nodes from accurate coordi-
nates—an attack on precision. In a matrix context, this
would be akin to reporting high latencies to degrade the
perceived value of well-positioned nodes.

* Deflation: Attackers underreport their coordinates near
the origin, preventing benign nodes from updating ac-
curately, thus compromising precision. For the matrix,
this involves reporting unusually low latencies to appear
more favorably positioned in the network.

* Oscillation: Attackers randomly alter their coordinates
and delay measurements, affecting both accuracy and
stability. In matrix terms, this means entering random
values.

* Frog-boiling: Attackers gradually distort their coordi-
nates, slowly increasing deviations. Over time, this leads
to significant inaccuracies. For the matrix, it involves in-
crementally increasing latency reports to eventually ma-
nipulate the network’s favor.

These behaviors were simulated and their impacts measured
against the enhanced algorithm’s performance in a controlled
environment with all nodes behaving normally.

4.2 Data Sources for Latency Measurements

To see how the enhanced algorithm will perform in real net-
works and in different environments, we have selected three
datasets with real-life latency measurements from around the
world. The datasets are:

* Wonder Network Ping Table: Provides a global view
of internet latencies, ideal for simulating a broad net-
work [7].

* PlanetLab Dataset: A reliable source of network per-
formance data from a vast array of nodes worldwide
[10].

» King Dataset: Contains precise measurements between
various internet hosts, commonly utilized in research on
internet distance estimation and topology [5].

4.3 Results

The first comparison, as illustrated in Figure 5, was conducted
by simulating normal behavior using both the AWARE algo-
rithm and its enhanced version employing Vivaldi coordinates
instead of the traditional latency matrix. The latency of quo-
rum reaching time, averaged over 10 rounds of simulation,
demonstrates that the quorums proposed by the enhanced
algorithm, based on Vivaldi coordinates, perform compara-
bly to those suggested by the original latency matrix-based
method.

We observe that the enhanced algorithm performs excep-
tionally well on the King and Wonder Network datasets (Fig-
ures 2, 4). The algorithm effectively detects and disregards
malicious nodes, thereby maintaining a lower average quo-
rum collection time. However, the PlanetLab dataset shows
some irregularities in performance (Figure 3). On average,
the enhanced algorithm still handles attack scenarios better,
though there are instances where it is also affected.
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Figure 2: Network simulations performed on the latencies from the
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Further investigation into these irregularities revealed that
the PlanetLab dataset contains several outliers in terms of la-
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tency. These outliers cause nodes to be more spread out in Vi-
valdi space, providing more room for movement. While this
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Figure 4: Network simulations performed on the latencies from the
King dataset

does not affect the first invariant, it impacts the system’s sta-
bilization, which could be the cause of the anomalies. Since
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Figure 5: Comparing AWARE to the enhanced algorithm during nor-
mal network behavior on the Wonder Network Dataset

the simulation is limited to f, larger-scale simulations with
more nodes need to be performed to ensure the enhanced al-
gorithm’s performance trend continues.

5 Discussion

The results obtained not only allow us to draw conclusions
about the performance of enhanced AWARE protocol [1] but
also help us understand potential causes for the observed be-
haviors. The performance of the enhanced algorithm mirrors
that of the latency matrix-based approach under normal con-
ditions. This shows that our added layer of security does not
affect overall performance. In our simulations, we gave Vi-
valdi coordinates forty updates to stabilize.

In scenarios involving network attacks, the enhanced algo-
rithm significantly outperforms the standard version by more
effectively selecting non-malicious nodes, thanks to the addi-
tional security measures integrated into the system. Notably,
the original AWARE protocol is most vulnerable to inflation
attacks, where groups of malicious nodes report deceivingly
low latencies among themselves, suggesting this is a particu-
larly effective strategy against the standard protocol.

Furthermore, the effectiveness of the Frog Boiling attack
in smaller groups is notable. The variation in node posi-
tions results in a cascading effect with fewer nodes present,
underscoring the vulnerability of systems to strategic ma-
nipulations in small network clusters. Due to time con-
straints, we were unable to implement more dedicated attacks
against AWARE, such as reporting minimal latencies among
a group of f malicious nodes while reporting greater laten-
cies between members of f and every other node in the net-
work. These attacks warrant deeper exploration. This study
has demonstrated that the Enhanced AWARE [1] algorithm,
through its integration of network coordinate systems and en-
forcement of Newton’s invariants [8], exhibits resilience to
network variations compared to the original AWARE algo-
rithm. Enhanced AWARE maintains robustness while still be-
ing responsive to legitimate network changes, effectively mit-
igating the impact of significant latency discrepancies caused
by anomalous or malicious activities.

Looking forward, several areas have been identified for fur-
ther development and research. The next step involves de-
ploying Enhanced AWARE in real-world distributed systems
to assess its practical efficacy and efficiency. This phase will



also help in understanding the operational challenges and re-
source requirements in a live environment. A comparative
analysis is crucial, and it should compare this enhanced al-
gorithm with other latency protection methods used in dis-
tributed systems, such as the matrix factorization techniques
employed in Pharos [2]. Given the potential of machine learn-
ing techniques in predictive analytics, future research could
also explore the integration of ML algorithms to further refine
latency predictions [6] and network anomaly detection within
the Enhanced AWARE framework. Additionally, more exper-
iments should be designed to test the algorithm under a wider
range of network conditions and configurations, particularly
focusing on scalability and the handling of highly mobile net-
work environments.

6 Responsible Research

The improvements to the AWARE algorithm, particularly
with the incorporation of Vivaldi coordinates and Newtonian
invariants, aim to enhance the reliability and security of dis-
tributed systems. By mitigating the risk of latency manip-
ulation, our enhancements contribute to the broader goal of
creating more secure and robust networks, which is essential
in critical applications such as finance, healthcare, and public
administration.

Additionally, our work respects the ethical principle of
transparency. The simulations and datasets used in this re-
search are based on publicly available data, and we have
ensured that no private or sensitive information is utilized.
To ensure the reproducibility of our research, we have docu-
mented the processes and methodologies used. The datasets
used for simulating network behaviors, including the Wonder
Network Ping Table, PlanetLab Dataset, and King Dataset,
are publicly accessible. Detailed references to these datasets
are provided, enabling other researchers to obtain and use the
same data for replication studies. The protocols for running
simulations, including the setup of malicious nodes and the
application of various attack strategies, are clearly described.
Parameters such as the number of nodes, fault thresholds, and
the specific conditions under which the simulations were con-
ducted are explicitly stated. The modifications to the AWARE
algorithm, incorporating Vivaldi coordinates and Newtonian
invariants, are detailed in the paper. We provide comprehen-
sive explanations of the mathematical models and the logic
behind the invariant checks. Software and Tools: The tools
and software libraries used for simulations, data analysis, and
plotting results are posted on the open source repository. By
adhering to these principles, we aim to contribute to the field
of distributed systems research in a manner that is both eth-
ically sound and scientifically robust. Our commitment to
transparency and reproducibility ensures that our findings can
be validated, extended, and applied by other researchers in the
community.

7 Conclusion

The promising results from this study pave the way for a
transformative improvement in network latency management,

positioning Enhanced AWARE as a pivotal advancement in
the field of distributed systems.
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