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ABSTRACT

Risk assessment is a crucial component of collision warning and avoidance systems for intelligent vehi-
cles. Reachability-based formal approaches have been developed to ensure driving safety to accurately
detect potential vehicle collisions. However, they suffer from over-conservatism, potentially resulting
in false-positive risk events in complicated real-world applications. In this paper, we combine two reach-
ability analysis techniques, a backward reachable set (BRS) and a stochastic forward reachable set (FRS),
and propose an integrated probabilistic collision-detection framework for highway driving. Within this
framework, we can first use a BRS to formally check whether a two-vehicle interaction is safe; otherwise,
a prediction-based stochastic FRS is employed to estimate the collision probability at each future time
step. Thus, the framework can not only identify non-risky events with guaranteed safety but also provide
accurate collision risk estimation in safety-critical events. To construct the stochastic FRS, we develop a
neural network-based acceleration model for surrounding vehicles and further incorporate a confidence-
aware dynamic belief to improve the prediction accuracy. Extensive experiments were conducted to val-
idate the performance of the acceleration prediction model based on naturalistic highway driving data.
The efficiency and effectiveness of the framework with infused confidence beliefs were tested in both
naturalistic and simulated highway scenarios. The proposed risk assessment framework is promising

for real-world applications.
© 2024 THE AUTHORS. Published by Elsevier LTD on behalf of Chinese Academy of Engineering and
Higher Education Press Limited Company. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

sions, researchers have developed reachability-based formal
approaches [4], because they can mathematically check whether

Autonomous vehicles (AVs) are expected to significantly benefit
future mobility, and one of the prerequisites for enabling the public
availability of AVs is to ensure autonomous driving safety [1].
Highways are structured environments designed for vehicles to
drive at a consistently high speed for efficient road trips and are
the first applications of Levels 1 and 2 automated vehicles. During
the transition from human-driven and lower-level automated
vehicles to high-level AVs, driving safety on highways must be
addressed for both conventional vehicles and AVs. Extensive
research has been conducted on risk assessment and collision
detection has been conducted to identify driving risk and potential
vehicle crashes [2,3]. To accurately detect potential vehicle colli-
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the behavior of a system satisfies the given safety requirements.

Reachability analysis (RA) has been widely employed to verify
driving safety [5,6]. RA computes a complete set of states in which
an agent (e.g., a vehicle) can reach an initial condition within a cer-
tain time interval [7]. Based on RA, safety verification can be per-
formed by propagating all possible reachable spaces for the AVs
and other traffic participants on the road. Thus, safety is ensured
if such a forward reachable set (FRS) of the automated vehicle does
not intersect that of other traffic participants during the propaga-
tion period. Corresponding with this definition, the FRS can for-
mally verify safety between road users, but it easily results in
over-conservative results because state propagation is
feedforward-based and ignores traffic participant interactions
(i.e., vehicles react to the surrounding environment and adjust
the control output) [7].
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Alternatively, RA can be conducted in a closed-loop manner [8].
Given a target set representing a set of undesirable states (e.g., col-
lision states between two vehicles) and worst-case disturbances,
we define the backward reachable set (BRS) as the set of states that
can result in being in the target set during a certain time horizon.
Specifically, a BRS is the state set in which a control strategy does
not exist to prevent an AV from entering the target set under
worst-case disturbances. Thus, an unsafe area can be directly iden-
tified by the BRS using the initial vehicle states. Note that the BRS
can be computed offline in advance and the cached BRS used in real
time. Although the BRS considers control reactions from the AV
and is less conservative than the FRS, it still suffers from over-
conservatism owing to the worst-disturbance closed-loop
reactions.

We aim to use RA to evaluate driving risk and detect potential
collisions. However, both of those RA approaches suffer from
over-conservatism. The over-conservative of forward reachability
is typically reduced by keeping the time horizon for an FRS small
and frequently recomputing it. Although the BRS incorporates
closed-loop feedback to consider the worst disturbance from the
surrounding vehicle, general interactions between vehicles are
not pursuit-evasion interactions [9]. It is reasonable to consider a
more realistic situation: The interactions are not adversarial but
may result in crashes.

1.1. Related studies

Driving risk assessments are crucial for identifying potential
collisions and quantifying risk levels. Various surrogate measures
of safety (SMoS) have been constructed to measure driving risk.
Typically, SMoS can be calculated in a time series, including
time-to-collision [10,11], time-headway [12], and time-to-lane
crossing [13]. However, these developed SMoS are mostly deter-
ministic, which means that uncertainties in vehicle motion and
environment are not considered. Although several probabilistic
approaches [14-17] have been integrated to improve the perfor-
mance of SMoS, these methods can suffer from an additional com-
putational load (particularly for long-term prediction) and cannot
formally ensure driving risk.

Driving risk can also be assessed by estimating the current and
future collision probabilities, given the surrounding road partici-
pants. Collision detection can generally be divided into three
methodologies: neural network-based, probabilistic, and formal
verification approaches. Neural networks can provide accurate
vehicle collision detection by classifying safety-critical scenarios.
For instance, a collision-detection model using a neural-network-
based classifier was developed in Ref. [18]. The proposed model
uses onboard sensor data, including acceleration, velocity, and sep-
aration distance as inputs into a neural network-based classifier
and outputs whether alerts are activated for a possible collision.
A specific animal-detection approach was proposed in Ref. [19],
where a deep semantic segmentation convolutional neural net-
work was trained to recognize and detect animals in dynamic envi-
ronments. Although neural-network-based approaches are
effective in identifying potential collisions, the trained classifier
generally cannot include clear decision rules and is difficult to
interpret.

Prediction-based approaches have also been widely adopted to
address the uncertainties of surrounding road participants and bet-
ter estimate collision probabilities. A conceptual framework for
analyzing and interpreting dynamic traffic scenes for collision esti-
mation was designed in Ref. [20]. Collision risks were estimated as
stochastic variables and predicted by relying on driver behavior
evaluation with hidden Markov models [20]. To calculate collision
probability, Annell et al. [21] combined intention estimation and a
long-term trajectory prediction module to construct a probability
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field for future vehicle positions. For a set of local path candidates,
a collision risk assessment considering the lane-based probabilistic
motion prediction of the surrounding vehicles was proposed in Ref.
[22]. However, these methods typically require predefined position
distribution parameters, which can affect the adaptability of prob-
abilistic collision detection.

Formal verification approaches that can ensure system safety
given a specific control input range and safety requirements have
been employed to address collision detection [23,24]. As a formal
approach, RA computes a complete set of states in which an agent
(e.g., a vehicle) can reach an initial condition within a certain time
interval [7]. Based on RA, safety verification can be performed by
propagating all possible reachable spaces of the AVs and other traf-
fic participants forward in time and checking the overlaps. To
reduce the over-conservative nature of forward reachability,
Althoff et al. [25] developed a stochastic FRS discretizing the reach-
able space into grids with probability distributions. At each time
step, the collision probability is provided by summing the proba-
bilities of the states that vehicles intersect. However, this approach
is based on Markov chains, which assume that the vehicle state and
its control input evolve only according to the current state. In addi-
tion, it cannot explicitly address two-dimensional motion because
lane-change maneuvers are not considered.

RA can also be conducted in a closed-loop manner with worst-
case disturbances, namely the BRS [8]. Although the BRS can be
constructed offline using advanced Hamilton-Jacobi-Isaacs partial
differential equation (HJI PDE) solvers [26], it suffers from over-
conservatism owing to worst-disturbance assumptions, which are
not realistic. To fill this research gap, we aim to combine the BRS
and stochastic FRS techniques into an integrated collision-
detection framework, which can theoretically ensure safety in
non-risky interactions and provide an accurate collision estimation
in safety-critical scenarios.

1.2. Objectives and contribution

A stochastic FRS can accurately estimate collision when inte-
grated with a prediction model. However, it cannot provide a
safety guarantee, as the employed probabilistic distribution pre-
dictor can fail in corner cases, resulting in false negative/positive
cases (e.g., in a safe cut-in scenario, the BRS can ensure safety,
whereas the stochastic FRS estimates a biased collision probability,
resulting in a false positive alarm). This motivated us to propose an
integrated collision-detection framework that includes both the
BRS and stochastic FRS to evaluate highway driving risk (Fig. 1).
The BRS is first computed using the HJI PDE [8]. If the relative posi-
tions of vehicles are identified as unsafe by the BRS, a stochastic
FRS considering the surrounding vehicle maneuvering modes is
further established to calculate the collision probability at each
future time step. The stochastic FRS shares the same reachable
states as the FRS. In addition, each state of the stochastic FRS has
an estimated probability. Ideally, a stochasti BRS should be used
directly for collision detection, but the computation of a stochastic
BRS is not readily viable owing to its closed-loop form.

Based on the stochastic FRS, the collision probability between
two vehicles can be calculated by summing the state probabilities
where the two vehicles spatially overlap. If the collision probability

t=t,
Current time '—»
A

t=t+dt

Stochastic
FRS

Replanning/alert

Fig. 1. Brief diagram of the integrated collision-detection framework. t: current
time step; to: initial time step.
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obtained is above a predefined threshold, the ego vehicle must exe-
cute an emergency brake or swerve to avoid collisions with other
vehicles. The proposed framework benefits from both the BRS
and FRS: Driving safety can be theoretically ensured when the
relative vehicle positions are outside the unsafe area identified
by the BRS; otherwise, the framework provides a collision
probability based on a developed stochastic FRS.

To construct a stochastic FRS, we develop a long short-term
memory (LSTM) model for multi-maneuver acceleration prediction
on highways. The proposed model has two stages for maneuver
prediction (i.e., lane-keeping, turning left/right on highways) and
acceleration prediction, and the model input features are selected
differently at each stage. We further incorporate a confidence-
aware belief vector to generate a group of predicted acceleration
distributions that can dynamically adjust the degree of confidence
inferred from the current prediction accuracy [27]. The confidence-
aware belief vector can result in a concentrated stochastic FRS
when the LSTM model has a higher prediction accuracy and results
in a more spread stochastic FRS when vehicles move unexpectedly.

The main contribution in this work is summarized as follows:
(M We propose a multi-modal acceleration prediction model for
surrounding vehicles and establish a stochastic FRS for each sur-
rounding vehicle by leveraging the proposed acceleration predic-
tor. Furthermore, we incorporate confidence awareness to
generate a group of predicted acceleration distributions and
dynamically update the degree of confidence, resulting in more
accurate stochastic FRS and more agile collision detection results.
@ An integrated probabilistic collision-detection framework that
includes both the BRS and stochastic FRS is proposed to evaluate
highway driving risk. Within the framework, an offline-computed
and cached BRS is used online to check whether the car-car inter-
action safety can be theoretically ensured; if not, a stochastic FRS is
computed online to provide an accurate collision probability at
each future time step. We presented the results of stochastic FRS
using the LSTM prediction model in our previous study [28]. In this
paper, we significantly extend our previous study [28] by including
an integrated collision-detection framework and infusing a
confidence-aware belief vector for a more accurate stochastic
FRS. Extensive and comprehensive experiments, which are differ-
ent from those in Ref. [28] were conducted to validate the pro-
posed framework. The remainder of the paper is organized as
follows: Section 2 provides preliminaries on the BRS, FRS, and
Markov-based stochastic FRS. In Section 3, a specific prediction-
based confidence-aware stochastic FRS is developed. An integrated
driving risk framework, including the BRS and stochastic FRS, is
established in Section 4. Extensive experiments are presented in
Section 5, and we conclude our paper in Section 6.

2. Preliminaries
2.1. BRS

Backward RA is considered to be an optimal control problem;
thus, computing the reachable set is equivalent to solving an HJI
PDE [8]. The system dynamics are defined by x = f(x, u,d), where
xcR™ and u €/ c R™ are the state and control input (i is the
admissible control input set), d c R® is the disturbance, and
n; €Z"(i=1,2,3) are the dimensions. The system dynamics are
assumed to be uniformly continuous and bounded.

In the context of two-vehicle interactions, u corresponds to the
control of the ego vehicle, and d corresponds to the control of the
surrounding vehicle, as its actions are treated as disturbance
inputs. Specifically, let (Xego, Uego)/(Xs, Us) represent the state and
control of the ego/surrounding (s) vehicle, and x., be the system
states between vehicles, for instance, the relative two-
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dimensional distances (V; e, ¥z ) and velocities (v, rel, ¥2, rel)-
Therefore, the system dynamics are given by X = f (x,‘ef, uego,us).
The formal definition of the BRS, denoted by BR(t), for the related
system is,

BR(t) := {Xrel : Fus(-), Vilego (-), 3™ € [£, 0], {Xrel (£) = Xrel A Xrel = f (Xrel, Uego, Us) A Xrel (£*) € T}

(1)

Here, BR(t) represents the set of unsafe states X, at time t, from
which if the surrounding vehicle followed an adversarial policy us,
any policy ueg, would result in the state set 7 at t* € [t,0] where
two vehicles collide within a time horizon.

Assuming optimal (i.e., adversarial) surrounding vehicle actions,
BR(t) can be computed by defining a value function V(t,x.) that
obeys the HJI PDE, where the solution V(t,x,) provides the BRS
as its zero-sublevel set:

BR(f) = {Xre1 : V(t,Xe1) < O} )

The HJI PDE is solved starting from the boundary condition
V(t, Xre1), which indicates whether the state x, belongs to the col-
lision set 7. We cache the solution V(t, x.e) for online use as a look-
up table.

2.2. FRS and Markov-based stochastic FRS

An FRS is computed by considering all possible control inputs
u €U of a system x = f(x,u) given an initial set of states X,. The
FRS of a system is formally defined as:

FR(t) := {X: Ju(-),3t* € [0,t],x(0) € Xo A X =f(x,u,d) Ax(t*) =X}
3)

where FR(t) is an FRS of states x at time t* € [0,t] from an initial
state x(0) € X, at the current time 0 and subject to any input u
belonging to the admissible control input set /.

Based on the definition of the FRS, we can mathematically for-
mulate a stochastic version of the FRS as SFR(t), where each state

x within the FRS is associated with the state probability p()?).

SFR(t) = {(i,p(})) S 3u(), 3% € (0,1, X(0) € Xo Ak = F(x,u,d) AX(t*) = i}
4)

One of the most frequently used techniques is the approxima-
tion of stochastic processes using Markov chains, which represent
a stochastic dynamic system with discrete states [25]. The dis-
cretized time step series are denoted as {0,1,...,e}, where e is
the future final time step, and the duration of each time step is
dt. Owing to stochastic characteristics, the system state at the pre-
dicted time step is not exactly known, and the probability p;(k) is
assigned to each state i at time step k (the discretized system state
is denoted as i,j for simplicity). Subsequently, the probability vec-
tor p(k+1) composed of probabilities p;(k) over all states is
updated as

p(k+1) = op(k) ()

where @ is the state transition matrix. Here, @ is time-invariant as
the model is assumed to be Markovian.

To implement a Markov chain model, we need to first discretize
the system state if the original system is continuous. The vehicle
dynamic system is represented as a tuple with four discretized ele-
ments, including the two-dimensional vehicle positions and veloc-
ities. Additionally, the control input is to be discretized. The
detailed discretization parameters are described in Section 5.1.

Each element @;; in the matrix, @ represents the state transition
probability from state i to j. Note that the transition probabilities
depend on the discrete input u as well, for example, each discrete



X. Wang, Z. Li, ]. Alonso-Mora et al.

input u generates a conditional transition probability matrix ®“.
Specifically, each element @} in the conditional matrix @" is the
possibility starting from the initial state i to j under control
u € U, where u represents the corresponding control input of &j.
Therefore, the conditional probability @} is expressed as

(6)

« | pY, if state i reachesstatejwithinputu
771 0, otherwise

where pY is the control input probability for state i. The time index
does not appear here because it is a Markov process. Thus, the over-
all state transition matrix is constructed as
D =) D

ued

(7)

The probability distribution of the control input p¥ is dynami-
cally changed by another Markov chain with a transition matrix
I';, depending on the system state i. This enables more accurate
modeling of driver behavior by considering the frequency and
intensity of changes in the control input. Consequently, the transi-
tion matrices I' are to be learned by observation or set by a combi-
nation of simulations and heuristics. By incorporating the two
transition matrices @ and I', a Markov-based stochastic FRS with
probabilities p(k) over discretized states can be obtained at each
predicted time step k.

In Althoff et al. [25], the control transition probability matrices
I only depend on the current control input and the state at the cur-
rent time. Although computational efficiency is ensured by using
such a simplified Markovian setting, the future control input and
trajectories of a vehicle can be influenced by historical information
and interactions with the surrounding environment [29]. There-
fore, in this paper, we do not assume that the vehicle system state

Engineering 33 (2024) 90-107

is Markovian. Instead, to address historical information and vehicle
interactions, we aim to use a vehicle control predictor with multi-
maneuvering modes to generate and dynamically update the tran-
sition matrices at each time step k as

¢ji(k) = Z ¢;(k)

ueld

8)

3. Prediction-based confidence-aware stochastic FRS

In this section, to provide a more accurate prediction of the sur-
rounding vehicles, we first introduce a two-stage multi-modal
acceleration prediction model consisting of lane-change maneuver
prediction and acceleration prediction modules. We then establish
the stochastic FRS by incorporating the proposed acceleration pre-
diction model and infusing a confidence belief vector. Sections 3.1
and 3.2 have been presented in Wang et al. [28] and are included
here for completeness. Note that the prediction model is replace-
able if the accelerations can be predicted using bivariate normal
distributions.

3.1. Acceleration prediction of a surrounding vehicle

Typically, vehicle trajectories and accelerations are predicted
using current and historical information [29]. Thus, the prediction
accuracy can be improved compared with using only the current
states as inputs. This motivated us to establish an LSTM-based net-
work to probabilistically predict future vehicle accelerations using
both current and historical vehicle information. An overview of the
developed two-stage acceleration prediction model is shown in
Fig. 2 [30].

LC encoder FC layers LC decoder
>[LC-LSTM encoder )
>[LC-LSTM encoder > LC-LSTM
>[LCLSTM encoder | | decoder
LC-LSTM encoder >
LCLSTM encoder }EM(Q
LC-LSTM encoder L\ i S
LC-LSTM encoder )|
_ Manoeuvre
LC-LSTM encoder > Ei probability
»>[LC-LSTM encoder g\ i S P(m|X)
FC
Left following . - -
Following - . _ : Y _ Concat
I = Convolutional n
social poolin
Right following - — -{— - | pooling
Social tensor A-LSTM
A-LSTM | + Concat decoder
encoder il
Convolutional +
J[ ALSTM o l
encoder *
ALSTM Maxpool Manoeuvre based
;lenc—oder[ LS acceleration with
ST probability
encoder g — AUm, X)
FC
A encoder A decoder

Fig. 2. Overview of the acceleration prediction model, consisting of lane-change maneuver prediction (LC) and acceleration prediction modules (A). The two modules both
have an encoder-decoder structure but adopt and process historical information as input in different ways. Concat: concatenation operation; FC: fully connect layer; T-LSTM:
the trajectory prediction model. A variant of the model for trajectory prediction was developed in Ref. [30]. X: all input features from the previous time step —h to the current
time step 0; m: lane-change maneuver mode; U: predicted vehicle acceleration from time step 1 to time step e; X7: position information for the vehicle being predicted and its

surrounding vehicles from the previous time step —h to the current time step 0.
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3.1.1. Two-stage vehicle acceleration prediction

A two-stage multi-modal trajectory prediction model was
developed in Ref. [30]. In this paper, we maintain the same lane-
change maneuver prediction model in the first stage but develop
a new acceleration prediction model in the second stage. This is
necessary because the acceleration prediction is employed to
enable the dynamic update of the conditional probability ®j(k)
in Eq. (8).

First, we briefly introduce the adopted lane-change maneuver
prediction module from Wang et al. [30]. The input of the module
is expressed as

)

where X represents all input features from the previous time step
—h to the current time step 0. At each historic time step, the col-

lected input is composed of three parts: x©) = {XT('), b“,d(')}, where
xr") is the position information for the vehicle being predicted and

its surrounding vehicles, b" contains two binary values to check
whether the predicted vehicle can turn left and right, and

d“ € [-1,1] is the normalized deviation value from the current lane
center.

As shown at the top of Fig. 2, LSTM models are used to encode
and decode the lane-change maneuver prediction model, in which
the encoding information is passed to fully connected layers before
decoding. The output of the model is a probability distribution
P(m|X) for each lane-change maneuver mode m (i.e., change to
the left, change to the right, and maintain the same lane) in time
steps 1 to e.

For the acceleration prediction in the second stage, the input
includes the historic positions of the vehicle being predicted and
surrounding vehicles in addition to the historic accelerations
xA":9 of the vehicle being predicted:

Xr = [l xrD, %p @) x, (h0)) (10)

Because we use additional acceleration information for the
vehicle being predicted, we modify the input size of the LSTM
encoder in Wang et al. [30] for the vehicle being predicted while
maintaining the overall network structure unchanged. Detailed
information on the second-stage model is provided in Refs. [29,30].

Given the input Xr and corresponding maneuver mode proba-
bility distribution P(m|X), the output P(U|m,Xr) of the second-
stage acceleration prediction model is a conditional acceleration
distribution over
U=[u®,... u®] (11)
where u®) is the predicted vehicle acceleration at each time step
within the prediction horizon. Note that the prediction horizon
and time increment are the same as those for the reachable set
computation.

Given the three defined maneuvers m, the probabilistic multi-
modal distributions are calculated as

P(UIX) = > 5 Po(U|m, X7)P(m|X) (12)

where outputs @ = [@<”, e @“”] are time-series bivariate normal

distributions. O = Uy {uk,., 1k, %, ok, pk} corresponds to the
predicted acceleration means and standard deviations along two
dimensions and the correlation at future time step k under each
maneuver mode m, respectively.

Under acceleration distributions ©, the future vehicle trajecto-

ries are propagated as
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ol = ok 4 it
vy = o+ iy e )
Yol =Y+ (943 oy )ae/2

Vi = Vi + (943 94,)d2

where dt is the time increment, o, %, ¥%,, andy%, are the
propagated two-dimensional velocities and positions at future time
step k for each maneuver mode m, respectively. (9, 29,.%%,.,35,)
denote the system states at time t.

To properly propagate probabilistic distributions from accelera-
tions to trajectories, we assume that the trajectory variance and
correlation propagation depend only on the acceleration at the cur-
rent time rather than on the previous time steps. Otherwise, the
trajectory variance/correlation at the future k step is determined
by the acceleration variances/correlations from the current time
step to the future k step, which complicates and makes the proba-
bilistic distribution propagation intractable. Thus, the propagated
trajectory  standard deviations can be obtained as
ok =k (dt)’/2 and ok = ok (d)*/2, and the correlation as
pﬁ;(dt)z/Z. Therefore, the propagated probabilistic distributions of
the vehicle position are expressed as
oY = {yll(mﬁy’2(m7 Ol O pﬁz}m:{xzs}'
3.1.2. Model training

Typically, a multi-modal prediction model is trained to mini-
mize the negative log-likelihood (NLL) of its conditional distribu-
tions as

—log(32,,Pe (U|m, Xr)P(m|X)) (14)

For a more accurate collision probability estimation, we focus
on the potential collision when two vehicles intersect along their
trajectories. Therefore, we directly minimize the trajectory predic-
tion errors propagated from the acceleration prediction in line with
Zhou et al. [31] as

~log(X2,,P5 (Y/m, Xr)P(miX)) (15)

where Y = [y(), ... y@©)] is the propagated trajectories with distri-
butions ©, and y* = {y%.¥%,} are the predicted positions of the
vehicle at time step k under maneuver mode m.

To further improve the prediction performance, we separately
train the lane-change maneuver and vehicle acceleration predic-
tion models. This is because the proposed approach has a two-
stage structure: the maneuver probabilities are first predicted
and then predicted for the corresponding conditional vehicle accel-
eration distributions. For the maneuver prediction model, trained
to minimize the NLL of the maneuver probabilities
—log(>",P(m|X)) or the vehicle acceleration prediction, the

adopted model is used to minimize —log<ZmP5(Y|m7XT)>.

3.2. Prediction-based stochastic FRS of a surrounding vehicle

When predicting the future state of a surrounding vehicle, both
the current state and historical information need to be considered
[29]. In this paper, we use the acceleration prediction results from
Section 3.1 to dynamically update the state transition probability
matrix at each time step.

The system state i of the surrounding vehicle is represented as a
tuple with four discretized elements, including two-dimensional
vehicle positions and velocities. The system input is expressed as
a two-dimensional acceleration (a;,a). The probability of the cur-
rent state is known in advance. Typically, we have an initial state i
with probability p;(0) = 1, or an initial probability distribution is
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provided to address the state uncertainties. In practice, from the
current time, we need to calculate multiple stochastic FRS at mul-
tiple forwarded time steps and check the corresponding FRS at
each future time step k € {1, 2,---,e}.

At each predicted time step k, the acceleration prediction model

provides a bivariate normal distribution function f’,;(a1 ,ay) for each
maneuver mode m as follows:

fo(ar,a) 1

W &P <_2(11p2) {(%)2
+(%>2 _ (ﬂvﬂl)(arﬂz)D

0102

where u,, U,, o1, and o, provided by the prediction model, denote
predicted means and standard deviations along two directions, and
the correlation at future time instant k for each maneuver mode m,
respectively. For brevity, the time and maneuver indices of the five
parameters are omitted.

To propagate the system states, we calculate the conditional
probability p¥(k) at time step k under state i and accelerations
u = (a},ay) as follows:

~ 2moy0

(16)
2p

i(ky =20 17
P P 0 1
P () = S - [k [ (@1, 62)darday (18)

where ;' is the probability for maneuver mode m at time step k,
and a},aj,aj, a; are the integral boundaries of u.

The conditional state probability p¥(k) is implicitly relevant to
the current and historical states. This is because current and histor-
ical information has been considered when providing the predicted
acceleration results. This implies that the state transition matrix
now has to be computed online.

Substituting Eqs.(17)and (6)into Eq. (7), we can obtain the overall
state transition matrix @. To distinguish the Markov-based approach
which can compute the transition matrix offline, we denote the state
transition matrix obtained with the prediction model at the predicted
time step k as @ (k). Subsequently, at each predicted time step, the
state probability vector is iteratively computed as

p(k+1) = @(k) x p(k) (19)

To measure driving risk, the collision probability at the current
time P, is expressed as the product of the collision probability at
each predicted time step.

(20)

ieH(k)

Pcol =1 _1;[ (] - Z pz(k))

where H(k) is the set of states occupied by the ego vehicle at time

step k. The vehicle dimensions are considered when calculating the
collision probability.

3.3. Infusing confidence belief

A prediction model applied to compute the stochastic FRS is not
always accurate because vehicles can move unexpectedly. To address
this problem, we adopt a confidence-aware belief vector to modify
probabilistic motion predictions that exploit the modeled structure
when the structure successfully explains the vehicle motion and
degrades gracefully whenever the vehicle moves unexpectedly [27].

If prediction confidence is not considered, the probabilistic
acceleration is expressed by Eq. (16). To address the prediction
confidence level, similar to the study in Fridovich-Keil et al. [27],
we infuse an additional coefficient g into the acceleration probabil-
ity density function:
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where a positive coefficient g controls the confidence level of the
prediction model. For instance, when setting g to infinity, the accel-
eration probability would be uniformly distributed and ignore the
prediction model. When g is close to 0, the discretized input
(a1,a,), which is closest to the predicted acceleration mean values
14, I, is assigned with probability one.

Consequently, the input conditional probability computation in
Eq. (18) can be extended as

P) = 5 S ()G [ ar.2 p)dasdas 22)

where b¥(B) € (0, 1) is the belief value for a specific  at time step k.

Therefore, the performance of the prediction model may change
over time. For instance, the model may have a relatively worse pre-
diction accuracy when the surrounding vehicle begins to make a
lane change, as the lane-change maneuver may not be recognized
promptly. To reflect the dynamic properties of the confidence level,
we should update the belief of each confidence level frequently.
Thus, a Bayesian belief vector regarding possible values of g is
introduced.

Initially, each g is assigned with a uniform probability b°(B);
subsequently, the belief vector evolves given posterior probabili-
ties of the state and input under each g at time step k:

P(u(k—k’+l,l<)‘X(k—k’ﬂ,k);@(k—k/ﬂ k)ﬁ) P

k+1 _
b (ﬂ) - Z,/\;P(u(k—k’ﬂﬂk) x(k-K 51 k);@(k—k’—lzk)"ﬁ)bko‘j’) (23)
where
k .
P(ut ;0% ) =[] pi(k—i.p) 24)
i=k-k'+1

is the posterior probability of the observed actual accelerations,
uGs with te = Emax(i—k+1.1) from the previous k' time steps.

In practice, the Bayesian belief vector with a relatively small set
and small previous time steps, for instance, five discrete values of
and k' = 2, can achieve significant improvement [27].

4. Integrated collision-detection framework

In this section, we propose an integrated collision-detection
framework that combines the BRS and stochastic FRS described
in the previous section. Hence, we also specify the system dynam-
ics models for the BRS and stochastic FRS and prove the equiva-
lence of different models in the BRS and stochastic FRS.

4.1. Framework

We propose an integrated collision-detection framework for
highways by combining the BRS and stochastic FRS. Before
employing this framework, a BRS is computed using the HJI PDE
[32]. Although computing a BRS is time-consuming, this can be
done offline, and the results of the BRS are cached in a look-up
table for subsequent real-time risk assessment. Note that we are
required to interpolate the BRS look-up table in practice as the
cached states are discretized. A flowchart of the framework, includ-
ing the three iterative steps, is shown in Fig. 3.

Step 1: We check whether the surrounding vehicles are inside
the unsafe area identified by the BRS. If so, we proceed to the next
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step; otherwise, the safety of vehicle interactions is theoretically
ensured at the current time.

Step 2: A stochastic FRS is generated online to calculate the col-
lision probability at each predicted time step. Note that the
stochastic FRS can be obtained using either heuristic rules [25] or
the prediction-based approach introduced in Section 3.

Step 3: If the obtained collision probability is above a prede-
fined threshold, the ego vehicle must replan its motion trajectories
or the ego driver receives an alert to avoid potential crashes with
the surrounding vehicle, which is not within the scope of this
paper.

4.2. Vehicle dynamics and equivalent transformation between BRS and
stochastic FRS

The computation of the BRS and (stochastic) FRS depends on the
selection of the vehicle dynamic models. Ideally, we can use the
same system dynamics for the ego to construct both the BRS and
FRS, and the equivalent transformation, which is used to ensure a
consistent control input range between different vehicle dynamics,
is no longer necessary. However, in this paper, we use different
system dynamics for BRS and FRS for two reasons. First, we con-
struct the BRS using a bicycle model for the ego vehicle and a uni-
cycle model for the surrounding vehicle following Li et al. [32]
because these models are relatively more realistic than a point
mass model. Second, we construct the FRS using a point mass
model primarily to accommodate the control input predictors,
which typically output two-dimensional acceleration values
[31,33]. The details of the vehicle dynamics employed in this paper
are as follows:

To calculate the BRS, we define the vehicle dynamics of the ego
and surrounding vehicles according to Li et al. [32]. A more com-
plex ego vehicle model increases the dimensions of the relative
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dynamics model, resulting in an overly complicated calculation
of the BRS. In the study of Leung et al. [8], computing the BRS using
a seven dimensional relative system and discretization required
approximately 70 h on a 3.0 GHz octa-core advanced micro devices
(AMD) Ryzen 1700 central processing unit (CPU). In this paper, col-
lision detection is guaranteed by a combination of BRS and
stochastic FRS. The vehicle models used in the two modules (BRS
and stochastic FRS) must be consistent. A high-dimensional vehicle
model in the BRS significantly increases the computational load of
the stochastic FRS, even with a parallel computation assumption.
Therefore, as shown in Fig. 4, we apply a bicycle model for the
ego vehicle, where the state includes longitudinal/lateral positions
Yiego/Vaegor the heading angle y.,,, and the ego vehicle velocity
Vego. Its control input is the acceleration aego and steering angle
7. O is the center of vehicle rotation. 6, = 0 is the rear wheel steer-

ing angle and B.,, = tan™’ (lfl+'1,
vehicle, where I;/I. is the distance from the front/rear to the vehi-
cle reference point. For the surrounding vehicle, we model its state

with two-dimensional positions ;%, the heading angle y, and the

tan6f> is the slip angle of the ego

surrounding vehicle velocity ».. The control input is acceleration
as and angular velocity . Subsequently, the relative dynamics
can be represented as

. Vego ot
Vire = %Slnﬁegoyz‘rel + VsCoSY ) — vegocosﬂego

. 2, . . .
y2,rel = %Slnﬁegoyl,rel + vss}n‘/’rel - ”egOSIHﬁego

. », .

ll’rel =Ws — %Slnﬁego (25)
sego = aego

Vs = a,

Where ¥, eg0 /Y5 650 and ¥, are relative two-dimensional coordinates
and heading angles, respectively.

Confidence-
aware
prediction

Generate
stochastic FRS
online for
collision

estimation

Replanning/alert

Fig. 3. Flowchart of the integrated collision-detection framework.

Y2, eq0 A

ego

Y2 ego

Y2 A

Y

Vis
(b)

Yis

Fig. 4. Vehicle dynamic systems in the BRS. (a) Ego vehicle dynamic model with inputs: acceleration (@.g) and steering angle (;). (b) Surrounding vehicle dynamic model

with inputs: acceleration (as) and angular acceleration ().
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To calculate the stochastic FRS and accommodate acceleration
prediction models that typically represent probabilistic accelera-
tions with bivariate distributions, we employ a point-mass model
to compute the stochastic FRS of the surrounding vehicle. The con-
trol input is simplified with two-dimensional accelerations, and
future vehicle positions can then be directly propagated with the
predicted accelerations. We assume that the planned trajectories
of the ego vehicle are deterministic and are known in advance.
Nevertheless, the motion uncertainties of an ego vehicle can be
represented by extending its future position with additional adja-
cent states, which is left for future research.

A summary of the system dynamics used for BRS and FRS is pro-
vided in Table 1. Given the different vehicle dynamic models and
control inputs employed for the BRS and stochastic FRS, it is essen-
tial to match the control input ranges among the three dynamic
models. We term this process the equivalent vehicle dynamics
transformation between the BRS and FRS. We provide a detailed
equivalent transformation procedure in the Supplementary text
in Appendix. A. The BRS and stochastic FRS can now be integrated
into the same framework.

5. Experiments

In this section, we first introduce the naturalistic highway driv-
ing dataset highD employed for the prediction model training/test-
ing as well as the experimental setup for the prediction model and
BRS/FRS computation. Several experiments were designed and con-
ducted with respect to three aspects: D We tested the proposed
acceleration prediction model by comparing it with three existing
predictors, as the acceleration prediction model plays a vital role
in the establishment of the stochastic FRS. @ We further tested
the performance of the prediction-based confidence-aware FRS
using naturalistic driving data from highD and simulated cut-in
events. Risky cut-in events were simulated to test the collision esti-
mation performance based on stochastic FRS. @ To validate the
integrated collision-detection framework, we first compared the
identified unsafe areas between the BRS and FRS and then tested
the framework for both risky and non-risky cut-in events.

5.1. Dataset and setup

The highD dataset [34], which contains bird-view naturalistic
driving data on German highways, was used to train and test the
acceleration prediction model. We randomly selected equal num-
bers of samples for the three lane-change maneuver modes, result-
ing in 135 531 (45 177 for each maneuver mode) and 19 482 (6494
for each mode) samples for training and testing, respectively. The
original dataset sampling rate was 25 Hz, and we down sampled
it by a factor of five to reduce the model complexity. We consid-
ered 2 s historic information as input and predicted within a 2 s
horizon.

The prediction model was trained using Adam with a learning
rate of 0.001, and the sizes of the encoder and decoder are 64
and 128, respectively. The size of the fully connected layeris 32.
The convolutional social pooling layers consist of a 3 x 3 convolu-

Table 1
System dynamics to construct the BRS and stochastic FRS.
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tional layer with 64 filters, a 3 x 1 convolutional layer with 16 fil-
ters, and a 2 x 1 max pooling layer, which reconsistent with the
settings in Ref. [29].

Corresponding with the vehicle dynamics in Section 4.2, the BRS
was computed offline in five dimensions: relative two-dimensional
positions, heading angle, and velocities for the ego and surround-
ing vehicles, respectively. The relative longitudinal position was
discretized from —10 to 40 m in 0.5 m increments, the relative lat-
eral position from —4 to 4 m in 0.4 m increments, the heading
angle from —45° to 45° in 9° increments, and ego/surrounding
vehicle velocity from 20 to 40 m-s~! in 1 m-s~! increments, result-
ing in over five million states. The longitudinal position range set-
ting was sufficient to identify an enclosed unsafe area for all
simulations in this study, as shown in Fig. 14. The range of the con-
trol input is given in the Supplementary text to ensure an equiva-
lent model transformation between BRS and FRS.

The FRS states were expressed in four dimensions, including
two dimensions for position and velocities, respectively. The vehi-
cle longitudinal position was discretized from —4 to 80 m in 2 m
increments and the relative lateral position from —4 to 4 m in
1 m increments. The longitudinal velocity was discretized from
20 to 40 m-s~! in 0.4 m-s~! increments, and the lateral velocity
from —2.5 to 2.5 m-s~! in 0.2 m:s™' increments, resulting in
approximately half a million states. Here, the longitudinal position
range of the FRS was from —4 to 80 m because we assumed that a
vehicle could not move backward, and the marginal position to col-
lide with a surrounding vehicle was —4 m, given the vehicle length
at 4 m. It reached a maximum of 80 m with the highest longitudi-
nal velocity (40 m-s~!) in the prediction horizon (2 s). For the con-
trol input, we discretized the longitudinal (lateral) accelerations
from —5 to 3 (—1.5 to 1.5) m-s~2 in increments of 1 (0.5) m-s2,
resulting in 63 acceleration combinations. We also added several
constraints to limit acceleration selection, including maximal
acceleration, strict forward motion, and maximal steering angle
[17]. Ultimately, 37 million possible state transfers were gener-
ated. To alleviate the computational load, we assumed that an
advanced graphics processing unit (GPU) [35] that enables
2048 x 28 parallel computations is available. The stochastic FRS
with state probability distributions p(k) was calculated at each
predicted future time step within 2 s in 0.4 s increments, for
instance {0.4, 0.8, 1.2, 1.6, 2.0}.

5.2. Acceleration/trajectory prediction models

To validate the proposed two-stage acceleration prediction
model (denoted as T-LSTMa), we compared T-LSTMa with three
state-of-the-art probabilistic multi-modal predictors: T-LSTM
[30], social convolutional trajectory predictor (S-LSTM) using con-
volutional neural networks to represent surrounding vehicles [29],
and its variation S-LSTMa for fair comparisons, where the predic-
tion output was modified to probabilistic accelerations. Utilizing
the testing dataset from highD, we report the comparative results
in Table 2, including five evaluation indicators, for instance, root
mean square error (RMSE), average displacement error (ADE), final
displacement error (FDE), NLL (the lower, the better), and average
lane-change prediction F1 score LC-F1 (a metric calculated as the

Type of reachable set Ego

Surrounding

BRS

FRS —

Bicycle model with input:
acceleration and heading angle

Unicycle model with input:
acceleration and steering angle
Point mass model with input:
two-dimensional accelerations
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Table 2
Prediction model performance on the highD testing dataset.

Lane-change maneuver mode Indicators T-LSTMa S-LSTMa T-LSTM S-LSTM

Lane-keeping RMSE (m) 0.17 0.42 0.46 0.59
ADE (m) 0.10 0.31 0.26 0.27
FDE (m) 0.26 0.81 0.61 0.72
NLL (m) -3.47 0.91 -1.59 -1.38
LC-F1 (%) 98.70 0.00 98.70 96.94

Turning left RMSE (m) 0.24 0.56 0.52 0.62
ADE (m) 0.14 0.38 0.35 0.36
FDE (m) 037 0.96 0.83 0.89
NLL (m) —-2.80 -0.33 —-0.63 -0.66
LC-F1 (%) 99.64 87.04 99.64 97.85

Turning right RMSE (m) 0.23 0.29 0.49 0.58
ADE (m) 0.14 0.17 0.33 0.37
FDE (m) 0.37 0.45 0.74 0.86
NLL (m) -2.97 -2.25 -0.74 —-0.46
LC-F1 (%) 99.80 99.95 99.80 99.34

Overall RMSE (m) 0.22 0.44 0.49 0.60
ADE (m) 0.13 0.29 0.32 0.86
FDE (m) 0.34 0.74 0.73 0.86
NLL (m) -3.07 -0.58 -0.97 -0.82
LC-F1 (%) 98.79 859.20 98.79 96.18

harmonic mean of the precision and recall [36]). We show the pre-
dictor performance on the overall testing dataset and compare the
prediction results in terms of the three lane-change maneuver
modes. Note that we did not directly evaluate the acceleration pre-
diction accuracy. Instead, we compared the vehicle position predic-
tion accuracy, which directly affects collision estimation.

Examining the overall comparison results, we observed that
using acceleration prediction and then propagating the future
vehicle position can significantly improve the prediction accuracy
(see comparisons between S-/T-LSTMa and S-/T-LSTM). This could
be owing to the additional physical information when using the
predicted acceleration to propagate future positions. Meanwhile,
S-/T-LSTMa and S-/T-LSTM had the same LC-F1 because they
share the same lane-change prediction submodel. S-LSTMa exhib-
ited the worst performance in terms of NLL and LC-F1. Specifi-
cally, the LC-F1 for lane-keeping trajectories was 0. This
indicated that jointly predicting the acceleration and lane-
change maneuver modes in one neural network results in unde-
sirable results, and it is reasonable to consider decoupling the
acceleration and lane-change maneuver mode predictions using
two neural networks, which have been employed in T-LSTMa. In
summary, our proposed acceleration predictor T-LSTMa achieved
the best performance in terms of all indicators, with ADE < 0.15
m and FDE < 0.40 m.

We further tested the model’s prediction performance over dif-
ferent prediction horizons (one and three seconds). As shown in
Table 3, the proposed predictor, T-LSTMa, achieved superior per-
formance over all prediction horizons. In addition, both models
obtained more accurate prediction results with shorter prediction

horizons. For the remainder of this study, we used T-LSTMa with
default settings to predict accelerations.

5.3. Confidence-aware position prediction and collision estimation

In this section, we compare different approaches for generating
a stochastic FRS. Three different groups of coefficients g were
selected: Only one distribution with g = [1]; three normal distribu-
tions with g = [1/2, 1, 2]; five normal distributions with g = [1/3,
1/2, 1, 2, 3]. This led to three different approaches to generating
prediction-based stochastic FRS (denoted as PSRS, PSRS-38, and
PSRS-5p). A further increase in the number of distribution groups
was not considered because we were required to ensure real-
time computation of the stochastic FRS. The heuristic method in
the study of Althoff et al. [25] was also adopted as a baseline to
generate the stochastic FRS (denoted as HSRS).

To test the performance of the prediction-based confidence-
aware FRS, we used naturalistic driving data from highD and sim-
ulated cut-in events. This is because highD does not contain
safety—critical events; thus, we created simulated risky events to
test the collision estimation performance based on the stochastic
FRS.

5.3.1. highD trajectories

We assumed that the vehicle occupied the exact space state and
the four adjacent states along the longitudinal and lateral direc-
tions. Naturalistic driving trajectories were randomly selected
from highD, including lane-keeping and lane-change trajectories.

Table 3
Prediction model performance over prediction horizon 1 and 3 s.
Time (s) Indicators T-LSTMa S-LSTMa T-LSTM S-LSTM
1 RMSE (m) 0.06 0.13 0.15 0.19
ADE (m) 0.04 0.09 0.14 0.15
FDE (m) 0.08 0.20 0.25 0.28
NLL (m) -4.79 —2.46 -2.31 -2.17
LC-F1 (%) 98.90 65.98 98.90 97.86
3 RMSE (m) 0.47 0.86 0.79 0.85
ADE (m) 0.26 0.56 0.48 0.53
FDE (m) 0.77 1.52 1.32 1.48
NLL (m) -1.90 1.11 -0.26 -0.02
LC-F1 (%) 94.71 52.18 94.71 91.00
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Examples of stochastic FRS predicted using different approaches
are presented in Figs. 5 and 6, respectively. For the lane-keeping
trajectory, the position prediction accuracies at time t = 4.4 s for
the four approaches were 44.33%, 45.56%, 46.84%, and 52.74%.
For the lane-change trajectory, the position prediction accuracies
at time t = 6.4 s for the four approaches were 24.54%, 29.38%,
32.58%, and 37.15%. Infusing confidence awareness can improve
vehicle position prediction, particularly for lane-changing trajecto-
ries. The belief vector changes are shown in Fig. 7 for both lane-
keeping and lane-change trajectories. For the lane-keeping trajec-
tory, Figs. 7(a) and (b) show corresponding results from PSRS-38
and PSRS-5p; both had a stable acceleration prediction accuracy,
as the surrounding vehicle moved as expected. Moreover, the belief
value with the lowest 8 converged to one for both two approaches.
This is because the confidence-infused prediction model provided

-—-Future position

{> Future Intermediate position
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a more accurate mean value of accelerations, resulting in a corre-
sponding higher belief value with lower g in line with Eq. (24).
For the lane-change trajectory, a similar convergence trend of the
belief value changes can be observed in Figs. 7(c) and (d). However,
the belief value of the lowest g (Fig. 7(d), PSRS-58) required about
4 s to converge and less than 2 s in Fig. 7(c). This indicates that
infusing a higher-dimensional belief vector can adjust more com-
plicated prediction scenarios (e.g., lane-change trajectories) and
provide more accurate prediction results.

We tested the four approaches using randomly selected 100 tra-
jectories from highD for both lane-keeping and lane-change sce-
narios. The average position prediction performance is
summarized in Table 4, which shows that when the prediction
horizon is short (e.g., 0.4 s), all approaches could generate a
stochastic FRS with higher prediction accuracy. However, when
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Fig. 5. State probability distributions of the stochastic FRS using different approaches for a lane-keeping trajectory (current time t = 4.4 s). Only position states with > 0.01

probability are displayed. (a) HSRS, (b) PSRS, (c) PSRS-3p, (d) PSRS-58.
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Fig. 6. State probability distributions of stochastic FRS using different approaches during a lane change (current time t = 6.4 s). Only position states with > 0.01 probability are

displayed. (a) HSRS, (b) PSRS, (c) PSRS-35, (d) PSRS-5p.

the prediction horizon increased, HSRS exhibited the worst perfor-
mance, followed by PSRS. Again, infusing confidence belief effec-
tively improves prediction accuracy; such an improvement is
more significant in lane-change scenarios.

5.3.2. Simulated safe-critical cut-in trajectories

Safety-critical cut-in events were simulated to test the colli-
sion-detection performance of different stochastic FRS. In the sim-
ulated cut-in scenario, the ego vehicle in the middle lane and the
surrounding vehicle in the right lane traveled with constant initial
longitudinal speeds of vy = 30 m-s~! and », = 25 m-s~}, respec-
tively. The surrounding vehicle was 15 m ahead of the ego vehicle
at t = 1.0 s and began turning left with a lane-change duration of
7.5 s. The vehicle length and width were 4 and 2 m, respectively.
The driving behaviors of the two vehicles were simulated using

100

the classic intelligent driving model (IDM) for car-following and
a lateral control model [37].
The IDM equations are expressed as

dg*(t) = dg, + max(0, »(t)TH + »(t)dw(t)/2,/a,a)
4 N 2

a(t) = max (aa (1 - (%)) - <(ffg((f))) ),amm>
where dg”(t) and dg(t) are the desired and current longitudinal dis-
tance gaps, respecitvely; »(t) is the longitudinal speed; du(t) is the
longitudinal speed difference from the lead; a(t) the current accel-
erration. If there is no leading vehicle, do(t) and ﬁm are set to zero.
The IDM parameters are the longitudinal desired speed (#,), time

headway (TH), minimum gap (dg,), acceleration coefficients
(aq), and deceleration (ap), respectively.

(26)
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Table 4
Average position prediction accuracy (%) using four stochastic FRS with different prediction times.
Time (s) Lane-change maneuver mode HSRS PSRS PSRS-38 PSRS-58
2.0 lane-keeping 43.08 45.44 48.64 52.81
lane-change 26.81 30.47 349 38.58
1.2 lane-keeping 79.45 78.38 80.23 84.01
lane-change 50.01 50.48 51.69 55.63
0.4 lane-keeping 100 100 100 100
lane-change 87.08 86.22 86.95 88.39

These IDM parameters were adopted from Kurtc [38] based on
the car-following trajectories in highD. The ego vehicle had the
desired speed as its initial longitudinal speed v.g,, and the desired
speed of the surroundings was set to 36.1 m-s~! (130 km-h~"). The
two vehicles shared the same values for the remaining IDM param-
eters: TH=0.8s,dg, = 6.0 m, a, = 1.0 m-s2, ay, = 1.0 m-s 2. For the
lateral cut-in behaviors, we adopted the polynomial curves accord-
ing to Mullakkal-Babu et al. [37], which can provide lateral accel-
erations with smooth trajectories.

Given these cut-in scenario settings, a safety-critical cut-in
event was created and a crash occurred at approximately
t = 5.0 s. As shown in Fig. 8, the space state probabilities of the
stochastic FRS were more concentrated using PSRS-3 and PSRS-
5p. The future position prediction accuracies at this time were
31.81%, 33.4%, 36.73%, and 37.39% using HSRS, PSRS, PSRS-3p,
and PSRS-58, respectively. The belief dynamic updates for the sim-
ulated cut-in event are shown in Fig. 9. By employing PSRS-3p in
Fig. 9(a), the belief value of the lowest g shortly converged to 1
in 2 s. As shown in Fig. 9(b), the acceleration prediction accuracy
based on confidence levels g = 1/3 and g = 1/2 decreased to the
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same low value at t = 2.4 s. The difference in acceleration predic-
tion accuracy became evident between g = 1/3 and g = 1/2, result-
ing in a belief value convergence for g = 1/3 later. Different
confidence level settings and changes in the dynamic belief value
eventually resulted in a better performance of PSRS-58 compared
with PSRS-35.

The collision detection results are shown in Fig. 10. In the begin-
ning (from 0 to 1.2 s), the four FRS-based approaches all predicted
a small collision probability because the surrounding vehicle does
not start a lane change until t = 1 s. Subsequently, significant differ-
ences in collision estimation were observed for the four
approaches. For instance, when the estimated collision probability
using PSRS-58 was close to 0.20 at time t = 2.4 s, PSRS without
infusing confidence awareness predicted the collision probability
as 0.10, and HSRS had a predicted collision probability of approxi-
mately 0.05. This indicates that the stochastic FRS using
confidence-aware prediction is agile and effective in identifying
potential collisions in a risky cut-in event.

We also simulated a safety-critical cut-in event that did not
result in a crash by changing the initial longitudinal speed of the
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surrounding vehicle to 27 m-s~'. The increased longitudinal veloc-
ity of the cut-in vehicle resulted in a larger longitudinal gap when
it entered the target lane, resulting in a safety-critical but
collision-free cut-in event. During the cut-in process, the belief
dynamic changes shown in Fig. 11 had a very similar trend to that
in the cut-in crash event because the two events had the same
parameter settings, except for the longitudinal speed difference.
Fr the predicted collision probability shown in Fig. 12, the
heuristic-based reachable set approach HSRS predicted the highest
collision probability compared with the proposed prediction-based
approach PSRS. Specifically, HSRS reached a maximum collision
probability greater than 0.4 at t = 4 s, which corresponded to the
time when the surrounding cut-in vehicle crossed the lane marker.
This was because HSRS could not accurately predict the future
positions of the surrounding vehicles and incorrectly estimated
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the high collision probability between two vehicles. The simplified
heuristic approach, HSRS, also calculated a collision probability of
0.07 when the surrounding vehicle completed the cut-in process
and became the leader of the ego vehicle in the target lane. Among
the three PSRS approaches with different confidence awareness
coefficients, we observed that the maximum collision probability
was obtained at the critical time t = 4 s. Without the infusion of
confidence awareness, PSRS calculated a collision probability of
0.16, whereas PSRS-3/-5p obtained a smaller collision probability
0.07/0.03, owing to a more concentrated stochastic FRS. Given that
the simulated cut-in event was safety-critical but collision-free,
the PSRS approach accurately captures the potential collision risk
with a smaller collision probability than the HSRS. In particular,
the estimated collision probability by PSRS-58 was always
below the predefined threshold of 0.05, indicating that the
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confidence-infused prediction approach PSRS-5p could not only
accurately identify risky cut-in crash but also avoid false-positive
results in a safety-critical but collision-free event.

Under the same simulated cut-in scenario settings, we varied
the initial longitudinal speeds of the two vehicles from 20 to
35 m-s~! in increments of 1 m-s~!, resulting in 16 x 16 = 256
cut-in events. Based on the employed longitudinal and lateral
driving behavior models, 33 crashes were identified when
4 < Vego— ;<6 m-s~ 1. To compare the collision detection perfor-
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mance, we statistically analyzed the simulated 21 cut-in events in
which a crash occurred. The analysis results are shown in Fig. 13,
where the timeliness value represents the average time required
to crash when the collision probability reaches a threshold.
Regardless of the selection of the collision probability threshold,
our proposed approaches infusing confidence awareness (i.e.,
PSRS-5B/PSRS-3p) achieved a larger timeliness value, indicating a
more adequate reaction time to potential crashes. The selection
of a suitable collision probability threshold can vary in different
scenarios, which we leave for future research.

5.4. Integrated collision-detection framework

We propose an integrated collision-detection framework based
on BRS and stochastic FRS. First, we provide the comparative
results between the two reachable set techniques: BRS and FRS.
This explains the selection of the BRS rather than the FRS to for-
mally check driving safety in the first step of the framework.

As shown in Fig. 14, we set the longitudinal speed to 30 and
28 m-s~! for the ego and surrounding vehicles, respectively, and
illustrate comparative results using both the BRS and FRS as an
example. The BRS was directly employed to identify unsafe areas
when its cached state value function was less than zero. To obtain
the unsafe area identified by the FRS, we first enumerated the ini-
tial relative surrounding vehicle positions and checked whether
the two vehicles could collide using the FRS with a prediction hori-
zon. We then enclosed all the relative positions that could result in
a crash and identified the enclosed area in the blue line as unsafe.
Note that we limited the unsafe area between —3.75 to 3.75 m in
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Fig. 11. Belief dynamic changes for the simulated safety-critical cut-in event that did not result in a crash. The blue lines represent changes in acceleration prediction
accuracy with different coefficient settings, and the orange lines indicate the corresponding dynamic belief values. (a) PSRS-38, (b) PSRS-58.
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the lateral direction because we were required to address only
potential risky interactions between adjacent lanes. Similarly, we
did not check relative longitudinal positions behind the ego vehi-
cle. As shown in Fig. 14, the FRS identified a larger unsafe area than
the BRS. This was reasonable because the BRS further considered
the ego reaction to the surrounding vehicle, resulting in a smaller
unsafe area. Specifically, the identified unsafe areas were symmet-
ric (Fig. 14(a)) because the lateral speed and relative heading
angles of the initial vehicle states were both zero. In contrast, the
surrounding vehicle had an initial lateral speed and a relative
heading angle, as shown in Fig. 14(b). Subsequently, based on the
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FRS, we observed that the area with a lateral position
between —3.00 to —3.75 m was now safe owing to the lateral speed
of the surrounding vehicle. The BRS had an asymmetric shape
owing to the lateral speed, and the area with a negative lateral rel-
ative position became safer. This example verifies that the BRS is
less conservative than the FRS because the unsafe area identified
by the BRS is smaller than that identified by the FRS, and the
BRS-identified unsafe area is a subset of the FRS-identified area.
This observation is consistent with the definitions of BRS and FRS.

We then provided two specific cut-in events to validate the pro-
posed collision-detection framework. The cut-in events were
selected from the simulated trajectories described in Section 5.3.2.
During the first cut-in event, the initial longitudinal speeds of the
ego and its surroundings were 30 and 28 m-s~!, respectively. This
led to non-risky and safe interactions between the two vehicles. As
shown in Fig. 15, during a lane change, the integrated framework
ensured safety because the relative positions (Figs. 15(a) and (b))
were not inside the unsafe area identified by the BRS. Thus, the
establishment of the stochastic FRS was not activated, and the esti-
mated collision probability always remained zero (Fig. 15(c)).

In the second cut-in event, the initial longitudinal speeds of the
ego and its surroundings were 30 and 25 m-s~!, respectively,
resulting in a collision at approximately t = 5 s, as shown in
Fig. 16. When we used the proposed collision-detection frame-
work for this safety-critical event, safety could be ensured at the
beginning (green squares in Fig. 16). This was because the sur-
rounding vehicle began the lane-change maneuver at t = 1.0 s,
and the driving risk can only be captured until the surrounding
vehicle had a clear lane-change intention. Thus, at t = 2.0 s, the pro-
posed framework could no longer ensure driving safety (Fig. 16(c),
where the surrounding vehicle was inside the BRS unsafe area of
the ego), and a stochastic FRS was established to accurately esti-
mate the collision probability. However, the obtained collision
probability was below a predefined threshold of 0.05 at t = 2.0 s,
which is marked in blue. Thereafter, the framework provided an
estimated collision probability above the threshold until a collision
occurred at t = 5.0 s, where the estimated collision gradually
increased to 1 (Fig. 16(f)). In summary, the proposed framework
can reasonably ensure safety at the beginning and effectively iden-
tify potential crashes, owing to the established stochastic FRS.

In terms of computational efficiency, the proposed framework is
promising for real-time risk assessment applications, and combin-
ing it with BRS can result in further time savings. This is because
the BRS cached in a look-up table can quickly identify whether a
vehicle is theoretically safe, requiring only a few milliseconds,
whereas the stochastic FRS risk assessment can take between 30
and 50 ms depending on the experimental settings. Because most
highway driving scenarios do not involve safety-critical vehicle
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Fig. 14. Comparisons for the BRS and FRS-based unsafe areas. 28 and 30 m-s~' for the surrounding and ego vehicles, respectively. The ego was at the origin. (a) The lateral
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(c)

1 respectively.

(a) The squares denote vehicle positions at each time step and the two vehicle positions at the same step are connected by dash lines. Each connected position pair in green
indicates that the car—car interaction is identified as theoretically safe by the BRS. (b) The relative vehicle positions, where the arrow indicates the evolution direction. (c) The
estimated collision probability marked by green squares remains zero because the relative positions between the two vehicles were outside of the unsafe area identified by

the BRS.

interactions [34], the BRS can prevent unnecessary computation
time for constructing a stochastic FRS if safety is ensured. Note that
real-time capability is achieved based on an advanced GPU
enabling 2048 x 28 parallel computations with a power consump-
tion of up to 1.5 kW-h [39]. If the GPU operates continuously for
stochastic FRS construction, it can consume 10% of the entire
power consumption of an electric vehicle. However, naturalistic
driving data indicate that vehicle interactions are not critical in
most instances [34]. This implies that safety can be ensured by
BRS in most scenarios. Consequently, the integrated risk assess-
ment framework can benefit from a significant reduction in power
consumption by not using GPU computation in most instances.

6. Conclusions

We developed a reachability-based framework for collision
detection during highway driving. Inspired by two different RA
approaches, a cached BRS is first employed to formally verify
whether the current interaction safety can be theoretically
ensured. Otherwise, a prediction-based confidence-aware stochas-
tic FRS is calculated online at each predicted time step for collision
probability estimation. If the estimated collision probability
exceeds a predefined threshold, the ego vehicle can execute brakes
or swerve to avoid potential crashes. Thus, the proposed frame-
work can ensure risk-free interactions in non-risky events and pro-
vide accurate collision estimation for safety-critical events.

Using both naturalistic driving data and simulated safety-criti-
cal cut-in events, we conducted extensive experiments to validate
the performance of the proposed acceleration prediction model,

which effectively considered interactions between vehicles for
constructing a stochastic FRS. Furthermore, we analyzed how
infusing confidence beliefs can improve acceleration prediction
accuracy. Simulation results showed that the proposed FRS-based
approach PSRS-5p with five confidence levels can adjust compli-
cated highway scenarios, resulting in more agile collision-
detection results. The integrated framework was tested for both
risky and non-risky events. We demonstrated that the proposed
framework cannot only accurately identify potential collision
events but also has the potential to avoid false-positive results in
safety-critical but collision-free events.

The proposed approach assumes the use of an advanced GPU for
efficient parallel computing in the stochastic FRS. Further efforts
are required to implement hardware with lower power consump-
tion for real-world testing. The developed acceleration predictor
was trained on the highD dataset, which contains only highway
trajectories. We can only apply our approach to diverse scenarios
such as urban and country-road environments by training the pre-
dictor using a more diverse dataset. Future research can integrate
risk assessment to enable safer and more efficient motion planning
and employ the proposed risk assessment framework for an actual
vehicle.
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