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Abstract

When designing an airborne wind energy system, it is necessary to be able to estimate the traction
force that the kite produces as a function of its flight trajectory. Being a flexible structure, the ge-
ometry of a soft kite depends on its aerodynamic loading and vice versa, which forms a complex
fluid-structure interaction (FSI) problem. Currently, kite design is usually done on an experimental
basis since no model meets the requirements of being both accurate and fast.
In this project, an FSImethodology is developed to study the steady-state aerodynamic performance
of leading-edge inflatable (LEI) kites by coupling two fast and simple models.
On the structural part, the deformations are calculatedwith a particle systemmodel [1], based on the
assumption that the shape of the kite can be modelled using a wireframe wing model represented by
the bridle line attachment points, whose coordinate changes are modelled using a bridle line system
model and canopy billowing relations.
On the aerodynamic side, the load distribution is calculated with a 3D nonlinear vortex step method
[2], [3], coupled with 2D polars obtained with a correlation model derived from Reynolds averaged
Navier-Stokes (RANS) analysis [4], to account for viscous effects and flow separation. Furthermore,
with the 2D correlation model it is possible to consider changes in the thickness and the camber of
each section. Based on 2D thin airfoil theory, the three-quarter chord point is used to determine the
magnitude of the forces, and the one-quarter chord point is used to determine the direction of these
forces. Moreover, the model developed for LEI kites can consider canopy billowing and variations in
kite and airfoil geometry while proving robust and inexpensive. This model has been validated with
several geometries and a RANS analysis of the LEI kite, showing great accuracy for pre-stall angles of
attack.
The coupling of these two models results in a fast aeroelastic model of LEI kites capable of predicting
the steady-state deformations and aerodynamic forces on the kite for the range of actuation settings
and inflow conditions expected during a normal pumping cycle. Furthermore, the results show that
the deformations follow the same trends as the results from the photogrammetry analysis and that,
by taking into account thedeformations that the kite undergoes, the aerodynamic forcesmore closely
resemble experimental data.
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1
Introduction

In this chapter the motivation for the realization of this thesis is exposed, with which the research
questions and the main objective are formulated.

1.1. Motivation
In the ongoing energy transition towards more sustainable energy sources, renewable energies such
as wind, solar and hydro have a vital role to play. Currently, one of the most widely used sources is
wind energy, mainly in the form of wind turbines. Like solar, wind energy is one of the few renewable
energy sources that is, in principle, capable of satisfying all of humanity’s needs [5].
That said,most of this resource is foundathigher altitudes,wherewindsare stronger andmoreconsis-
tent than near the ground. Unfortunately, humans have not yet exploited these high-altitude winds,
hence the main appeal of airborne wind energy systems (AWES). On top of that, the use of AWES
would significantly reduce the amount of material consumption, up to 1–10% of the material used
on the blades of modern wind turbines for the same amount of energy production [6]. This con-
siderable reduction in materials promises that a large-scale application of this technology would be
possible at a low-cost [7].
Since the introduction of this concept for power generation in the 1980s,many different designs have
been proposed, using both rigid and soft wings, most of which rely on the lift force for power gener-
ation. One of these designs is the leading-edge inflatable (LEI) kite, currently being studied by the
AWE group at TU Delft. The model in question, the v3 LEI kite, was developed by TU Delft in collab-
oration with its spin-off Kitepower, who released the IP and experimental data of the kite so that the
academic community could develop models to analyze it and further advance the common knowl-
edge on these type of systems.
One of the main reasons this technology has not yet proven successful despite its great potential is
that it poses a very complex control problem,with an inherently unstable system that can fail inmany
ways and where a failure is usually catastrophic.
One of the ways to improve the control system and increase the amount of energy production is by
understanding how the different flow and actuation conditions affect the aerodynamic forces gen-
erated by the kite. To do that, a fast aeroelastic model that can be integrated into dynamic flight
simulations is needed, which can be used to improve the control strategies and, therefore, the safety
and efficiency of the system. Moreover, a fast aeroelastic model that allows iterating with different
geometries and flow conditions could also be used to optimize the geometry of the kite, increasing
the overall aerodynamic performance.
The problem with obtaining such a model is that the structure of a soft kite is very flexible and shows
large deformations due to aerodynamic forces. Consequently, there is a strong coupling between the
deformations and the aerodynamic loads on the wing, forming a complex fluid-structure interaction
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(FSI) problem. Furthermore, the kite experiences high angles of attack in each pumping cycle, which
leads to recurrent flow separation. In addition, its typically low aspect ratio and high anhedral angle
results in strong 3D nonlinear effects [8].
Due to this strong coupling betweendeformations and aerodynamic forces and the significant effects
of the 3Dflow, it is challenging to create amodel that canpredict the forces on the kite both accurately
and quickly. To the author’s knowledge, there is currently no model capable of solving this problem
with these criteria.
Therefore, an attempt will be made in this project to create a fast method to solve the FSI problem on
LEI kites to advance in their study and improvement. Themodelwill be composedof anaerodynamic
model based on potential flow methods coupled with a simple deformation model developed by J.
Poland [1]. Given the relative simplicity of the individual models, it is expected that the coupling
results in a fast aeroelastic model, whose accuracy will be discussed and analyzed throughout the
project.

1.2. Research questions and objectives
This section consists of two main parts: the research questions and the research objective.

1.2.1. Research Questions
1. How accurately can a vortex filament method predict the aerodynamic forces on unconven-

tional wing geometries compared to higher fidelity models?
• Which model is more accurate and adaptable, the lifting line method (LLM) or the vortex

step method (VSM)?
• For what range of angles of attack does the preferred model perform well compared to

higher fidelity models?
• For which wing geometries does the preferred model perform well compared to higher

fidelity methods?
2. Does the aeroelastic model predict the trends in the deformation due to a change in power and

steering inputs?
3. Does the deformation that the kite undergoes during its manoeuvres improve the correlation

between the experimental and simulation results?

1.2.2. Research Objective
This project aims to evaluate the aerodynamic forces and deformations on a leading-edge inflatable
kite and their interaction by creating a fast aeroelastic model that considers the fluid-structure inter-
action problem.



2
Problem definition

The concept of using a ground tethered kite flying at high speeds in the crosswind direction to gen-
erate power was first investigated in the 1970s by Miles Loyd [9]. The key to this concept is that high
flight speeds can be maintained by the ambient wind flow, which allows the extraction of a large
amount of energy from the wind. The power the moving kite can potentially produce can be har-
vested using either the high speed itself or the tether tension, which he termed drag and lift mode,
respectively.
The power P that a tethered wing can generate under idealised assumptions was estimated by Loyd
to be given by:

P =
2

27
ρAU3

∞CL

(
CL

CD

)2

(2.1)

whereA is the planform area of thewing,CL andCD the lift and drag coefficients,U∞ thewind speed
and ρ the air density. It is noteworthy that the lift-to-drag ratio CL

CD
enters the equation quadratically

and that the CL enters in cubic form. Thus it is vital that during the power production phase, a high
lift is achieved while maintaining a good lift-to-drag ratio.
Due to limitations in the computing power and sensor technology, when this concept was first pro-
posed, it was infeasible to build an airbornewind energy device that could fly in established patterns,
adapt to wind gusts and changes in direction and start and land autonomously. Only after the turn
of the century did technology allow such an ambitious idea to be feasible. It is no coincidence that
shortly after the turn of the century, the first research teams were created in several universities, fol-
lowed by the first companies dedicated to AWE systems.
In that sense, TU Delft was one of the first universities to start researching this topic. In 2010 the first
full-scale prototype of a 20kW system was built by the Kite Power research group from the Applied
Sustainable Science Engineering and Technology (ASSET) group [10]. Since then, the amount of re-
search dedicated to improving these devices in all the phases of the design and operation has been
increasing steadily. The third iteration of the kite, developed by TU Delft and Kitepower, will be used
in this project to study the fluid-structure interaction problem.
This section presents the basis for defining the problem of a tethered kite flying crosswind: the work-
ing principle behind crosswind power generation (see section 2.1), the components of the AWES (see
section 2.2), the flow envelope of the kite during flight (see section 2.3) and quasi-steady assumption
on which the aeroelastic model relies (see section 2.4).
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2.1. Crosswind power generation
The working principle of an AWE kite is illustrated in Figure 2.1. The process consists of two phases:
the reel-out (traction) and the reel-in (retraction) phases.
The kite is flown in fast crosswind manoeuvres during the reel-out, pulling on the cable and thus,
generating energy. During the reel-out phase, the kite is flown in figures of eight, and the angle of
attack is kept optimal tomaximise the energy generation. Once the kite has reached a certain altitude,
the reel-in phase starts, and the generator is used as a motor to pull the kite towards the ground
station. In this phase, the kite is depowered, decreasing its angle of attack to minimise the pulling
force of the kite and therefore decrease the energy consumption.
Once the kite arrives at the starting position, the pumping cycle starts again, creating a cyclic pro-
cess, with a phase that generates energy and a phase that consumes energy. However, the energy
consumed during the retraction phase is minimal compared to the energy generated in the traction
phase, which results in a net positive output of energy.

Figure 2.1: Working principle of the pumping kite power system [11].

2.2. System components
The main components of the kite power generation system are illustrated in Figure 2.2 and 2.3. As
shown, the kite frame is attached to the tether by several bridle lines, which help maintain its shape.
The lines attached to the trailing-edge (TE), called steering lines, are connected to thekite control unit
(KCU), which, as its name indicates, serves to control the kite. The leading-edge (LE) bridle lines and
the KCU are directly connected to the tether, which transmits the aerodynamic forces to the ground
station, where the energy is produced.

Kite
Multiple kite designs have been tried for airborne wind energy in recent years, varying in shape and
structure, most of which come from the design experience in the kiteboarding industry. For that
matter, the v3 LEI kite is also based on a surf kite, specifically the Genetrix Hydra v7 kite.
The kite is composed of an inflatable LE tube in the spanwise direction and inflatable struts in the
chordwise direction that form the skeleton of the kite, as depicted in Figure 2.3. The inflatable struc-
ture is connected by a thin membrane called the canopy, responsible for the aerodynamic forces.
Lastly, the struts are connected with a wire on the TE to avoid excessive deformations.
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Figure 2.2: Components of a kite power system[12].

Figure 2.3: Components of the TUDelft v3 kite [1].

The kite dimensions are illustrated in Figure 2.4. The unloaded design has a projected wingspan of
8.3m and a root chord of 2.7m, which results in a wing of an aspect ratio of around 3. The projected
surface is 19.75m2, and the distance between the bridle attachment to the tether and the rear root
point is 11.22m.

Bridles
The bridle line system in the v3 LEI kite is arranged so that two bridles are attached to each chordwise
tube, one at the LEandoneat theTE. Thepower lines, attached to theLE, carrymost of the forcewhile
the steering lines, attached to the TE, are used to actuate the kite (see Figure 2.4).
Thecable is constructed fromultra-high-molecular-weightpolyethylene (UHMWPE)calledDyneema®
SK75, which meets the requirements of resisting large strains and being light at the same time [13].
Moreover, these cables do not elongate much under stress, with a maximum strain of around 2% to
4% [4].

KCU
The kite control unit serves to actuate the kite. It is connected to the steering lines by two tapes, as
shown in Figure 2.4. The steering tape can change the kite’s direction, i.e. steer the kite, allowing
it to fly in eight loop shapes, whereas the depower tape is used to change the pitch of the kite, i.e.
(de-)power the kite.

Tether
The tether connects the kite to the ground station. Depending on its length, it plays an important
role in the dynamics of the whole system. The mass of the tether is usually higher than the mass
of the kite, and the bigger the kite, the more forces it generates, and the thicker the tether has to be.
Moreover, the drag force on the tether is also significant and affects the system’s global efficiency.
That is why the materials for this part must be as light as possible while being able to resist large
stresses. Dyneema is usually used for the tether, but with a bigger diameter than the bridle lines [4].

Ground station
The ground station contains the drum, the generator and all the computers and electronics to control
and monitor the kite. The drum serves to reel the tether in and out and is connected to the generator,
which uses the revolving motion to generate energy.
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Figure 2.4: Front view (a) and side view (b) of the LEI V3 kite with reference frames, geometric parameters, mass distribution
and definition of the reference chord cref . The total wing surface area is denoted as S, while the projected value is denoted as
A. The mass of the bridle lines is part of the wing mass. The side view distinguishes between the physical (real) kite and bridle

line system, displayed in the background, and the overlaid simplified geometric depower model. The explicit dimensions
describe the unloaded design shape of the wing [14].

2.3. Flow envelope
Flight path measurements on LEI kites are known to have significant uncertainty because, being flex-
ible structures, the orientation of the kite relative to the flow depends on the current state of defor-
mation [15]. The flow envelope described below is based on the flightmeasurements taken byOehler
[14] in 2017 on the LEI v3 kite, where two pitot tubes and a wind vane were mounted on the bridle
line system in order to determine the apparent velocities, angles of attack and angles of sideslip.
During the pumping cycles, the apparent flow speed is around Ua = 18ms−1 during the traction
phase and below Ua < 15ms−1 during the retraction phase. The global apparent velocity extremes
are at 3ms−1 and 26ms−1, which is equivalent to Reynolds numbers from 5× 105–4.5× 106.
In Oehler’s study, the angle of attack of the kite is represented by the angle of attack of the middle sec-
tion of the kite, approximated using geometrical relations outlined in Figure 2.3, where the depower
angle (αd) is calculated as a function of the depower tape length and subtracted from the measured
angle of attack. Using this approximation, the angle of attack varies by about 23° during normal op-
eration, with two distinct regions. A lower region of angles of attack, −7° < α < 3°, for the retraction
phase and a higher region, 6°< α < 16°, for the traction phase.
Finally, the measured sideslip angles were found to deviate by a maximum of ∆β = 10°only during
very sharp turns, while for straight flight states, the value remains lower, withminimumvalues during
the reel-in phase, as the kite aims to fly perpendicular to the wind.
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2.4. Quasi-steady flow assumption
The quasi-steady flow assumption implies that each temporal state of the system’s evolution can be
found independently from a steady state. In an aeroelastic problem, this assumption applies when
a fluid element passes through the wing much faster than the kite can react to the change of forces
that the element causes. Hence, the fluid element effectively sees a steady kite.
Therefore, in a quasi-steady situation, the time required for the flow to travel over the chord ta must
be much less than the time that takes the kite to react to a force tF , so ta ≪ tF .
Due to the periodicity of the deformations and the flight path, these quantities are usually expressed
in the frequency domain rather than in the timedomain. Then, the problemcanbe considered quasi-
steady if fF ≪ fa; otherwise, it must be considered unsteady.
The reduced frequency fR is usually used as a measure of the unsteadiness of the system, defined as
fR = fF

fa
= ta

tF
. To summarise the above:

fR

{
≪ 1 : Quasi-Steady
HH≪ 1 : Unsteady

(2.2)

The characteristic time for a fluid element to travel over the chord of the kite can be calculated as:

ta = croot/Ua (2.3)

where croot is the root chord of the kite and Ua is the apparent speed. Using the minimum and maxi-
mum apparent velocities observed during normal operational conditions, the characteristic aerody-
namic time is between 0.1 s and 0.2 s, which is equivalent to 5Hz to 10Hz in the frequency domain.
On the other hand, the time at which the kite reacts to the forces can be split into several frequency
modes, representing the flight path frequencies and the deformation modes of the kite (seen on Fig-
ure 2.5) [15].

Figure 2.5: LEI deformation modes seen during the pumping cycles [15].

The frequencies related to the flight path are the characteristic manoeuvre frequency (f8), repre-
senting the characteristic period of one ”figure-eight” manoeuvre, and the flight dynamic frequency
(fFD), representing one of the four consecutive periods of constant steering input during the ”figure-
eight” manoeuvre.
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The most common deformation modes found on a LEI kite are: trailing edge fluttering (fTEF ), seam
rippling (fSR), canopy buckling (fCB), jelly-fishing (fJF ), bunny-ear (fBE), leading-edge indentation
(fIDM ) and collapse (fCollapse).
Leuthold [15] estimated a frequency band for each of these frequencies, displayed in Figure 2.6 on a
frequency spectrum.

Figure 2.6: Summary of the relevant frequencies to the kite FSI problem. When the deformation mode characteristic
frequencies are estimated with video analysis from flight data, the frequency band is conservatively increased by ten percent

in each direction [15].

In order to model the kite’s shape precisely, all deformation modes should be taken into account
since, in an aeroelastic problem, a deformation mode changes the shape of the kite, which affects
the aerodynamic loads. However, if a deformation is periodic and sufficiently small compared to
the rest of the relevant modes, its effects can be neglected [4]. Because the TE-flutter and the seam-
rippling are small-scale high-order vibration modes, which occur periodically and are dominated by
the lower frequency modes, their effects can be neglected [16].
By neglecting the sub-scale deformation modes, the range of relevant characteristic frequencies is
reduced so that the quasi-steady flow assumption holds. To further support this assumption, pre-
vious quasi-steady aerodynamic models for LEI kites, such as van Kappel’s non-linear vortex lattice
method, have shown reasonable results compared to experimental data. In the aeroelastic domain,
the quasi-steady assumption is generally assumed valid when the inertial forces are small compared
to the aerodynamic and elastic forces. This assumption holds in the case of an inflatable kite, where
the masses of the system are small compared to the aerodynamic forces.



3
Overview of models applicable to

leading-edge inflatable kites

This chapter presents an overview of the models used to model the FSI interaction for membrane
flow problems, focusing on models applicable to an LEI kite. The chapter is divided into complete
FSImodels (see section3.1), aerodynamicmodels (see section3.2), structuralmodels (see section3.3)
and models for LEI airfoils (see section 3.4).

3.1. Kite FSImodels
Modelling the behaviour and dynamics of soft LEI kites is a complex fluid-structure interaction prob-
lem because, being inflatable membrane wings, they are very light and have high flexibility. Conse-
quently, thewing responds very sensitively to small changes in the apparentwind speed, geometry or
control commands, and small stresses can cause significant changes in the shape of the wing, which
in turn lead to high variations in the aerodynamic loads [17] [18]. Therefore, the deformations caused
by aerodynamic loads and the kite’s steering must be considered to model a kite, which is possible
through an FSI model. This section presents various models that have been used to tackle this prob-
lem.
Breukels [4], [19] uses a multi-body system model of the flexible wing to define the canopy, tubes
and tethers. On the aerodynamic side, a 2D finite-strip approximation is implemented, which uses
2D airfoil polars to estimate the sectional aerodynamic coefficients on the wing. To obtain the 2D
aerodynamic coefficients, a correlation framework based on 2D RANS simulations is created, such
that the coefficients can be determined as a function of the thickness ratio, the camber and the angle
of attack of the airfoil. Furthermore, amethodology to compute the pressure distribution around the
airfoil is alsodeveloped,which results in the forcedistributionon the canopy. Breukels compared this
correlation model with experimental data, showing good agreement for low angles of attack. How-
ever, the aerodynamicmodel cannot capture the stall dynamics of the LEI airfoil for increasing angles
of attack.
Bosch [20] continued on the line of work of Breukels. For the structural part, Bosch implements a
complete finite element method (FEM) on the flexible wing. On the aerodynamic side, the same
model that Breukels created is used. The kite model is coupled to a dynamic model of the tether
and bridles, which allows for the simulation of the kite in flight, for example, doing the ”figure-eight”
shape manoeuvre. The results show that this model can reproduce the wing’s macro-scale bending
and torsiondeformationmodes, although its computational cost is greater than that of Breukels. One
of this study’s limiting factors is the aerodynamic model, which neglects 3D flow effects, resulting
in an overestimation of the forces on the kite. Furthermore, aerodynamic damping could not be
included in the simulations due to stability problems.
Bosch’s model was subsequently used by Geschiere [13] to analyse the LEI v3 kite studied in this
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project. In this study, an extendable tether is included to allow the study of a complete pumping
cycle. The main limitation identified in this work is the inability of Bosch’s model to include aerody-
namic damping, which led to many undamped motions of the kite.
Leloup [18], [21] is another example of FSI kitemodelling. A FEMmodel is applied to the wing for the
structural part, which shows promising results under a uniform pressure load. A classical 3D lifting
linemethod (LLM) is used on the aerodynamic side, with corrections for variable dihedral and sweep
angles along the span. However, a direct solving strategy is applied, which does not take into account
the non-linearity of the lift coefficient. Consequently, this LLM is limited to a small range of angles
of attack. Furthermore, the computational time is in the order of minutes per iteration.
Following thiswork, Duport [22], [23] improved the 3DLLM to include the nonlinear behaviour of the
lift coefficient. The 2D sections are approximatedby a symmetricNACAprofile, and the aerodynamic
coefficients are estimatedwithXFOIL. A comparison ismadewithCFDdata, which shows reasonable
estimations of the lift coefficient for a large range of angles of incidence and sideslip. However, the
drag coefficient disagrees with CFD simulations for large angles of attack. On the structural side, two
models are developed. First, the FEM model used by Leloup is further developed. Second, a kite as a
beam model is developed, with results that show an overestimation of the deformations.
A far more computationally expensive approach is made by Folkersma et al. [8], where a CFD solver
is coupled with a FEM model in order to simulate the steady-state aeroelastic deformation of a ram-
air kite. However, this approach, although theoretically very accurate for a steady-state problem, is
computationally far too expensive to simulate manoeuvres and can not be used as a design tool.
FSI solvers for large displacement problems, where forces and displacements are fully coupled, can
be divided between monolithic and partitioned. In a monolithic approach, the entire aeroelastic
problem is modelled with a single set of equations, which include the aerodynamic forces and struc-
tural deformations. In a partitioned approach, the aeroelastic model is divided into two individual
models, one for the fluid and one for the structural behaviour, and it is assumed that the deforma-
tions remain unchanged until the aerodynamic forces are resolved, and vice versa [24].
All the studies mentioned above are partitioned solvers precisely because of the modularity of the
different models. While a monolithic solver is acknowledged to be more robust and efficient since
it can be designed for a particular problem, so that coupling effects can be accurately predicted, the
computational cost is enormouswhen themesh size is relatively large. On theotherhand, partitioned
approaches are computationally cheaper and result in more efficient models for complex physical
models and large mesh sizes. Moreover, a partitioned solver requires a coupling algorithm between
the two models but allows software modularity so that each solver can be developed independently
for each specific problem [25].
Therefore, a partitioned solver is chosen for this project, as the structural and aerodynamic solvers
are developed independently.

3.2. Kite aerodynamicmodels
In recent years, due to the growth of the AWE industry, the number of studies dedicated to the re-
search of an aerodynamic model for soft kites has increased remarkably. Depending on the level of
detail and accuracy sought, different aerodynamic models have been used to describe the aerody-
namic behaviour of soft kites. This section gives an overview of the aerodynamic models applicable
for the modelling of a kite.

3.2.1. Black boxmodel
One of the simplest ways to model the aerodynamic behaviour of a kite is to use a black box model.
A black box model is based on aerodynamic coefficients previously measured experimentally, which
are interpolated during a dynamic simulation. Thismodel is very fast and accurate, but it is based on
coefficients that can only be obtained throughmeasurements in a flight test or a wind tunnel. That is
why it is not very useful as a tool when designing a new kite model. Instead, this model is very useful
for the development and optimisation of control systems, as in the case of [26] and [27].
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3.2.2. Finite stripe theory
One step further in complexity is the 2D finite strip theory. In 2D finite strip theory, the kite is as-
sumed to be an assembly of 2D airfoil sections, whose aerodynamic properties can be calculated
with different methods, such as CFD or experimentally. The simplicity of this model makes it com-
putationally cheap and allows corrections like semi-empirical stall models or steady viscous drag to
be applied easily. The main problem with this method is that, as the wing is assembled from 2D
sections, it does not include any finite-wing or 3D phenomena, such as wing-tip effects or side slip
velocities. [28]
Nevertheless, this is still a very simple and fast method, and there exist correction methods for some
of the 3D phenomena which have been used to model kite aerodynamics in cases where speed is
more relevant than accuracy. Such are the cases of Breukels [4] and the follow-up work of Bosch [20],
where CFDdata is used to create a correlation framework such that the aerodynamic coefficients can
be calculated as a function of the camber, angle of attack and thickness.

3.2.3. Potential flowmethods
In the middle ground between speed and accuracy are the potential flow methods. In potential flow
methods, the flow around an object is reduced to a surface problem, assuming that the flow is irrota-
tional and often also incompressible and inviscid. The flow affected by the wing is represented by a
set of vortices, which induce a velocity at each point according to the Biot-Savart law. The vortices
create an irrotational flow everywhere except at their centre, where there is a velocity singularity. The
lift generatedby a vortex is thenproportional to its vortex strength, related to theKutta-Juckowski the-
orem [29]. These vortices are called ”vortex particles” when positioned discretely, ”vortex filaments”
when positioned continuously in closed loops, and ”vortex sheets” for continuous surfaces.

Vortex particle methods
In vortex particle methods, vortex particles are placed in space in order to represent the behaviour of
the flow. The point vortices are located wherever the model wants to describe vorticity, typically at
the nodes of a uniform grid [30]. In most cases, the vorticity of each particle is distributed as a blob
of a small finite radius [31].
The advantage of these methods is that the particle discretisation provides a close representation of
the flow physics it aims to model. Moreover, given its flexibility, it is very suitable for modelling flows
around a morphing body, such as a soft kite. This method has not been used specifically for soft kites
so far, although it has been used to solve the aerodynamics around membrane wings. Michelin et al.
used this method to study the 2D flapping dynamics of an elastic flag [32] and to study the effect of
flexibility on the propulsive characteristics of insect-inspired flight [33].
Although this method could model the aerodynamics of a soft kite, its computational cost is rather
expensive, considering that simpler methods have been shown to be accurate, as in the case of Van
Kappel [34].

Vortex filamentmethods
In a vortex filament method, the point vortices are arranged into deformable lines (or filaments) of
vorticity instead of discrete points. These methods are based on the Helmholtz and Kelvin theorems,
stating that the vorticity tubes retain their identity and move as material elements in an inviscid flow
[31].
The most widespread model in this category is Prandtl’s lifting line theory (LLT). In its original form,
the chordwise circulation at any spanwise location is replaced by a single concentrated vortex, creat-
ing a single filament, or lifting line, that is positioned at the quarter chord length (close to the aero-
dynamic centre). Since, according to Kelvin’s theorem, the circulation must form a closed loop, the
circulation system ends up being formed by a horseshoe vortex that closes infinitely downstream. Al-
though this method is originally inviscid, modifications have also been proposed in order to include
the non-linearity of the lift coefficient due to viscous effects.
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Leloup [21] uses LLT in conjunction with 2D linear airfoil coefficients and pressure distributions cal-
culated with XFOIL to model the loads on an LEI kite. The results are validated against the CFD
simulations of Maneia [35], showing good agreement in the linear region of the lift coefficient, while
the model struggles to reproduce the flow with significant separation, as Cl was assumed to have a
constant slope.
Graf et al. [36] uses 2D RANS calculations of flow around airfoils in conjunction with LLT to account
for 3D flow phenomena in order to model the flow around rigid wing sails. The results are compared
to 3D RANS simulations for different test cases and for the sail wing, showing good agreement be-
tween the twomodels for angles before stall, while for larger angles of attack, LLT is not able tomatch
RANS simulations and even struggles to converge.
Duport [22] extended themodel createdbyLeloup to include thenonlinear behaviour of the lift coeffi-
cient, usingXFOIL to calculate 2Dcoefficients. The results are again comparedwithCFDsimulations,
using NACA airfoils as a reference, showing good agreement of the lift coefficient for a large range of
angles of incidence and sideslip, although there ismore disagreement in the drag coefficient for large
angles of attack.
Anothermethod similar to LLT is the so-called vortex step orWeissingermethod (VSM), which differs
fromLLT in the position of the control points, located at 3/4-chord instead of 1/4-chord. At this point,
the tangential flow condition is imposed [37]. This is based on the theorem of Pistolesi, which states
that the correct lift associated with vorticity is given by the angle of attack at 3/4-chord [38].
Amodificationof thismethodwasproposedbyRannenberg [3], basedonaworkdevelopedbyPiszkin
et al. [37], that takes into account sweep angles and low aspect ratios. This implementation was
later used by Makani in collaboration with NREL to model a rigid wing kite [2]. According to this
article, a comprehensive verification of this method should be expected soon, although it has not
been published yet. Nevertheless, the results are comparedwith XFLR5, with promising results, even
for large angles of attack.

Vortex panel methods
Vortex panel methods allocate the surface area in closed rings that can either model a thickness-free
profile or wrap its contour with these rings to take into account the thickness.
The first group are called vortex lattice methods. These methods are still relatively simple and, at
the same time, are able to model fairly well low-aspect wings, but with the main drawback that the
thickness and viscosity are neglected. In order to overcome this problem, several approaches can be
adopted, all of which increase the computation time of the solver.
VanKappel [34] implemented anonlinear VLMwith a viscous angle of attack correction, usingXFLR5,
for the aerodynamic analysis of soft kites. This model was first proposed by Horsten [39] and further
developedbyGaunaa [40], where notable improvementwas shownwhen comparing to experimental
data and CFD results. The results from Van Kappel show that this model is comparable to 3D RANS
simulations for a large range of angles of attack, although the run time is of the order of hours for
each flow condition and is therefore not suitable for this approach.
Another example of a VLM is the case of Leuthold [15], where a VLM is coupled with a multiple wake
panelmethod inorder to solve theaerodynamicsof soft kiteswithout theneed for 2Dairfoil data. This
resulted in a relatively fast model compared to Van Kappel, with good results, compared to CFD data,
in the rangewhere there isnoflowreattachment,while themodel struggles tomodel theaerodynamic
forces for larger angles of attack.
The second type of vortex panel method is the one that takes the thickness into account by mod-
elling the upper, lower and edge surfaces. These are the so-called 3D panel methods. These methods
are found not to be very convenient to model kite aerodynamics for several reasons; first, 3D panel
methods are limited to small regions of separation, while if large regions of separation occur, such
as behind the leading-edge tube of the kite, 3D panel solvers become unstable [41], second, an ac-
curate solution of the 3D panel method formulation requires the panel size to be comparable to the
body thickness, which for a thin membrane makes it very computationally expensive [15] and finally,
viscous corrections of these methods are still very limited.
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3.2.4. Computational fluid dynamics
Models based on computational fluid dynamics (CFD) analyse fluid flows using the Navier-Stokes
equations with different approximations. Depending on the assumptions, different models, with
higher and lower complexity, can be obtained. From lower to higher complexity, themost commonly
usedmodels are theEuler equations, Reynolds averagedNavier-Stokes (RANS), large eddy simulation
(LES) and direct numerical simulation (DNS) [42].
Thesemethods are usually quite accurate, although their computational cost is high,mainly because
they require a very fine mesh to model the dynamics of the flow. In an FSI problem like the soft kite,
this mesh would have to be created every time the structure deforms, proving infeasible for non-
steady-state cases.
Even so, thesemethods serve as a very good comparison for evaluating simplermodels, such as those
discussed above. In this line, Maneia [35] performed a CFD study of a curved wing with NACA and
Clark-Y airfoils with RANS modelling, which has served for benchmarking multiple subsequent stud-
ies with simpler models.
Finally, the v3 LEI kite has been analysed using RANS simulations in two studies. The first study,
by Demkowicz [43], analyses the aerodynamic performance of the wing without struts. The simula-
tions are carried out in the open CFD software of OpenFoam, using a RANS solver with transition
modeling. This study was followed by Lebesque [44], where the wing with the inclusion of chordwise
struts is analysed, using the same simulation setup as the one ofDemkowicz to assess the effect of the
inclusion of struts. From the comparison between the two, it is concluded that the addition of chord-
wise struts does not have a significant effect on the aerodynamic forces. Furthermore, the results of
both studies are compared to experimental data, showing big discrepancies between experimental
and simulation results. Nevertheless, these studies are particularly important as they can serve as a
benchmark for the current aerodynamic model.

3.3. Kite structural models
Several structuralmodels have beendeveloped in the last few years tomodel the structural behaviour
of soft kites, with ranging model complexity and calculation times.
A small overviewof thesemodels is graphically represented in Figure 3.1. Given the focus of thiswork,
only a small overview of these is given. For a more detailed description of the different models, see
Breukels [4] and Bosch [20], both of whom pursued a work based on this area.

Figure 3.1: Kite structural models sorted by calculation time and degrees of freedom [20].



3.3. Kite structural models 14

Poland’s particle systemmodel
J. Poland, a fellow student from TU Delft, developed the structural model to be used in this project.
The key assumption of this particular model is the following: ”one can describe the shape of the V3
using a wireframe wing model represented by the bridle line attachment points, whose coordinate
changes are modelled using a bridle line system model and ballooning relations.” (p.33) [1].
This assumption implies that the overall shape of the kite is assumed to be mainly dominated by
the bridle system configuration and the tension on the membrane canopy, while some more minor
effects, like the canopy billowing, are related to the aerodynamic forces.
The kite wing is represented by spanwise sections, each consisting of a LE tube, two struts and the TE
membrane ( see Figure 3.2). These segments are attached to the bridle line system in each corner of
the respective kite segment.

Figure 3.2: Two images of the V3 kite. The red quadrilateral indicates one of the spanwise segments, and the red circles
indicate the bridle fan [1].

The kite wing is discretised in N panels, representing one wing segment each. The LE and lateral
struts of each segment are assumed tomaintain a constant length, while theTE represents the canopy
membrane and can vary in length due to the effect of billowing, which is modelled using empirical
relations that correlate the powering state of the kite to the extension of the TE.Moreover, it is also as-
sumed that each panel does not bend, meaning that the lines defining the edges are and stay straight.
In this approach, no structural properties are modelled, meaning that, excluding the billowing effect,
the shape deformation can be resolved using only pure geometrical inputs. This is possible through
the geometrical constraints induced by the bridles and not by forces acting against the structural
resistance of the wing and the bridles.
The bridle line system ismodelled using variousmodels with differing fidelity. The one that results in
more accurate results is the particle system model since it can overcome the limitations of the other
tested approaches, based on trilaterationmodels, which are limited by the impossibility of represent-
ing slacking bridles or asymmetric deformation.
The PSM models the bridle lines, described by the connection between nodes or particles (see Fig-
ure 3.3), as spring-damper elements. These elements exert a forcewhen tensioned andno forcewhen
compressed. On the other hand, the wireframe model of the wing is also defined by spring-damper
elements, but the elements exert force in both directions.
The remaining forces that this model uses as input are aerodynamic. For simplicity, Poland assumed
the aerodynamic force to act in the middle of each panel, with a perpendicular direction to it. The
force on each corner point is assumed uniform locally in both the chordwise and spanwise direc-
tions, meaning that each corner point is attributed 25% of the force of the corresponding panel (see
Figure 3.4).
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Figure 3.3: Representation of the PSM, where each dot
represents a particle [1].

Figure 3.4: Representation of the lift force in the PSM,
perpendicular to each panel segment [1].

Then, the damping, spring and aerodynamic forces are translated into the particles or nodes, and a
systemof differential equations is created, which is solved using anODE solver. At each iteration, the
new position of the particle system is an outcome of force equilibrium.
The spring stiffness and damping terms are non-physical, making the PSM pseudo-physical. These
non-physical terms are needed for the dynamic simulation to remain stable during the transient
phase. Nevertheless, as only the steady-state solution is sought in this model, transient phase effects
can be neglected. The criteria for selecting these values is that substantial stretching in the bridle
lines is unlikely, as no significant stretching is observed with photogrammetry.
The PSM showed good agreement with the photogrammetry measurements for symmetric deforma-
tions using a 9 plate PSM. On the other hand, no reliable measurements could be retrieved for asym-
metric deformations, so only a qualitative assessment was made, showing that there is a disagree-
ment with the test data, as the resulting slack of some bridle lines is much lower than it should.
Nevertheless, one important source of error is the assumed lift distribution, which is a broad estima-
tion of the aerodynamic forces. In this project, the aerodynamic forces will be studied in more detail,
hopefully increasing the accuracy of the deformation model.

3.4. 2D airfoil models
As the title of the thesis reflects, the objective is to obtain a fast, yet accurate model. Of the mod-
els discussed in section 3.2, potential flow methods are found the most suitable for this application.
Models based on potential flow do not take into account viscosity per se. If this effect is to be taken
into account, the 2D polars of the aerodynamic sections are needed. This section discusses different
possibilities to obtain these 2D polars, with differing ranges of fidelity.

2D panel method
On a 2D panel method, the airfoil contour is wrapped in finite vortex filaments. One of the most
known airfoil analysis codes using this method is XFOIL, which also has the option to implement a
viscous correction and is especially suitable for rapid analysis of subsonic airfoils [45]. This model
has been extensively used for the design and analysis of airfoils, as it shows excellent accuracy com-
pared with high fidelity methods when analysing common airfoil shapes, although there is a general
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tendency to delay stall [46].
However, how this model predicts the flow around an LEI airfoil is unclear. Due to the strong cur-
vature of the airfoil and the large wind shadow behind the LEI tube, large recirculation regions are
observed. XFOIL can handle small separation regions, but the results deviate from reality when the
separation gets larger or extends into the wake [4]. Furthermore, due to limitations in the code, it
is not possible to place the panels on the actual camber lines of the LEI profile, so a geometrical
modification of the original profile is required. This smoothing of the geometry has been done in
different ways depending on the study, which changes the resultant airfoil data [18], [34]. This ge-
ometric modification should be done for every local airfoil, and even if this process is automatised,
the computational time would be increased. For these reasons, this model is considered unsuitable
for the current analysis.

CFD
In the ideal case, an extensive database of higher fidelity analyses would be available to make airfoil
data available for different Reynolds numbers, camber, and LE thickness. Using such a database,
one could interpolate each section’s coefficients depending on its geometry. Unfortunately, such a
database for LEI airfoils is not available. There are few studies analysing the flowpast an LEI airfoil us-
ingCFDanalysis, and even fewer are devoted to this extensively. Folkersma et al. [47] performa study
for a wide range of Reynolds numbers while maintaining the airfoil’s geometry. The analysis is based
on RANS modelling, and its primary goal is to study the effects of the laminar to turbulent boundary
layer transition, using the SST turbulence model in combination with the γ − R̃eθt transition model.
The results are compared with fully turbulent simulations and validated with one experimental case
[48]. The analysed airfoil has a thickness ratio of 9.25% and a camber of around 5%.

Breukels’ regressionmodel
Currently, there is only one model able to generate viscous data for LEI airfoils that is adaptable to
changes in the geometry and that is simple and fast at the same time, which is Breukel’s regression
model. To create such a model, 2D RANS simulations are carried out on LEI airfoils with varying
thickness (t = 15− 25%), camber (κ = 0− 12%) and angle of attack (α = 0− 25◦). From the resulting
data, a polynomial regression model is created for the lift, drag and moment coefficients, i.e. the
aerodynamic coefficients are represented as polynomial functions of the airfoil characteristics:

Cl = f(κ, t, α)

Cd = f(κ, t, α)

Cm = f(κ, t, α)

(3.1)

Experimental data
Experimental data is helpful for comparison to check the accuracy of the different analyses. However,
if there are not many CFD analyses dedicated to LEI airfoils, the existing experimental studies are
even scarcer.
For the comparison of the analysis methods shown above, the measurements of Boer [49] are used.
In this study, a two-dimensional sail wing is tested at different angles of attack and different slacks of
sail. The tested model is composed of a cylindrical bar with a fabric wrapped around it so that it is
possible to give slack or stretch the fabric by rotating the cylinder. The fabric is made of Dacron, and
its porosity was measured with a Gurley meter and considered negligible. The airfoil has a thickness
ratio of 9.33%and a camber that depends on the slack and the inflow conditions. For the comparison
below, the case with no slack is selected, which resulted in cambers from 3− 8%.

3.4.1. Model comparison
The results of the comparison are displayed in Figure 3.5 for two different cambers, corresponding to
the camber found in Boer’s experiments. Overall, the results from Breukels’ model are closer to the
experimental measurements, although there are some visible differences.
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Figure 3.5: Comparison of airfoil data from a LEI airfoil. Experimental data [49] represented by markers, RANS simulations
[47] by dotted lines and Breukels’ regression model [4] by continuous lines.

Breukels’ model predicts a higher lift slope and a lower zero angle of attack on the lift curve, while the
RANS simulations match the experimental data better. In addition, the stall angle in Breukels’ model
is delayed compared to RANS simulations around 2◦. However, there are not enough measurements
to check the stall in the experimental data for comparison.
On the other hand, the drag coefficients better match the experimental results in Breukels’ model,
although they are a bit overestimated. The RANS simulations of Folkersma underestimate the drag,
and the stall behaviour is more abrupt than Breukels’, which is caused by a rapid movement of the
separation point to the leading edge, causing a substantial increase in pressure drag [47]. The regres-
sion model can not handle these rapid changes in lift and drag coefficients because the polynomials
are of too low order.
The ratio Cl/Cd, an essential parameter in LEI kites, as it is directly related to the amount of energy
produced, is much closer to the experimental measurements in Breukels’ model, both in magnitude
and in the angle of attack of maximum efficiency.
Lastly, from the models compared above, the only one with available moment coefficient data is the
Breukels model. Figure 3.6 shows the moment coefficient of the airfoil as a function of the angle of
attack, where it can be seen how the moment coefficient increases with camber in the same way that
occurs in conventional airfoils. However, the magnitude of the moment coefficients is significantly
higher than the CFD results used to create the correlation model, where the maximum values were
around −0.3. Furthermore, looking at high-cambered airfoils, the values are not found to go past
−0.4 [50]. Although the moment coefficient is not relevant when calculating the aerodynamic forces,
it is relevant for the coupling with the structural model since it will affect both the equilibrium point
of the kite and the deformations it undergoes. Therefore, it is emphasised that the results, especially
for high angles of attack, yield moment coefficients with much higher values than the ones found for
other high camber airfoils in the literature, which questions the accuracy of the Breukels model on
this coefficient.
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Figure 3.6: Airfoil moment coefficient for two different camber, calculated with Breukels correlation model.

Based on the few available measurements, it is difficult to determine how accurate the models are.
Both CFD and Breukels’ analyses show similar trends to the experimental data. However, due to
the ability of Breukels’ model to adapt to different airfoil characteristics and calculate airfoil data,
including the moment coefficient, with minimal computational cost, it has been chosen as the most
suitable for the current application. However, thismodel hasmuchmargin for improvement, as some
critical factors are not included in the regression model. Although the refinement of the polynomial
regression model is considered out of this project’s scope, some ideas are presented below.
Thepolynomial regressionmodel of Breukels dependson the camber, thickness andangle of attackof
the airfoil. In his simulations, Breukels did not include the influence of the Reynolds number. From
inflight data of the v3 kite, it is known that the apparent wind speeds range from 3 –26ms−1 [14],
which corresponds to Reynolds numbers at the root from 5 × 105 –4.5 × 106. This variation is even
higher considering that the chord changes along the span. The effect of the varyingReynolds number
is seen on Figure 3.7, where the turbulent RANS simulations are shown. As the Reynolds number
increases, the stall gets delayed and the value of Clmax increases significantly. In contrast, the drag
coefficient gets generally smaller with increasing Reynolds number. In order to have a better model,
this parameter could be added to the regression model.
Finally, as pointed out by van Kappel [34], the approach in which the polynomial functions are ob-
tained could be made in a more efficient way. Breukels uses the One-Factor-at-A-Time (OFAT) ap-
proach, where one individual design variable is varied while keeping the rest constant. On the other
hand, van Kappel proposes a D-optimal design [51], which would reduce the required number of
simulations up to 50%
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Figure 3.7: Lift and drag coefficients obtained using a fully turbulent RANS simulation [47].



4
Aerodynamic model definition

This chapter defines the aerodynamic model chosen for this project, which will be used as part of
the aeroelastic model of the kite. First, the rationale for the choice is explained (see section 4.1),
followed by a brief historical overview of the development of this model (see section 4.2). Next, the
assumptions necessary to apply the model are presented (see section 4.3). Then, the parts of the
model shared between the LLM and the VSM are explained (see section 4.4), followed by the specific
characteristics of both models (see sections 4.5 and 4.6). Finally, the model to obtain the 2D airfoil
polars is defined (see section 4.7).

4.1. Model selection
The aerodynamic model used as the aerodynamic solver within a partitioned FSI model must meet
the following requirements: fast computational speed, adaptability to unconventional geometries
and low aspect ratios, and non-dependant on 3D empirical data.
In the previous section, a review of the different solvers that can be used to model the aerodynamic
forces on an LEI kite is done. From this, it has been seen that potential flow methods are the best
candidate for the degree of accuracy and speed that is being sought, as they can provide a level of
accuracy similar to CFD simulations while reducing the computation time drastically.
Within the potential flow methods, three models are highlighted for their performance and speed,
namely the vortex-lattice method (VLM), the lifting line theory (LLT), and the vortex step method
(VSM). With both VLM and LLT, some studies have achieved results with accuracy similar to CFD
simulations, although with LLT, the computational time is much shorter.
The main problem with LLT is that it does not give accurate results for unconventional geometries,
such aswingswith high dihedral and sweep angles and low aspect ratiowings. Based on the reviewed
studies, this problem seems to be solved with the VSM, with a computational time of the same order
as the LLT but with more accurate results analysing unconventional geometries.
Consequently, the VSM has been chosen as the aerodynamic solver for the current FSI model. Never-
theless, an LLT will be developed in parallel to compare both models and evaluate the improvement.

4.2. Background and introduction
Vortex filamentmethods are based on Prandtl’s classic lifting line theory. Since its introduction at the
beginning of the 1900s, it has proven to predict the flow past moderate to high aspect ratio unswept
wings in incompressible flows with surprising accuracy. The usefulness of this tool is so remarkable
that even today, it is widely used in the preliminary calculation of aerodynamic characteristics of
finite wings [29].

19
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Prandtl’s method uses a single unswept bound vortex to model the circulation around the wing. Due
to theHelmholtz theorem, a vortex filament cannot end up in the fluid. Hence, the vorticity system is
composed of a set of horseshoe vortices, defined by a bound vortex and two trailing vortices, which
are closed at infinity. At any spanwise position, the variation of the strength of the bound vortex Γ is
shed as trailing vorticity, which causes induced velocities along the span and modifies the effective
angle of attack seen by the wing. The lifting line is assumed to be unswept, so the bound vortex at
one section does not influence the downwash in other sections. Therefore, the downwash is only
induced by the trailing vortices and evaluated upstream of the vortex wake. For its implementation,
the classical Prandtl’s LLT assumes a linear slope for the lift coefficient of the airfoil sections that
compose the wing, typically with a value close to 2π [52].
Nevertheless, the drawbacks of this method are evident, as it results in significant errors for uncon-
ventional airfoils and near stall flow conditions, and no profile drag can be estimated. That is why,
once the effectiveness of this method for flow prediction on wings with small angles of attack was
demonstrated, the focus was on whether it could be modified to take into account the nonlinear na-
ture of the lift slope, especially for angles near stall. Tani [53] is believed to be the first to develop a
lifting line method capable of working with nonlinear slopes. His method assumes an initial bound
vorticity Γ distribution, which is used to calculate the induced velocities and angles of attack along
the span. The angle of attack distribution is then used to look at the corresponding Cl using the lift
data for each section. From this distribution of Cl, the Γ distribution is recomputed using the Kutta-
Juckowski theorem. Then, this iteration is carried out until Γ converges [54].
This method was later explained in detail in the NACA report by Sivells and Neely [55] in 1947, where
a tabular procedure for hand-calculation of the method is presented. Using this method, an analysis
of wings up to the onset of the stall was performed, i.e. until the angle of attack at which some section
of the wing has a Cl equal to the Clmax of the airfoil. At higher angles of attack, where the lift slope
becomes negative for some sections, this procedure did not converge to a correct solution.
In [56], Searsmentions that VonKarman realised that Prandtl’s LLThas nonunique solutions for cases
where the lift-slope isnegative, corresponding to the twoanglesof attack thathave the sameCl. These
nonunique solutions can lead to both symmetrical and asymmetrical lift distributions even with a
symmetric geometry and flow. This outcome was further investigated by Schairer [57], under the
supervision of Sears. Some of these results are presented in [56], which show solutions with asym-
metric lift distributions with large associated rolling moments for a small range of angles of attack
just after stall [54]. Sears points out that the choice between the symmetric and asymmetrical solu-
tion requires the solution of the relative stability of the two flows and concludes that there is a need
for further progress on the analysis of wings near and post-stall.
All these were examples of lifting line models where the lifting line is assumed to be straight, so the
contribution of the lifting line itself to the downwash is not taken into account. For a more general
case inwhich the lifting line is able to curve, thedownwashof theboundvortexhas tobe taken into ac-
count, which is not possible using the conventional LLT, as the lifting line has an infinite self-induced
velocity. In order to get around this problem, a different boundary condition should be defined, in
which the angle induced by the system of vorticity is evaluated at a different chordwise location [58].
The first to propose this alternative formulation to the classical LLT was Weissinger [59]. Similarly
to the LLM, the model presented by Weissinger uses a single chordwise row of horseshoe vortices,
with the bound vortex laying at the local quarter-chord of each section. The boundary condition of
zero normal flow is imposed at the control point, located at the three-quarter chord. The 3/4-chord
location is chosen because the downwash there, in the 2D case, is equal to the zero-lift line angle of
attack, which results in the correct magnitude of the lift force. This method is commonly referred to
as the vortex step or Weissinger’s method.
Pizkin and Levinsky [37] later developed a nonlinear VSM partly based on the iterative method pro-
posed by Tani. The motivation was to create a model able to predict adverse wing stalling charac-
teristics, such as wing drop or loss of roll control. Following Sears and Von Karman’s observations,
these characteristics were believed to be caused by the asymmetric lift distribution on fully or par-
tially stalled wings. Unlike in the classical LLM, where the effective angle of attack is calculated as a
part of the solution, the change in the control point of the VSM poses a difficulty in that sense. They
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overcame this problem by defining the effective downwash angle as α3D − α2D, where α3D is the
downwash angle at the control point resulting from the entire vortex system and α2D is the induced
angle from an infinite bound vortex located at the quarter-chord with strength equal to the horse-
shoe vortex in question. With this method, different wing planforms and airfoils were studied. The
results confirmed that multiple solutions are possible for the lift distribution with post-stall angles
of attack depending on the initial approximation of the circulation distribution. Some of them are
asymmetric, even with a symmetric geometry and flight condition. Like in the case of Sears, a need
for a method for calculating the relative stability of the different solutions is emphasised.
A few years after Pizkin and Levinsky’s study, Anderson, Corda, and Van Wie [60] developed a non-
linear lifting line method and applied it to wings below and above stall. McCornick [61] presents a
similar, independently developed approach where a nonlinear LLM is used to study the loss in roll
damping for awing near stall. In both these approaches, no asymmetric lift distributionswere shown
even with an initial asymmetric distribution, which differs from the observations of Sears and Levin-
sky.
More recently, Rannenberg [3] developed a VSM, based on the principles derived by Pizkin and Levin-
sky, that considers sweep and low aspect ratio and imposes the tangential flow condition at the three-
quarter chord. This method was later used by the Makani team in collaboration with NREL in order
to develop KiteFast [2], a tool for calculating the aerodynamic characteristics of rigid kites. According
to Damiani, the primary author of the report, this method promises accurate solutions for both low
and high aspect ratio wings of different shapes, including wings with sweep and dihedral.

4.3. Assumptions
The assumptions made regarding the flow properties are presented below, which are consistent with
both the LLM and the VSM implemented in this project:

• The flow can be divided into two regions, the inner and outer region. On the one hand, the
flow in the inner region represents the airfoil properties, which can be obtained with various
methods, and where viscosity can be considered. On the other hand, the flow outside the re-
gion of the airfoil is inviscid, irrotational and incompressible in order to obtain a potential flow
solution.

• The Kutta–Joukowski theorem is fulfilled in each wing section, linking the inner and the outer
regions.

• The flow is quasi-steady, meaning that every flow condition can be solved solely in the spatial
domain.

• The starting vortex is far downstream, and its influence can be neglected.

4.4. Vortex filamentmethods
This section explains the theorems and considerations shared by all models based on the discretisa-
tion of the wing by means of horseshoe vortices.
In vortex filament methods, the vortex particles are arranged into strings, which form a vortex line
or filament. These filaments must follow the rules postulated by the Helmholtz and Kelvin theorems
[52]:

• Kelvin’s theorem: The time rate of change of circulation around a closed curve consisting of the
same fluid elements is zero.

• Helmholtz First Theorem: The strength of a vortex filament is constant along its length.
• Helmholtz Second Theorem: A vortex filament cannot start or end in a fluid; it must form a

closed path or extend to infinity.
• Helmholtz Third Theorem: In the absence of external rotational forces, an initially irrotational

fluid remains irrotational.
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4.4.1. System of vorticity
This lifting line is commonly definedaspassing through the aerodynamic centre of the airfoils of each
wing section. This location follows fromthin airfoil theory (TAT) and is convenient since it is thepoint
where the moment coefficient of the airfoil does not vary with the angle of attack. The aerodynamic
centre of a thin airfoil for an inviscid, incompressible flowat a subsonic speed is located at the quarter
chord. Therefore this is the most common location to place the lifting line [62].

Figure 4.1: Representation of the lifting line model consisting of horseshoe vortices [52].

In addition, this lifting line formed by the bound vortices is assumed to have a variable circulation to
take into account the lift variation along the span. As a consequence, there are trailing vortices being
shed downstream at each location where a change of circulation is defined.
Two different horseshoe vortex geometries have been tested. The first one is the one proposed by
Damiani [2], in the VSM implementation developed by Makani’s team. In this, two trailing vortices
are shed from the ends of the bound vortex in the direction of the inflow velocity towards infinity.
The second onewas proposed by Rannenberg [3], where a VSM is also implemented. In this case, the
two trailing vortices follow the airfoil chordwise direction until the trailing edge, and from there, they
follow the direction of the inflow velocity towards infinity.
These two geometries were tested in the validation phase with different wing geometries. The ge-
ometry presented by Rannenberg resulted in much more accurate results compared to analytical,
CFD and experimental solutions, so it has been decided to implement the latter. Moreover, defining
the trailing vortices following the chord direction makes a more faithful representation of the flow
through the wing. In Figure 4.2, the schematic of this geometry for a wing panel can be seen.
Helmholtz’s second theorem states that a vortex filament can not start or end in space, so the trailing
vortices are assumed to form a closed loop infinitely downstream. Each of these closed loops is also
knownasahorseshoevortex,withwhich thecirculation system isdefined (seeFigure4.1). InPrandtl’s
classical lifting line theory, the trailing vortices are solely responsible for inducing the downwash,
which modifies the local angles of attack. On the other hand, in a more general case where the lifting
line is not straight, such as the currently studied VSM, the entire system of vorticity plays a role in the
change of the sectional angle of attack [58].
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Figure 4.2: Representation of the horseshoe vortex geometry.

4.4.2. Computation of induced velocities and core vortex correction
A vortex filament induces a flow field to the surrounding space. The magnitude and direction of this
induced flow field can be calculated with the Biot-Savart law. Imagine a curved vortex filament with
constant vortex strength Γ. The velocity induced by a segment dl to an arbitrary point P is defined by

−→
d −→w =

Γ

4π

−→
dl ×−→r
|−→r |3

(4.1)

In the development of the LLT and the VSM, the Biot-Savart will be applied to a number of straight
vortex paths, with each wing section consisting of 5 vortex filaments, as seen on Figure 4.2.
For a linear path between the pointsA andB (as visualised in Figure 4.2), the induced velocity at the
point P is defined by:

−→
U A,B(P ) =

Γ
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−−→
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∣∣∣2
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 (4.2)

For a straight filament in the direction of the airspeed that goes from point C to infinity, represented
by P∞ = A + sv̂a, where v̂a is the unitary vector of the airspeed, the induced velocity at the point P
can be expressed as:

−→
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(4.3)

The last interesting case to look at, which will be discussed in the VSM, is an infinite vortex filament.
In that case, the induced velocities can be expressed as

−→
U −∞,∞(P ) =

Γ

2π

−−→
AB ×

−−→
MP∣∣∣−−→AB ×
−−→
MP

∣∣∣2
−−→
AB (4.4)

where M is the position vector of the midpoint from −−→
AB.
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All of the cases just defined have a singularity as the point P approaches the vortex filament, which is
seen in Equation 4.1, where the velocity tends to infinity as the radius goes to 0. In order to avoid this
discontinuity, a vortex core correction is applied, in which a vortex core radius is given to each vortex
filament, assuming a viscous core inside the radius, that is, a solid-body like rotation, and a potential
vortex outside the core edge. Therefore, if the distance from the point to the filament is smaller than
this radius, the induced velocity is made to increase linearly up to the vortex core radius, in the same
way as a Rankine vortex. Furthermore, the vortex core radius is calculated differently for the bound
and trailing vortices, following the approach of Damiani [2].
To sum up, the velocities induced by a horseshoe i to a point j can be described as defined in Equa-
tion 4.5:
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where the pointsAi,Bi,Ci,Di are represented in Figure 4.2, ϵ1 and ϵ2 are the core radius of the bound
vortex and the trailing vortices, respectively, and P ′

j is the radial projection of Pj at the vortex core
edge (see Figure 4.3).
The vortex core radius for the bound vorticity is fixed by a cut-off radius parameter δ, as shown in
Equation 4.6, which is set to 0.01, following the approach of [63].

ϵ1 = δ|
−−→
AB| (4.6)

For the trailing vorticity, the vortex core radius is given by Equation 4.7, which models the viscous
core growth using the Lamb-Oseen semi-empirical model [64]:

ϵ2 =

√
4α0ν

|−→r ⊥|
U∞

(4.7)
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where α0 is the Oseen parameter that is 1.25643, ν is the kinematic viscosity of air and −→r ⊥ is the
position vector fromAi orBi to theprojectionofPj onto the vortex center-line, as shown inFigure 4.3.

Figure 4.3: Diagram showing the relevant points and vectors for the trailing vortex core correction [2].

4.4.3. Aerodynamic influence coefficient (AIC)matrix
Once the horseshoe vortex system and the control points have been defined, the AIC matrix can be
computed. The purpose of this matrix is to achieve a way to calculate the relative velocity in each
wing section in a fast and efficient way.
The matrix has dimensions ofN ×N , whereN is the number of horseshoe vortices. Each element of
the matrix represents the velocity induced by a horseshoe vortex to a certain control point, assuming
a unit circulation strength for all vortices. These induced velocities are calculated according to the
equations presented in subsection 4.4.2. In this manner, the velocities induced by a random circula-
tion distribution can be solved with the following system of equations, which speeds up the iterative
process considerably:

−→u =
−−→−−→
AICu

−→
Γ

−→v =
−−→−−→
AICv

−→
Γ

−→w =
−−→−−→
AICw

−→
Γ

(4.8)

4.4.4. Circulation distribution calculation
A generic lifting line fundamental equation is used to create a constraint for the distribution of circu-
lation, following the approach implemented in KiteFast [2]. This equation can be derived from the
Kutta-Joukowski law (Equation 4.11) as:

ρ
∣∣∣−→U∞ ×

−→
Γ j

∣∣∣− 1

2
ρ
∣∣∣−→U rel × ẑairf

∣∣∣2 cCl(αEFFj
) = 0 (4.9)

where ρ is the air density,−→U∞ is the free-streamair velocity vector,−→Γ j is the circulation vector at each
section, ẑairf is the local unit vector along the airfoil z-axis, c is the local chord length, Cl(αEFFj

) is
the 2D lift coefficient as a function of the effective angle of attack αEFFj .
By solving the system of equations in Equation 4.9, one for each control point in the VSM model, the
circulation system can be resolved. The unknowns in Equation 4.9 are−→

Γ ,−→U rel and αEFF . The latter
two, in turn, are a function of the induced velocities and can therefore be expressed as a function of
−→
Γ .
With all variables set as a function of Γ, the system of equations is solved by an iterative process,
similar to the first one proposed by Tani [53]. It has to be noted that for most cases, this method
requires a relaxation factor, which is defined as an input.
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4.4.5. Swept flow
In this section, an attempt will be made to illustrate the aerodynamic mechanism of sweep and how
this effect will be taken into account in the aerodynamic model.
Todo so, consider a longwingmovingperpendicular to the inflowvelocity, as shown inFigure4.4. The
wing is subjected to the velocity w; however, since the wing is moving, the resultant velocity against
the wing is the geometrical sum of u and w. In this scenario, as long as the skin friction is of little
importance, the u component does not have a significant influence on the pressure forces produced
by the component w. Therefore, the lift could be calculated as:

L =
1

2
ρACL(α)w

2 =
1

2
ρACL(α)V

2/ cos (Λ)2 (4.10)

Figure 4.4: Example explaining the cross-flow principle of swept wings.

Experimental results have also shown that the lift of a yawed wing is proportional to cosΛ2, which
confirms that only the component perpendicular to each local wing section effectively affects the
pressure forces [65].
In the current implementation, this is taken into account by only taking this component into account
when solving the circulation system. In Equation 4.9 this is represented by the modulus of the cross
product.

4.5. Specifics of 3D nonlinear vortex stepmethod
In this section, a VSM based on the principles described by Pizkin and Levinski [37] and Rannenberg
[3] is presented. In that sense, the system of vorticity is the same as for the LLT. The main difference,
as mentioned in the overview, is where the boundary condition is implemented, which for the VSM
lies at the local three-quarter chord. This assumption stems from Pistolesi’s theorem, which states
that the angle of attack at the 3/4 chord results in the correct lift associated with the vorticity [3].

Boundary conditions
Once the discretised system of vorticity is set, the possible solutions are given by the linear combi-
nations of each individual Γi. The lift associated with each individual section is given by the Kutta-
Joukowski law, which states

−→
L = ρ

−→
U∞ ×

−→
Γ (4.11)

In order to solve for the values of Γ, a set of boundary conditions must be defined. The classic VSM
uses theno-slip condition at the 3/4-chord,meaning that at this point−→U rel ·−→n 3/4−c = 0, where−→U rel is
the velocity taking into account the induced velocities created by the system of vorticity, and−→n 3/4−c

is the unitary vector normal to the camber line at 3/4 chord.
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The 3/4-chord location of the control point is chosen according to Pistolesi’s theorem, which states
that at this location, the downwash angle is equal to the angle of the zero-lift line of the section. This
theorem is derived from the 2D case, which can be easily verified by picturing a flat plate with an infi-
nite bound vortex at 1/4-chord (see Figure 4.5). According to TAT, the velocity normal to the surface
should be zero. At 3/4-chord, the velocities are:

Un3/4
= U∞ sinα− Γ

2πc/2
= 0 −→ Γ = πcU∞ sinα (4.12)

Figure 4.5: Flat plate representation.

Then, by applying the Kutta-Joukouski theorem (l = ρU∞Γ), theCl slope can be found by combining
it with Equation 4.12.

Cl =
l

1
2ρU

2
∞c

=
ρU∞πcU∞ sinα

1
2ρU

2
∞c

= 2π sinα (4.13)

As it can be seen, the 3/4-chord location yields the correct lift force in the 2D case, a result known as
Pistolesi’s theorem.

Relative velocity and effective angle of attack
Once the boundary condition is defined, the inner 2D region must be related to the outer 3D region
in each section, which is done by equating the velocities at the three-quarter chord position of the
two regions, as shown in Equation 4.14:

2D :
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U rel +

−→
U ind,2D =

−→
U 3/4c

3D :
−→
U∞ +

−→
U ind,3D =
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U 3/4c

}
⇒

−→
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−→
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−→
U ind,3D −

−→
U ind,2D (4.14)

where −→
U rel is the relative velocity seen by the airfoil section, −→U ind,2D is the velocity induced by the

2D section and −→
U ind,3D is the velocity induced by the 3D system of vorticity.

On more general terms, the relative velocity and the effective angle of attack at a control point Pj can
be defined as:

−→
U rel (Pj) =
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U∞ (Pj) +

−→
U ind (Pj)

−→
U ind (Pj) =

∑
i

−→
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−→
U Bi∞ (Pj)− δij

−→
U AiBi2D

]
αEFFj = arctan

−→
U rel,j · x̂airf ,j
−→
U rel,j · ŷairf ,j

(4.15)
where −→

U ind is the induced velocity, x̂airf and ŷairf are the unit vectors in the direction of the airfoil’s
x and y-axis, and −→

U AiBi2D is the induced velocity by an infinite vortex filament in the direction of
the bound vorticity. The strength of the 2D vortex is equivalent to the strength of the correspondent
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bound vortex, and it is only applied to the control point within the same horseshoe vortex, as indi-
cated by the Kronecker’s delta, which is 0 for all i ̸= j and 1 otherwise. This 2D induced velocity term
is new compared to the classical LLT, and it is added in order to generalise the formulation for an
arbitrary control point location [37].

Correction of the angle of attack
As mentioned above, this way of implementing the boundary conditions results in the correct dis-
tribution of circulation and, therefore, in the correct distribution of forces along the wing, assuming
that Pistolesi’s theorem is valid. Nevertheless, correct distributionof themagnitude of the forces does
not necessarily mean a correct orientation of these.
This concern is raised in Li et al. [66], where 2D unsteady TAT is used to argue the importance of a
consistent definition of the direction in which the lift and drag forces are defined. From this study,
two important conclusions are drawn relating to generalised lifting line methods, such as the VSM;

1. The magnitude of the quasi-steady lift should be determined by the flow at the three-quarter
chord location (same as in Pistolesi’s theorem).

2. The direction of the quasi-steady aerodynamic forces should be determined by the flow at the
quarter chord location.

Following this approach, once the system of circulation and the aerodynamics have been resolved,
the angle of attack is recalculated using the same distribution of circulation but solving the induced
velocities at thequarter chordpoint insteadof the three-quarter, which results in the correct direction
of the aerodynamic forces according to Li et al..

4.6. Specifics of 3D nonlinear lifting linemethod
In this section, an LLM based on the principles of Prandtl’s classical LLT, modified in order to include
nonlinear airfoil polars, is presented.

Boundary conditions
In the same way as in the VSM, once the vorticity system is defined, the circulation distribution is
solved by applying the Kutta-Joukowski theorem in each wing section. The only difference is that in
the classical LLT, the control point is placed at a quarter chord.

Relative velocity and effective angle of attack
At a control point Pj , the relative velocity and the effective angle of attack can be defined as:
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(4.16)

Note that the only difference is that using LLT, the term of the 2D induced velocity is not included, as
its contribution would be zero, the same as the contribution of the bound vortex.
Moreover, since the control point is located at one-quarter of the chord, it is not necessary to correct
the angle of attack of the aerodynamic forces.

4.7. 2D airfoil data
The nonlinear VSM presented in this project uses airfoil data to account for viscosity’s effects and
changes in the local airfoil geometry. As a part of an aeroelastic solver for LEI kites, which has com-
putational speed as one of the main priorities, the aerodynamic tool should meet the requirements
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of being fast, accurate and adaptable to changes in the LEI airfoil. In section 3.4, different models
were discussed and analysed. From this review, Breukel’s model is selected to generate the 2D airfoil
data due to its ability to adapt to changes in the airfoil geometry along the span and the capability
of generating the moment coefficient, which will be needed for the FSI model. Nevertheless, as dis-
cussed previously, thismodel has room for improvement, and further development is recommended,
although it is not a part of this project’s scope.



5
Data acquisition

In order to develop the aeroelastic model of the kite, data is needed on both the kite’s wing and bri-
dle system geometries. For that purpose, Kitepower B.V. has made available experimental data that
contains both video footage and experimental measurements, providing valuable data on the defor-
mations and the forces experienced by the kite in flight. Unfortunately, from analysing the footage,
it is observed that no measurement rack was present during the video recording. Therefore, it is con-
cluded that the video recording and the measurements were obtained on different flights. Because
of this, it is impossible to relate the deformations with the measured forces and inflow conditions at
each time step. For that reason, the video footage and the experimental measurements are analysed
separately, explained in more detail in sections 5.1 and 5.2. Furthermore, a 3D CAD model of the v3
kite, including the bridle system and the KCU, is also available and has already been used in previ-
ous studies to characterise the kite and analyse its aerodynamic performance [1], [43], [44]. However,
despite all this data, there are important uncertainties to be considered in both the shape of the kite
and the bridle line system layout.
Regarding the shapeof the kite, theCADgeometrydescribes theunloadedgeometryof the kite, which
is subject to change in flight due to its high flexibility. Moreover, there are differences between the
drawings sent to the manufacturer and the actual kite that is produced [20]. Ideally, the shape would
be measured in flight to ensure the same simulated geometry as the one flown in the experiments.
One possibility to obtain accurate measurements of the shape of the kite would be the use of several
inertialmeasurementunits or theuseof a 3D laser scanning technique, although suchmeasurements
are not currently available [67].
Regarding the bridle line system layout, it has been subject to continuous changes to improve the
overall performance of the kite. These changes were mainly done during experimental campaigns
on the field, and they were not tracked or measured, leaving many undefined parameters. For the
validation to be useful, especially regarding the deformations and bridle line system layout, it is cru-
cial toobtain the closest approximationpossible to the configuration thatwasflyingwhen the footage
was recorded [1].
The measurements and assumptions leading to the characterisation of the design geometry are de-
tailed in section 5.3. The specifications of the v3 kite are relevant for the AWE field because this par-
ticular model has the potential to serve as a benchmarkmodel thanks to the fact that Kitepower does
not restrict access to the v3 data to protect its IP. Furthermore, a good amount of studies have been
done on this kite, which allows using previously obtained relations and results.

5.1. Footage photogrammety
In March 2017, several experiments were conducted with the v3 kite at Valkenburg Airport in the
Netherlands. Some of these flights were recorded using a GoPro camera attached to the KCU. This
footage is used in the current study to track the geometry changes and estimate the trailing edge

30
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deformations during flight.
Since nomeasurementswere taken on the sameflight inwhich the videoswere recorded, it is difficult
to relate the images to the parameters that define the geometry of the kite, such as actuation settings
or inflow conditions. Therefore, the approach to extract measurements from the video consists of
identifying extreme states and linearising the deformation behaviour between them.
For a straight flight, the maximum and minimum powered states are identified. The powered state
occurs during the reel-out phase, where the kite produces power, whereas the depowered state oc-
curs during the reel-in phase. On the other hand, three states are identified for a turning flight: the
extremes of left and right powered turns and the straight powered flight. All these states occur during
the reel-out phase, as in the idealised path, the kite flies perpendicular to the wind during the reel-in
phase, with no turning manoeuvers.
For validation purposes, the change of various distances in the bridle line and the wing is measured
to track the changes in the geometry between the different powering states. For this purpose, the
distance between the following points, illustrated in Figure 5.1, is tracked:

• Bridle line attachment points at the tips LE.
• Bridle line attachment points at the tips TE.
• Pulleys of the bridle line system.
• Knots between the steering tape and the bridle line system.

Pulleys

Knots

LE tips

TE tips

Figure 5.1: Video still showing the points used for the geometry validation.

The bridle line attachment points to the kite are chosen because they represent a global measure of
the anhedral angle, one of the most general ways of describing the shape of the kite. In contrast, the
bridle line points are chosen to represent the changes in the bridle geometry layout. Furthermore,
the TE distances are also measured, as they are currently the chosen method to consider the canopy
billowing changes in the kite. All these distances are compared based on their relative differences,
expressed as percentages, because there is no known absolute distance, as the kite deviates from its
unloaded shape during flight.

5.1.1. Analysis setup
The video stills used for the photogrammetry analysis are retrieved fromPoland [1], who analysed the
experimental recordings in detail and extracted several frames of the extreme states using visual and
audible inputs. However, several distortions must be considered and removed from each selected
video frame before comparing the extracted lengths.
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On the onehand, the camera uses awide-angle lens that causes a distortion effect generally knownas
fish-eye, which canbe removed inmost photo editing software. In this case, GIMP is used since it was
the software used by Poland, and the manual distortion settings applied in his study are known and
reproduced [68]. The criteria for choosing these settings is based on the assumption that a straight
horizon corresponds to an undistorted image.
On the other hand, the images appear in perspective view, i.e. the size of objects depends on how far
away they are from the viewer. Although the camera is fixed to the KCU, several effects can change
the line of sight and angle with respect to the kite. These changes can be summarised by the KCU
swing, the kite pitching motion and the deformation of the kite.
The KCU swing refers to the change of position of the KCU with respect to the kite. The change in the
aerodynamic forces partly causes thismovement duringflight, which causes a tilt in the aerodynamic
force vector. This tilt can either be in the chordwise direction, between powered and depowered
straight flights, or in the spanwise direction, between straight and turning flights. Furthermore, due
to the relatively largeKCUmass (almost the sameas themassof the kite), theKCUcarriesmomentum,
which even induces a non-negligible roll moment on the kite [69].
The line of sight can also be affected by the pitching and deformation of the kite. The pitching of
the kite is controlled by the power setting (up), which is found constant during reel-in and reel-out
phases [1], [14]. Both the pitching and the loading conditions affect the shape of the kite, which also
affects the line of sight to the different elements of the kite (see Figure 5.2).

(a) Pitching effect (b)Deformation effect

Figure 5.2: Simplified 2D representations on how the deformations and pitching of the kite can affect the line of sight [1].

The changes in perspective can be dealt with if a distance is known to remain constant. Following
the approach of Poland, the length of the struts is assumed constant so that the relative difference
between powered and depowered states can only be attributed to a change in the line of sight and
angle. For the TE lengths, it is assumed that the distortion is the same as its neighbouring struts,
whereas, for the width of the kite, the average relative distortion of all the struts is used. One main
difference with respect to the analysis performed by Poland is that the measurements are taken on
both the left and right sides of thewing and averaged. In thisway, the distortion caused by the change
of angle due to the KCU swing is taken into account.
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5.1.2. Results
Once the images extracted fromthevideoare corrected toaccount for thedistortions, thepixel lengths
between the measurement points can be collected and compared based on their relative difference.
In addition, the distances of each extreme state are averaged to account for random measurement
errors. The variation induced by measurement errors can be caused by the incorrect measurement
of pixels by hand, the selection of the wrong time frame or vibrations of the whole system [1]. The
reliability of themeasurements is quantified by the standard deviation (σ), described in Equation 5.1,
where µ is the mean of the measurements andN the number of samples.

σ =

√√√√ 1

N

N∑
i=1

(xi − µ)
2 (5.1)

Another indication of the accuracy of themeasurements is the standard error (SE), described in Equa-
tion 5.2. Therefore, the most straightforward way to reduce the random error is to increase the num-
ber of samples, which in the current case, is not possible due to the lack of experimental data.

SE =
σ√
N

(5.2)

The struts and panels are numbered to document the results according to Figure 5.3.

Figure 5.3: Video still showing the points used for the geometry validation.

Straight flight
The results from the photogrammetry analysis comparing the powered and depowered states are
shown in Table 5.1. Both the LE and TE widths decrease in the depowered state, causing the geom-
etry of the kite to get more curved. However, this change is more notorious on the TE since the de-
power tape affects the steering lines connected to the TE, causing the kite to decrease the relative
angle of attack and curve upwards. The increased curvature in the kite TE changes the billowing be-
tween chordwise struts in each section. However, since the shape is curved and therefore, the force
distribution varies in each section, this variation in the billowing is not uniform along the span. The
photogrammetry analysis indicates that Pl,1 and Pl,4 have the most change in TE length.

Width LE Width TE TE Pl,1 TE Pl,2 TE Pl,3 TE Pl,4

Difference (%) −3.07 −6.58 −5.60 −2.28 0.1 −12.58

Table 5.1: Photogrammetry results of the relative length changes between powered and depowered states.

The knot and pulley positional changes are measured by drawing an imaginary line from the camera
through the points. The location at which the line crosses the canopy is then used to calculate the
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relative movement of these points. This measure is used as a qualitative indicator to observe the
trend of the bridle line system layout. The photogrammetry indicates that the pulleys move inwards
when depowered, and the knots move outwards (see Table 5.2).

Pulleys Knots
Powered 80% inwards from St,3 72% inwards from St,4

Depowered 3% inwards from St,2 17% inwards from St,4

Table 5.2: Photogrammetry results of the trends of pulleys and knots between powered and depowered state.

Turning flight
While analysing the turningflight, several effects causingaddeduncertaintywere identifiedbyPoland,
from which it is concluded that the accuracy of the resulting data is too low to be used for validation.
These effects mainly come from the difficulty of identifying the precise time frames of the turning
apex and the increase in distortion due to more considerable shape differences caused by the asym-
metric deformation of the kite and the increased relevance of the KCU swing during turns. Therefore,
only a qualitative assessment is made based on the relative position of the tips and the observed
slacking lines.

5.2. Experimental measurements
The typical way of obtaining experimental data for fixed wings is through wind tunnel experiments.
A scale model is used, and the flow conditions are set to be similar to the expected during flight to
observe the same behaviour and phenomena. However, for membrane wing kites, the results might
differ considerably from reality using a scaled model because the deformations and FSI phenomena
are different when scaling[12].
Alternatively, one could obtain experimental data in an actual power production flight, which brings
up difficulties with measuring the velocities, angles and forces. The experimental data is retrieved
using aerodynamic identification procedures based on sensors that are usually installed on the bri-
dle line system. For the LEI v3 kite, two studies exist that analyse and treat flight data using slightly
different procedures, namely Oehler and Schmehl [14] and Roullier [69]. A comparison between the
two, illustrating their main differences, is shown in Table 5.3.

Aerodynamic
Centers

Influence
Powering Input

on AoA
Drag KCU Weight KCU Inertia KCU Weight

Wing

Oehler 1 point Yes Yes Yes No Yes
Roullier 3 points Yes Yes Yes Yes Yes

Inertia
Wing

Tether Weight
and
Drag

Tether
Orientation

Kite
Orientation

Moment
Equation

Oehler No No Straight Heading: ψH

Elevation: βE No

Roullier Yes Yes Discrete
Mass Model

Pitch: θP
Yaw: ϕY
Roll: ψR

Yes

Table 5.3: Comparison between the aerodynamic characterisation analyses of Oehler and Schmehl [14] and Roullier [69].

Oehler and Schmehl
Oehler and Schmehl analyse the flight data from the same date as the video footage performed on
2017. The experimental setup of Oehler and Schmehl consists of two pitot tubes mounted on the
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plane of the power lines at a position that is not influenced by the induced velocity of the kite. The
pitot tubes are installed in a way that they are self-aligning with the kite’s apparent velocity, and they
allow for the calculation of both the angle of attack and the angle of sideslip. Then, the angle of
attack at the middle section of the wing is determined using geometrical relations, correcting for
the predicted angle caused by the depowering of the wing (see Figure 2.4). The depower angle αd is
calculated by relating itsmagnitude to the length of the depower tape. This is done in such away that
αd = 0◦ for the powered state and αd = 22◦ for the depowered state.
Statistical data of 5 pumping cycles are used to determine the angles, velocities and forces on the kite.
Inorder toobtain theaerodynamic forces actingon thekite, corrections aremade to take into account
the effect of gravity on the individual kite components and the effect of the aerodynamic drag of the
KCU, and a quasi-steady flight is assumed, applying smoothing to remove sub-scale processes.

Figure 5.4: Measured lift-to-drag ratio of the kite plotted
over the angle of attack, coloured by the relative power

setting [14].

Figure 5.5: Measured lift coefficient of the kite as a function
of the angle of attack, coloured by the heading[14].

This study makes it possible to relate the powering and steering settings and the heading of the kite
to the aerodynamic forces and angles of attack (see Figure 5.4 and 5.5).

Roullier
Roullier uses experimental data from two flights performed on 2018 and 2019. Unfortunately, the
experimental data from 2019 consisted only of one pitot tube, and therefore, no sideslip angle was
measured. Roullier develops an aerodynamic characterisation analysis of increased complexity, com-
pared to Oehler and Schmehl, which takes into account the inertia of the KCU and the wing and cor-
rects for the tether weight and drag, fromwhich it is found that the effects of these newly included pa-
rameters have substantial effects on the aerodynamic forces. Furthermore, an additional orientation
angle is included, and the moment equations of the kite are also derived, which are calculated using
a three-plate model, where each plate has an aerodynamic centre that generates lift and drag. The
angle of attack of the middle section is also calculated with geometrical relations, similar to Oehler’s
approach. However, the values used for relating the depower tape length to the depower angle of
attack are different, resulting in a difference of ∆αd = 7.7◦ between powered and depowered states.
This geometrical approximation is critical for the comparison to the simulation results because it will
significantly affect the range of angles of attack of the different power settings, which is seen in the dif-
ference in the range of angles of attack between Oehler’s and Roullier’s studies. Moreover, Roullier’s
statistical quality of the data is higher, as 182 pumping cycles are analysed.
The results of this analysis are compared to Oehlers et al.’s model and to a CFD analysis of the v3 kite
performed by Demkowicz [43] (see Figure 5.6 and 5.7). While the predictions on the lift coefficients
are in good agreement, the drag coefficient differs more, which is attributed to the inclusion of the
pitch and the roll moments and the newly included drag and inertia components.
Given the increased statistical quality of Roullier’s results and the increased complexity of the model,
it is decided only to use this study to validate and compare the simulation results.
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Figure 5.6: CL function of the angle of attack of the wing’s α: comparison of 3 plate model, Oehler’s model and CFD results
[69].

Figure 5.7: CD function of the angle of attack of the wing α: comparison of 3 plate model, Oehler’s model and CFD results
[69].

5.3. Design geometry
The geometry inputs required for the developed aeroelastic model are obtained through the 3D CAD
design, geometry specificationsprovidedbyKitepowerand thephotogrammetry analysis. The inputs
for the aerodynamic and deformation model require different levels of detail. For the deformation
model, a complete definition of the bridle line system is required, while the wing is discretised in 9
sections, definedby the inflatable struts. For the aerodynamicmodel, only thegeometryof thewing is
required as an input, although it needs to be defined inmore detail, taking into account the spanwise
airfoil geometry, i.e. the camber and tube thickness of each section, and the canopy billowing of the
fabric in between inflatable struts. This section presents the methodology to obtain the geometry
specifications for both models and how they are related in the aeroelastic model.

5.3.1. Deformation input
The required inputs of the deformation model are the wireframe representation of the wing and the
bridle system layout, defined by the positions of the knots and pulleys on the lines.
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The wing is defined via the 3D CAD design of the v3 from 2012 (see Figure 5.8). The bridle line attach-
ment points to the kite frame define each structural section, and the attachment point positions are
simplified by representing them with one line attached to the LE and TE of each inflatable strut. In
reality, the LE is attached to multiple bridle lines connected to the same knot to distribute the force
generated by the wing. This approximation slightly differs from the implementation of Poland [1],
where the attachment position was placed backwards from the LE. The main reason for this varia-
tion is to match the deformation and aerodynamic geometries. The effect of this modification was
checked, resulting in minor changes in the results. Finally, the wing is scaled to match the design
width of 8.3m reported by Oehler [14].

(a) Front view
(b) Side view

(c) Top view

Figure 5.8: CAD drawing of the initial design of the LEI v3 kite.

On the bridle line system, the layout provided by the 3DCADfile is initially taken as a reference. How-
ever, the 3D CAD layout does not correspond to the layout that was flown; therefore, it needs to be
modified so that the comparison of the simulation results with the experimental measurements and
photogrammetry analysis is sound. Unfortunately, there are no measurements of the exact lengths
and positions of the knots and pulleys on the day of the recorded flight. However, thanks to the
characterisation of the wing reported by Oehler and through some extra specifications that Poland
retrieved from Kitepower, it is possible to estimate the lengths of certain bridle lines of the kite flown
on2017, detailed inAppendix A. With these specifications, the layout ismodified tomatch the known
bridle lengths. The final deformation input used to obtain the results is shown in Figure 5.9, and the
exact coordinates are specified in Appendix A.
Lastly, to have a complete definition of the bridle line system, it is necessary to specify the power (up)
and steering (us) settings. From the flights of 2017, Poland found an average depower tape length
difference of ∆ld = 13%. However, M. Schelbergen, a PhD researcher at TU Delft, found that the
average depower tape length difference was ∆ld = 8% from analysing a more extensive data set of
the V3 out of 2019. In order to check the sensitivity of the models to this length, both findings are
used. The power setting (up) is defined such that the minimum and maximum values correspond to
those observed from flight data. For the steering tape, Poland found a maximum difference of 40%
during manoeuvers with maximum steering, i.e. one side of the steering tape is increased and the
other reduced by 40%.

5.3.2. Aerodynamic input
For the aerodynamicmodel, only the geometry of the wing is required, which is createdwith a higher
degree of refinement. The spanwise distribution of LE tube thickness and camber is considered, as
well as the canopy billowing between inflatable tubes. Furthermore, it is assumed that the chordwise
inflatable tubes do not play an essential role in the aerodynamics of the kite and are therefore not
modelled. This assumption has been proven to be a good approximation, as the v3 kite has been
previously analysed with RANS simulations with and without tubes [43], [44], resulting in an almost
identical aerodynamic performance.
The input geometry of the aerodynamic model is outlined in Figure 5.10. As it can be seen, the com-
mon points between the deformation and the aerodynamicmodel are the LE and TE of the inflatable
struts, represented by thicker lines.
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Inflatable tubes
Steering tapes
Kite canopy
Power lines
Steering lines
Point mass particles
KCU
Pulleys

Figure 5.9: Modified geometry of the v3 LEI kite used on the deformation model.

Inflatable tubes
Aerodynamic discretization
Horseshoe vortices
Local Aerodynamic Forces
Lifting Line points (1/4c)

Figure 5.10: Modified geometry of the v3 LEI kite used on the aerodynamic model, with a low level of discretisation.

Spanwise airfoil geometry
The vortex step model, presented in chapter 4, uses non-linear 2D airfoil polars to account for the
viscosity. These polars are obtained using a correlation model developed by Breukels [70], which
depends on the camber, the LE tube thickness and the angle of attack.
In Figure 5.11, the geometry of a typical LEI section is presented. The camber of the LEI airfoil is
defined as the relation between the distance from the LE tube to the maximum x̂airf position (hLE)
and the chord (c), and the tube thickness is expressed as the relation between the tube diameter (dLE)
and the chord (c).
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Figure 5.11: LE airfoil geometric definition.

The values characterising the spanwise sections are obtained through the CAD geometry, which for
the tube thickness leads to accurate predictions, but for the camber, not so much. The main rea-
son for that is that, in reality, the camber of the airfoils deforms with the aerodynamic forces, which
changes the effective camber. Nevertheless, for simplicity, a constant camber is assumed indepen-
dently of the aerodynamic forces, as no straightforward way of estimating the camber based on the
photogrammetry available has been found. The exact values used for the aerodynamic simulations
are detailed in Appendix A.

Canopy billowing
Canopy billowing refers to the spanwise deformations experienced by the fabric due to aerodynamic
forces, which play a role in the distribution and magnitude of the forces on the kite.
To determine the shape of this deformation, a 2D analysis of a tensioned membrane segment, with
a pressure jump between the upper and lower surface, associated with the aerodynamic forces, is
considered (see Figure 5.12).

Figure 5.12: Schematic of the 2D analysis of a tensioned membrane.

From this schematic, the following expressions can be derived:

f⊥x
=

∫ θεR

0

∆p sin(θ(s))ds , f⊥y
=

∫ θεR

0

∆p cos(θ(s))ds (5.3)

where s can be expressed as s = θ(s)R, f1 and f2 is the tension force of the fabric, f⊥ is the force due
to the pressure jump and R is the curvature radius. By assuming that the membrane is inelastic in
the direction of the tension and that∆P is locally constant, one can derive the following expressions:

f⊥x
= ∆p

∫ θεR

0

sin( s
R
)ds = ∆p ·R (1− cos (θE)) , f⊥y

= ∆p

∫ θεR

0

cos( s
R
)ds = ∆p ·R sin (θE)

(5.4)



5.3. Design geometry 40

Then, by applying a force equilibrium, the following relation is obtained:

−f1 + f⊥x
+ f2 · cos θE = 0

f⊥y − f2 · sin θE = 0

}
⇒ f1 = f2 = ∆P ·R (5.5)

The solution of this analysis indicates that the tension on the membrane is constant, and therefore
the local radius of the deformation is only dependent on ∆P . If the pressure difference is assumed
constant along the spanwisedirectionof the canopy, then the shapeof the canopybillowing isdefined
by a semi-circular arc.
Furthermore, another conclusion that can be derived from the results of this analysis is that if the
membrane is assumed inelastic, the radius of curvature is not dependent on the magnitude of ∆P .
From Equation 5.3, it can be seen that if∆P is scaled by a factor ofK, so∆P = K ·∆Pref , thisK can
jump go outside of the integral and, as the canopy tension was found to be constant, it is also scaled
with K. Therefore the curvature radius R = f(s)/∆P (s) = K · fref (s)/K · ∆Pref remains constant
independently of the magnitude of the pressure difference. In the current study, a constant pressure
difference is assumed between struts; therefore, the spanwise shape of the canopy is assumed to be
semi-circular.
Furthermore, this particular kite is designed so that the tubular frame between chordwise struts is
composed of three straight sections with an angle (see Figure 5.13). According to B. van Ostheim, the
kite designer for Kitepower B.V., the kite is designed so that the tubular frame has the same orien-
tation as the expected canopy billowing in the powered state [1]. Therefore, the curvature radius of
each section is determined through the CAD Design by measuring the angle between struts and the
tangent to the canopy (equivalent to θE in Figure 5.12).

𝜃𝐸

Figure 5.13: LE tubular frame design.

Finally, changes in the canopy billowing are taken into account between powered and depowered
states by relating the curvature radius to the TE length between struts. Therefore, if the TE length
increases, the canopy will have a flatter shape and vice-versa. The initial values of the curvature
angles are detailed in Appendix A.



6
Implementation and coupling of the

aeroelastic model

For this study, an aeroelastic code must be developed, in which two independent codes are included,
one for the deformations and the other for aerodynamic forces. The deformation model has been
previously developed by Jelle Poland [1] in the Python programming language. Consequently, it has
beendecided to develop the aerodynamic code in this language, as it facilitates the interface between
the two. The libraries and tools needed for the project are relatively simple and could be found in
many other programming languages. However, in this case, the decision is made to have a complete
tool developed in the same language.
The objective of this section is to describe the logic behind the aeroelastic code in a way that is easy
to understand for a potential future user. First, the coordinate systems are presented in section 6.1,
followedby the inputs andoutputs of the twomodels in section 6.2. Then, in section 6.3, the coupling
between the aerodynamic and deformation codes is explained, and finally, the internal logic and
flowchart of the code are presented in section 6.4.

6.1. Coordinate systems
A common coordinate system is established to facilitate the interaction between the aerodynamic
and deformation models. The main body of the aeroelastic code uses a right-handed 3D reference
frame, defined with x̂ along the root chord line, ŷ in the spanwise direction, i.e. following the imag-
inary line between the tips, and ẑ pointing up, and with the origin of coordinates situated at the
attachment point between the bridle line system and the tether. This coordinate system is shown in
Figure 6.1.
Furthermore, the aerodynamic code uses another reference frame to relate the 3D flow to the 2D
airfoil polars, defining each local airfoil reference frame. This coordinate system is definedwith x̂airf
up through the section, ŷairf along the line going from the centre of the LE tube to the trailing edge,
and ẑairf in the direction of the lifting line. These reference frame axes are shown in Figure 5.11.

6.2. Inputs and outputs
This section details the required inputs and the chosen outputs of the aeroelastic model. Due to
the modularity of the deformation and aerodynamic codes, the inputs and outputs are presented
separately in sections 6.2.1 and 6.2.2, respectively.

6.2.1. Deformations code
The inputs of the deformation model are:

41
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Figure 6.1: Global reference frame.

• The initial geometry, described by the knots, pulleys and bridle attachment points to the kite.
• The relative power setting (up) and steering setting (us) of the kite.
• The stiffness and damping coefficients of the bridles and the kite.
• The aerodynamic forces at each bridle line attachment points.
• The TE length of each wing panel, defined by experimental billowing relations.

The outputs of the deformations code are:
• The position of all the nodes.
• The slack and stretch of each line of the bridle line system and the kite wing.

Regarding kite wireframe stiffness, a meaningful change has been implemented compared to the
PSM model of Poland [1], in which the cables crossing the kite plates, which were added to prevent
shear, are assigneda stiffness of zero, so they are effectively erased. Thismodificationhas two reasons.
First, it has been observed that the results do not showa considerable shear, where the largest change
in the length of the diagonals is about 10% on the outer plates, which is considered physical for a
membrane wing. Second, it is observed that if the TE length is modified, the constraints created by
the diagonals lead to non-physical results in the bridle line system.

6.2.2. Aerodynamic code
The required inputs of the aerodynamic code are:

• The apparent velocity of the kite, defined by the angles of attack and sideslip.
• The geometry of the kite, defined by the panels of the deformation code.
• The billowing in each structural panel.
• The spanwise airfoil geometry, defined by the sectional thickness and camber.

The outputs of the aerodynamic code are:
• The magnitude and direction of the aerodynamic forces in each section.
• The global lift, drag and side force.
• The global lift, drag and side force coefficients.
• The spanwise distribution of airfoil’s angle of attack, lift, drag and moment coefficients.
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Finally, some remarks are made on how the force coefficients are obtained, as they are currently the
only way to compare aerodynamic results with experimental and numerical data. The equations
used to compute these coefficients are shown in Equation 6.1.

CL =
2L

ρU2
∞Aref

, CD =
2D

ρU2
∞Aref

, CS =
2SF

ρU2
∞Aside

(6.1)

whereL,D andS are the lift, drag and side force, respectively, ρ is the air density,U∞ is themagnitude
of the free-stream velocity and Aref and Aside are the projected planform area of the wing and the
projected side area of thewing. In order to have consistency in the results and be able to easily assess
the magnitude of the forces despite the deformations that the kite may undergo, bothAref andAside

are taken as constant, calculated from the undeformed kite geometry.

6.3. Force coupling
In the previous section, an overview of the inputs and outputs of the deformation and aerodynamic
codes is made. When coupling the two, the forces resulting from the aerodynamic model are used as
input for the deformation model, and the geometry resulting from the deformation model is used as
input for the aerodynamic model until a geometry convergence is found.
Theway inwhich the geometry resulting from the deformationmodel is adapted to the aerodynamic
model is explained in section 5.3, detailing how the nine plate geometry of the deformation model is
refined and adapted to the needs of the aerodynamic model, where a much finer grid is required.
In addition, the effects of the canopy billowing are also taken into account, resulting in a curved
geometry between chordwise struts.
The difference in the geometry defined in both models is represented in Figure 6.2, where a section
betweenchordwise struts is drawn. The redandblue lines represent thedeformationmodel andaero-
dynamic model discretizations, respectively. The sectional aerodynamic forces (Fai

) and moments
(Mai) are applied at the one-quarter chord line, represented by the blue dots. At the same time, the
deformation model requires that these forces are defined at the structural nodes, represented by the
red dots.

Aerodynamic mesh nodes

Structural mesh nodes

Figure 6.2: Represantation of the discretization difference between the deformation and aerodynamic models.

As can be seen, the twomeshes do notmatch, and not only that, but the discretization levels are com-
pletely different. In that case, mesh-based interpolationmethods have difficulty converging because
the distance betweenmeshes is too big, and lots of data are lost [71]. A simple solution is proposed to
solve this problemby assuming the zone betweenmeshes to be a rigid body so that basicmechanical
laws can be adopted as a coupling method.
To exemplify how this coupling is done, the 2D case is presented below. In Figure 6.3, a 2D section is
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shown, with an external force created by aerodynamic forces. First, the aerodynamic force is trans-
lated to a section node by using equations 6.2 and 6.3.

P⃗ = F⃗fluid (6.2)

M⃗ = r⃗ × F⃗fluid (6.3)

Figure 6.3: Trasnformation of aerodynamic force to a force and a moment in the node.

Then, the momentM is converted into a pair of forces P⃗1 and P⃗2 (see Figure 6.4), defined by:

M⃗ = d⃗× P⃗1 , P⃗1 = −P⃗2 (6.4)

Figure 6.4: Trasnformation of the aerodynamic force to node forces.

Finally, the forces on the nodes can be calculated as the summation of the forces at each node. In this
way, the summation of forces of the transformed system is equal to ⃗Ffluid, and the moment around
the application of the aerodynamic force is zero.
Since the aerodynamic model only gives the force concentrated at one point, it is also accompanied
by an aerodynamic moment, which must also be considered when calculating the forces at the struc-
tural nodes. To account for it, the aerodynamic moment is split into a pair of forces in the interface
between the structural and aerodynamic mesh, where a solid rigid assumption is made. Then, these
forces are translated into the nodes in the same way as explained above.
For the 3D case, the forces are first translated into the lines joining the LE and TE structural nodes
and then translated again to the nodes, ensuring that the moment and forces obtained with the aero-
dynamic model are conserved.

6.4. Internal logic of the code
Following, the internal logic of the aerodynamic and aeroelastic code are detailed with the help of
flowcharts. Regarding the implementation and logic of the deformations model, further detail can
be found in Poland’s thesis [1].
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6.4.1. Internal logic of the aerodynamic code
The flowchart in Figure 6.5 conceptualizes the internal logic of the aerodynamic code, explained as
follows:

1. Create thewing’s geometry, alongwith the definition of the vortex filaments, control points and
the relevant vectors defining each section (see subsection 4.4.1).

2. Set up of the AIC matrix (see subsection 4.4.3).
3. Initialize the circulation Γ distribution and begin the iterative process.
4. Calculate the relative velocity at each wing section, with the previous circulation distribution,

to obtain the relative angle of attack at each wing section (see section 4.5).
5. Interpolate the aerodynamic coefficients from 2D airfoil data for each wing section. Then, use

these coefficients to calculate the circulation at eachwing section by using the Kutta-Joukowski
law (see section 4.5).

6. Check if the new circulation distribution falls below the convergence criteria. If it does not, go
back to step 3. Then, the Γ of the next iteration is calculated as a combination of the old and
the new circulation, using an under-relaxation factor to stabilize the solution.

7. Recalculate the angle of attack with the converged circulation distribution at a quarter-chord
position to get the correct direction of the aerodynamic forces (see section 4.5).

8. Once the circulation, forces and directions are calculated, integrate along the wing to get the
global force coefficients of the wing and output the desired results.

6.4.2. Internal logic of the aeroelastic code
The internal logic of the aeroelastic model is conceptualized in Figure 6.6, explained as follows:

1. Initialize the geometry.
2. Define the inputs required by the aerodynamic model (see subsection 6.2.2).
3. Define the inputs required by the deformation model (see subsection 6.2.1).
4. Run the aerodynamic model and output the aerodynamic forces.
5. Translate the aerodynamic forces to the structural mesh nodes (see section 6.3).
6. Run the deformation model and output the resulting geometry.
7. Check if the maximum distance between nodes compared to the previous iteration falls below

the convergence criteria. If it does not, go back to step 4, using the new geometry as input for
the aerodynamic model.

8. Generate the desired outputs.
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Model the wing and wake in
vortex filaments, generate
control points and relevant

geometrical definitions 

Setup the AIC induction matrix

Initialize the circulation

Calculate the induced velocity at
each wing section

Interpolate the aerodynamic
coefficients and recalculate the

circulation distribution

Solution
converged?No

Recalculate the angle of attack
at the one-quarter position

Calculate forces along the wing
and generate outputs

Yes

Figure 6.5: Flowchart of the vortex step method.
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Initialize geometry

Define aerodynamic model inputs

Define deformation model inputs

Aerodynamic mesh forces

Aerodynamic model

Structural mesh forces

Translate aerodynamic forces into the structural
mesh

Deformations model

New geometry

Converged solution?
No

Generate outputs

Yes

Figure 6.6: Flowchart of the aeroelastic model.



7
Aerodynamic model validation

Given the unconventional geometry of soft kites and their ease of deformation, the aerodynamic
model must be able to predict the forces and moments for various geometries accurately, including
geometries with high anhedral angles and low aspect ratios.
That is why it has been considered especially important for this project to perform a rigorous valida-
tion of the aerodynamic model with different geometries, so that differences with experimental data
can be adequately understood. The test cases used for this purpose are presented below, together
with the results using both the LLM and the VSM.

7.1. Analytical solutions
The first set of test cases is those for which the analytical solution is known. The analytical solutions
serve to check that the implementation of the aerodynamicmodel is well donewithin the framework
of potential flows and vortex filament methods.

7.1.1. Horseshoe vortices
The first validation case is a combination of 3 horseshoe vortexes of different circulation strengths,
as shown in Figure 7.1.
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Figure 7.1: Representation of three horseshoe vortices.

The velocities induced by each of the horseshoe vortices at the control point can be easily calculated
as u = Γ

4πr for each trailing vortex. Table 7.1 shows the velocities induced by each horseshoe vortex at

48
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the control point, calculated analytically, with the codewith semi-infinite vortices andwith a straight
prescribed wake of length 100m to simulate infinity.

Horseshoe vortex Analytical Semi-infinite wake Prescribed wake
Γ = 2 0.1061 0.1061 0.1061
Γ = 10 -1.5915 -1.5915 -1.5912
Γ = 5 0.2653 0.2653 0.2654

Table 7.1: Comparison between analytical and numerical results for three horseshoe vortices of different strengths.

7.1.2. Elliptic wing
The second validation case considered is an elliptic wing, for which the analytical solution of the LLT
is known. The geometry of the wing is defined following the test case presented in Branlard [72] and
van Garrel [63]. The wing is defined by a span of b = 5m, a root chord of croot = 1m, the same airfoil
along the span, with a lift slope of 2π and no viscous drag, and a straight quarter-chord line. The
wing segments are located following a cosine distribution, and the control points are positioned be-
tween the segments using the cosine distribution algorithm found in van Garrel. The wing planform
is shown in Figure 7.2, together with the control points defined with the VSM and the LLM.
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Figure 7.2: Elliptic wing planform. The red crosses indicate the control points in the LLM; the green stars indicate the control
points in the VSM.

The analytical solution of LLT for an elliptic wing can be found in most books of fundamental aero-
dynamics, such as Katz and Plotkin [52] or Anderson [29]. The lift coefficient and the induced drag
can be determined analytically by:

CL =
2π

1 + 2/AR
α , CDi

=
1

πAR
C2

L (7.1)

where α is the inflow angle of attack and AR = b2/ (πbcroot/4) is the aspect ratio of the wing.
Figures 7.3 and 7.4 show the results of the global aerodynamic coefficients for two elliptical wings
of different aspect ratios. As expected, the LLM yields almost identical results to the LLT analytical
solution, while the VSM yields lower lift and higher drag coefficients. From this case, it is impossible
to state that one model is better than the other since the comparison is made with the analytical
LLT. However, it allows checking that the LLM implementation is well done and that the VSM gives
consistent results since, in classic LLT, the lift coefficient is generally overestimated, especially for
wings with a low aspect ratio.
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Figure 7.3: Elliptic wing aerodynamic coefficients AR = 3.
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Figure 7.4: Elliptic wing aerodynamic coefficients AR = 20.

7.2. Rectangular wing
The second set of test cases is with rectangular wings, for which the implementation is relatively sim-
ple and for which there is available data of solutions using higher fidelity methods to resolve the
problem.

7.2.1. Vortex latticemethod
The first case of this second set is the comparisonwith the solution using a VLM for wings of different
aspect ratios. The solution of the VLM is obtained using the commercial software XFLR5. An inviscid
analysis is chosen since the viscous method of XFLR5 merely interpolates 2D viscous drag from the
local wing lift coefficient, which does not yield accurate results, as stated by the developers [73].
This case aims to validate the performance of the VSM for both low and high aspect ratio wings. It is
well known that for inviscid cases, the VLM gives better results for low aspect ratio wings, and that is
why it has been decided to use this method as a comparison [74].
Figures 7.5 and 7.6 show the results of the global aerodynamic coefficients for two rectangular wings
of different aspect ratio. The comparison shows that the VSM yields almost identical results to the
VLM for both low and high aspect ratio wings for lift and drag coefficients. On the other hand, the
LLM overestimates the lift in both cases, increasing the error as the aspect ratio is reduced.
Another useful graph for understanding the validity of the models is the relation between lift and
drag, shown in Figure 7.7. For both VLM, VSM and LLM, the relation between lift and drag lies on the
same curve, although the LLM results in higher lift values and, therefore, higher drag values, which,
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Figure 7.5: Retangular wing aerodynamic coefficients AR = 1.5.
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Figure 7.6: Rectangular wing aerodynamic coefficients AR = 10.

since this is an inviscid case, the drag is purely induced. Therefore, these results help validate that
the correct position for calculating the induced angle of attack is located at a quarter-chord of each
wing section.
To sum up, the results of this case suggest that the three-quarter chord location results in a better
estimation of the aerodynamic forces, while the angle of attack is more correctly estimated at one-
quarter of the chord.

7.2.2. Experimental and CFD (Maneia)
So far, all the cases presented were within an inviscid context. In order to validate the aerodynamic
model for viscous cases, a comparison with higher fidelity methods is deemed necessary.
For this validation case, the CFD results fromManeia [35] have been used as a comparison. Themain
goal of Maneia’s study was to provide a series of high-fidelity data of arc-shaped wings by solving the
Reynolds-Averaged Navier-Stokes (RANS) equations using the solver of STAR-CCM+, with a Spalart-
Allmaras turbulence model.
One of the validation cases used in his study is a rectangular wingwith an aspect ratio of 6. A series of
experimentalmeasures obtained byNACA is available for this test case, reported in theNACA-TR-669
[75] and the NACA-TR-502 [76]. The intention of both of the reports was to extrapolate 2D section
data from a finite wing, although the 3D finite wing data is still available and is the one that is used
as a comparison. Report number 669 collects data measured in the Langley Variable Density Tunnel
(VDT), while the data in report 502 was collected on the Full-Scale Tunnel (FST).
The rectangular wing has a Clark Y section throughout, and the CFD model has a 1m chord and 6m
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Figure 7.7: Lift versus drag coefficient of rectangular wings with different AR.

span, resulting in an aspect ratio of 6. Furthermore, the 2Dairfoil data used for the current simulation
results from 2D RANS simulations on Clark Y sections performed by Maneia. Both experimental and
CFD studies were done at a Reynolds of 3× 106.
The simulation results are shown in Figure 7.8, compared to the studies mentioned above. On the
lift coefficient, it can be seen that the slope is very similar for both the LLM and the VSM, although,
as seen in the previous test cases, the values using LLT are slightly higher. In this case, the LLM is
closer to the CFD simulations in the linear zone, while with the VSM, the results are closer to the
experimental measurements. Approaching the stall condition, the CLmax

almost corresponds to the
VDT measurements and the CFD simulation for both the VSM and the LLM, whilst the experimental
measurements with the FST present an early stall. On the drag coefficient, it is seen that the results
with both the LLMand the VSMhave similar curves, although the values are slightly higher using LLT,
related to the increased values of the lift coefficient.
Furthermore, looking at Figures 7.8c and 7.8d, it can be seen that the induced angle of attack is cor-
rectly calculated with both models since the relationship between lift and drag is identical for values
before stall, following the curve of the two experimental measurements. Nevertheless, a significant
discrepancy with the CFD results is observed at α = 0◦, which is due to convergence problems of the
CFD solver.
Finally, for angles of attack near the post-stall region, a non-physical solution is observed, as the
Cl displays a ”sawtooth behaviour” in the part of the wing that starts to stall (see Figure 7.9). As
the angle of attack increases, this region becomes more significant, as more of the wing is stalling,
until this behaviour is no longer seen after a certain angle of attack. In the current test case, this
non-physical behaviour begins around α = 19◦ and disappears around α = 29◦. Such undesirable
spanwise distribution appears when the airfoil is in the regionwhere the lift slope changes sign since,
in this region, there are two angles of attack with the same Cl and, therefore, multiple solutions exist
that can satisfy the resulting circulation distribution, including non-physical solutions like the one
seen in Figure 7.9. This is a fairly commonbehaviour in this type of numericalmethods and has been
highlightedonnumerousoccasions [37], [60], [61], [77]. Because of theseunphysical oscillations, this
model is considered valid up to the stall angle since the results are not physically feasible beyond that
point.

7.3. Swept wing
The third test case group is wings with a backwards sweep, which is chosen to validate the aerody-
namic model against a crossed flow.
The results of Petrilli et al. [78] are used for the comparison. Based on RANS computational anal-
ysis, Petrilli’s study presents data for different airfoil and wing geometries, including swept wings.
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Figure 7.8: Clark Y rectangular wing, aspect ratio 6, global aerodynamic coefficients.
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Figure 7.9: ”Sawtooth behaviour” resulting from the vortex step and lifting line methods at the post-stall region.

The simulations are performed using the NASA TetrUSS CFD package with the Spalart-Allmaras one-
equation turbulence model.
For all cases, the wing has an aspect ratio of 12, with a NACA-4415 section throughout. The simula-
tions are performed with sweep angles of 0, 10, 20 and 30 degrees at a Reynolds of 3 × 106. The 2D
airfoil data used in this case has been retrieved from the 2DRANS simulations presented in this study.
Unfortunately, the paper does not present the drag coefficient results for either the airfoil or the wing
since the main focus of the study is to characterize the behaviour of the lift for post-stall angles of
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attack.
Moreover, it should be noted that the results are found with a computational model. Therefore, the
comparison is already made with an approximation of the ”true” flow solution, so from the method-
ological standpoint, it is not correct to speak of validation but more of a comparison with a higher
fidelity model to check that the general trends are the same.
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Figure 7.10: NACA4415 swept wing, aspect ratio 12, CL vs α.

Figure 7.10 shows the comparison of the lift coefficient between the LLM, the VSM and the RANS
simulations. In the linear part of the lift coefficient, both the LLM and the VSM closely resemble
the RANS simulations. However, LLT slightly overestimates the lift coefficient as the sweep increases,
while the VSM remains closer to the RANS simulations.
On the other hand, as the sweep increases, none of the models can correctly predict the stall angle.
Themain reasonwhy this happens is that the backwards sweep generates a spanwise boundary layer
flow, from root to tip, as seen on Figure 7.11. As a consequence, the boundary layer is thinner at the
root and thicker at the tip, which causes a lower effective Reynolds at the tip, advancing stall and
decreasing Clmax

and the opposite effect at the root [79].
Finally, past the stall angle, the same non-physical oscillations seen in the rectangular test case are
observed for the swept wing, as it is an inherent numerical limitation of the code.

7.4. Curved wing
In order to check how the model performs with high anhedral angles, the next validation case to
be presented in this work is the circular-arc-shaped wing defined by Maneia [35]. The wing is an
extrusion of a Clark Y airfoil into a quarter circle of radius 4.673m. The 2D data of this airfoil used for
theVSMand the LLM is again extracted from the 2DRANS simulations onClark Y sections performed



7.5. Discussion 55

Figure 7.11: Diagram of outer and boundary-layer flow over a backwards-swept wing [79].

by Maneia.
Both Leloup [21] and Leuthold [15] use this geometry as a test case for their kite modelling work
and compare it to the results of Maneia, who uses the STAR-CCM+ solver with a Spalart-Allmaras
turbulence model at a Reynolds of 3× 106 for the simulations. Again, it must be emphasized that the
comparison is made with a higher-fidelity model, which does not truly represent the flow solution.
However, it serves to identify whether the overall trends are equivalent.
The comparison is shown in Figure 7.12. Overall, the trends are similar to subsection 7.2.2, where a
rectangular wing is studied using the same RANS solver. In both cases, the lift coefficient obtained
with the LLM resembles the RANS simulations more closely in the linear part. However, unlike the
rectangular wing case, both stall angle and CLmax are overestimated using the LLM, while VSM pre-
dicts them more accurately. Furthermore, the ”sawtooth behaviour” observed in the previous cases
after the stall angle is again present in this case for both the LLM and the VSM, confirming the inher-
ent limitation of the code.
On the drag coefficient, the results from the VSM follow the same curve as the RANS simulations for
angles of attack smaller than 10°. In contrast, for larger angles of attack, where flow separation be-
comes more relevant, there is a bigger discrepancy between the two. On the other hand, LLT slightly
overestimates the drag coefficient for all angles of attack.
Nevertheless, as mentioned above, from these graphs, one cannot conclude that one model is bet-
ter than the other because the RANS solver is still an approximation of reality. In fact, looking at
Figure 7.8, it is seen that although LLT is closer to the RANS solution, the VSM is closer to the experi-
mental results, and the solver is the same as the one used in this case.
Finally, it is seen that there is a significant discrepancy with the CFD solution at α = 0◦, which is seen
especially in the plot ofCL/CD vs α, which is due to convergence problems of the RANS solver at this
specific point [35].

7.5. Discussion
After the validation process, several conclusions can be drawn from the two aerodynamic models
that have been developed.
Firstly, it has been proven that the VSM can predict the aerodynamic forces more accurately than the
LLM. The difference between the two models is more significant for unconventional geometries, i.e.
low aspect ratio wings or wings with high dihedral and sweep angles.
Secondly, the assumption that the three-quarter chord position results in the correct magnitude of
the forces, whilst the one-quarter chord position results in the correct direction of the forces, has
been proven to yield accurate results for both the drag and the lift coefficient.
Thirdly, the numerical implementation of the VSM and the LLT results in non-physical results in the
regionwhere thewing begins to stall. Therefore, one should be aware of these limitationswhen using
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Figure 7.12: Clark Y arc-shaped wing, global aerodynamic coefficients.

these models. From experimental data, it is known that the kite does not reach high angles of attack
during the average operation manoeuvres, although it will be investigated if the sideslip angles ex-
pected during flight can also cause part of the wing to stall, which would limit the applicability of the
model for LEI kites.
Overall, the VSM has performed well for many geometries, including high anhedral angles and low
aspect ratios, which characterize the LEI v3 kite. The accuracy in most of these cases is comparable
to higher-fidelity methods up to the stall angle, excepting the swept wing case, where the model fails
to predict the stall position. Nevertheless, the model is considered appropriate because LEI kites do
not have high sweep angles, and the linear behaviour is still well predicted.



8
Outcome and results

This chapter presents the numerical results of the aerodynamic and the aeroelastic codes applied to
the v3 LEI kite. Firstly, the performance and accuracy of the aerodynamic model are discussed in
section 8.1, using the 3D CAD model as a reference to generate the geometry so that the CFD results
are equivalent. Then, in section 8.2, the results on the deformations of the kite are compared to the
photogrammetry analysis, and finally, the aerodynamic performance of the kite, taking into account
these deformations, is discussed in section 8.3.

8.1. Aerodynamic results with CAD geometry
In this section, the aerodynamicmodel is testedwith the geometry extracted from the 3DCADmodel
of thev3kite. This geometryhasbeenpreviously analysedusingaRANSsimulation setupbyDemkow-
icz [43] and Lebesque [44], with and without the inclusion of the struts, respectively. However, from
the analysis of the wing with chordwise struts, it was found that these have almost no influence on
the aerodynamic performance of the wing. Therefore only the analysis with the inclusion of struts is
chosen as the baseline for the comparison.

8.1.1. Discretization convergence analysis
One of the biggest contributors to the computational effort of the code is the number of spanwise
panels. Therefore, a convergence study is performed to determine the optimal number of sections
needed to discretise thewing, which is chosen to ensure that the resulting aerodynamic forces do not
change significantly when more panels are added.
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Figure 8.1: Relative error as a function of the spanwise number of sections.
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Figure 8.1 shows the relative error of the CL, with respect to the values obtained with the maximum
number of panels, for two different inflow angles, 4 and 12 degrees. The number of sections is evalu-
ated from 18 to 180, corresponding to 2 to 10 sections between struts. This convergence study shows
that if a total of 126 sections is selected, the difference when adding more sections is less than 0.1%
in both cases. This difference is considered low enough that adding more sections is not worth the
extra computational effort.

8.1.2. Aerodynamic performance (β = 0)
Following, the aerodynamic performance of the LEI wing with zero sideslip angle is discussed. Fig-
ure 8.2 shows the lift curve, drag curve, drag polar and aerodynamic efficiency of the LEI wing com-
pared to the RANS simulations of Lebesque [44].
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Figure 8.2: Global aerodynamic coefficients of the v3 LEI kite comparison with RANS simulations from Lebesque [44].

On the lift curve, the values remain close on the linear region, differing by no more than 0.15, al-
though the lift slope obtained with the VSM is slightly higher. Interestingly, the 2D polars obtained
with Breukel’s model and CFD (see Figure 3.5) also show this lift slope difference, indicating that
the difference in the 3D lift slope comes from the use of Breukel’s 2D polars. Furthermore, the VSM
predicts the stall at a smaller angle of attack, with a slightly lowerCLmax

. After the stall, the two meth-
ods show a different behaviour, which is expected since the validation analysis concluded that the
current VSM is only valid until the stall angle. Moreover, the drag curve, where these lower-fidelity
models usually fail to be accurate, shows a good agreement with the RANS simulation up until the
stall angle. This good agreement of the drag and lift results in similar drag polar and efficiencies. Fur-
thermore, the maximum efficiency of the wing is equal in both value and angle of attack to the RANS
simulations. This result is noteworthy as thewing is intended tofly at angles close to themaximumef-
ficiency during the power generation phase. Consequently, it is essential to predict the aerodynamic
performance accurately around this region.
In Figure 8.3 the spanwise distribution of the circulation, angle of attack andCl andCd are displayed
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for an inflow angle of attack of α = 12◦. From the first glance to Figure 8.3a, it is easy to distinguish
the position of the chordwise struts, corresponding to an abrupt change in the local angle of attack.
Consequently, these changes are translated into the local Cl and Cd. The local forces are maximum
at the centre of the kite and decrease approaching the tips, both due to the geometric change in an-
hedral angle and to the strong 3D effects near the tips. This is the desired behaviour in the kite since
it maximises the forces in the centre, oriented toward pulling the tether. On the other hand, the
circulation Γ does not display such abrupt behaviour, which is expected from the 3D potential flow
solution, but translating the circulation to the aerodynamic coefficients, a not-so-smooth behaviour
is observed. Going back to the Kutta-Joukowski theorem (L = ρUrelΓ), the expression used to com-
pute the circulation is derived: Γ = 1/2UrelCl(α)c , where Cl(α) is the local lift coefficient, Urel is the
local relative inflow speed, and c is the local chord length. Therefore, the circulation depends on the
chord, the relative flow speed and the angle of attack, related to the local geometric angle of attack.
Because these parameters vary along the span, especially in the struts, an abrupt behaviour in the
aerodynamic coefficients is seen despite a smooth circulation curve.
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Figure 8.3: Spanwise distribution of local angle of attack (a), circulation (b) and local lift (c) and drag (d) coefficients at
α = 12◦.

8.1.3. Aerodynamic performance (β ̸= 0)
During an average power generation cycle, the kite experiences velocitieswith various sideslip angles.
Therefore, theperformanceof the aerodynamic codewith these inflowconditions is crucial if it wants
to be included in a dynamic flight simulation. Below, the results of the aerodynamic analysis for
various sideslip angles are discussed and compared to RANS simulations.
In Figure 8.4, the lift, drag and side force coefficients and efficiencies are presented, plotted against
the sideslip angle β. The angle of attack is fixed toα =12° tomatch theRANS simulations of Lebesque
[44], and the sideslip angles range from β = 0° –12°.
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Figure 8.4: The lift (a), drag (b) and sideforce (c) coefficients and CL/CD as a function of β comparison with the RANS
simulations of Lebesque [44].

First, it is noted that the trends for all the coefficients agree with the RANS simulations, although
some apparent discrepancies are observed, especially for high sideslip angles.
Starting with the lift coefficient, it is seen that both the RANS and the VSM show a decreasing nonlin-
ear behaviour with the sideslip angle. This decrease is steeper with the VSM, but overall, the differ-
ence in CL between both analyses is always relatively low, with an average difference of 7%.
Concerning the drag coefficient, although the trend is to increase with the sideslip angle, the slope
is much smaller for the VSM simulations. The reason behind this discrepancy can be more easily
explained by looking at the spanwise distribution of forces. In Figures 8.5 and 8.6, the local angle of
attack and lift coefficient along the span are displayed. For a sideslip angle of β = 10◦, a ”sawtooth be-
haviour” is seen on one side of the wing in both the local angle of attack and the lift coefficient, and
the local angle of attack presents spikes past the airfoil’s stall angle. This behaviour has previously
been encountered, and it occurs when the angle of attack of a section numerically goes past the stall
angle of the airfoil. In this near stall region, multiple numerical solutions exist to the problem, one of
them being the ”sawtooth behaviour” seen in this case. In reality, what has been observed through
CFD simulations is that the region where this non-physical behaviour is observed is stalling, which
increases the drag coefficient substantially, and causes this disparity between the VSMandCFD anal-
ysis. In the current simulations, the non-physical stall behaviour begins at β = 8◦, which questions
the validity of the solutions past this angle using the VSM.
Focusing on the side force coefficient, an increase with the sideslip angle is seen in both cases, al-
though higher in the VSM. Furthermore, while the trend is linear with CFD, with the VSM, the side
force coefficient begins to be nonlinear at β = 8◦, displaying a trend that resembles a stall behaviour
and occurs precisely when one side of the wing starts stalling.
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Figure 8.5: Spanwise distribution of the local angle of attack (a) and lift coefficient (b) at β = 4◦ and α = 12◦.
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Figure 8.6: Spanwise distribution of the local angle of attack (a) and lift coefficient (b) at β = 10◦ and α = 12◦.

Finally, because the lift coefficient decreases and thedrag coefficient increaseswith the sideslip angle,
the efficiency of the LEI will decrease. However, due to the discrepancy in the drag coefficient, the
efficiency obtained with the VSM is higher for all sideslip angles, although sharing the same trend.

8.1.4. Discussion
This section analyses the results on the aerodynamic performance of the LEI wing for a range of an-
gles of attack and sideslip. Based on this analysis, several conclusions can be drawn regarding the
accuracy and limitations of the current VSM.
Firstly, it has been shown that themodel performswell with a non-conventional wing geometry such
as the LEI wing, with high curvature, low aspect ratio and canopy billowing. When comparing the
results of different angles of attack against a higher fidelitymodel, a good agreement has been shown
between the two in the linear region of the lift coefficient. Both the lift and drag coefficients show an
accuracy comparable to RANS simulations in this region.
Secondly, it has been reiterated that one of the main limitations of this model is that it fails in pro-
viding a solution that makes physical sense past the stall angle of attack. As outlined before, this is a
numerical problem of themodel for which, unfortunately, no solution has yet been found. Moreover,
to the author’s knowledge, no study in the literature shows a consistent way of dealing with it.
Thirdly, the model’s performance with the inclusion of a sideslip angle has been analysed, showing
similar trends to the CFD results. However, it has been seen that a high sideslip angle causes one side
of the wing to stall, which results in a non-physical spanwise distribution of local force coefficients.
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However, good agreement is seen between the VSM and RANS simulations for small sideslip angles.
Finally, as discussed more in detail in section 3.4, it is unclear how accurate the 2D airfoil model
from Breukels is. In the VSM, 2D polars play an essential role in the accuracy of the results, as they
directly influence the local forces and angles of attack. Therefore, to increase the accuracy and be
able to quantify the accuracy of the 3Dmodel, an improvement of the 2Dcorrelationmodel is needed,
although it is not part of the scope of this project.

8.2. Deformation results
This sectionpresents the results from theaeroelasticmodel regarding the shapeof the kite and thebri-
dle line system. The simulations are performedwith different constraints for the turning and straight
flights. In the case of a straight flight, the whole system is fixed on the tether attachment point, cor-
responding to the centre of coordinates, and the kite is allowed to move freely around that point,
reaching convergence at the kite’s trim angle. On the other hand, for turning flights, the middle sec-
tion of the kite is fixed on the y-axis. This constraint is set because, with steering input, the kite forces
along the span are not symmetrical and produce a side force and yaw and roll moments, making it
impossible to achieve convergence unless the movement is restricted in some way.
This section is split between the analysis of the deformations of the kite (subsection 8.2.1) and the
analysis of the bridle line layout evolution (subsection 8.2.2).

8.2.1. Kite shape
The following are the results of kite deformations in different actuation conditions and the compar-
ison with the initial shape defined in the CAD model. The distances between the LE and TE bridle
attachment points and the geometric angle of attack are used to describe the shape of the kite quan-
titatively, whereas 3D plots are used to evaluate the shape of the kite qualitatively.

CAD vs powered
The first comparison is with respect to the CAD model, with which the aerodynamic performance of
the kite has already been analysed in previous studies [15], [43], [44]. Figure 8.7 shows three ortho-
graphic 2D views and a 3D view of the CAD geometry (red) and the powered geometry (black). The
most noticeable change is that the kite’s shape becomes flatter due to the aerodynamic forces, clearly
seen in the front view. This effect is expected and desired for the reel-out phase, where the kite is pow-
ered, since the direction of the forces is more directed in the direction of the tether, increasing the
pulling force and, consequently, the power production. Furthermore, it is seen that the LE and TE
tips are displaced towards the LE of the kite, decreasing the sweep angle on the outer sections, and
that the LE tips are separated in the spanwise direction while the TE tips move closer to each other.
Regarding the width of the kite, the distance between the LE tips gets larger, whereas the distance
between the TE tips slightly decreases (see Table 8.1). This effect is attributed to the aerodynamic
chordwise force distribution of the airfoils, concentrating the forces towards the LE and increasing
the deformation of the LE. This effect is also qualitatively observed in the photogrammetry analysis,
confirming the trend.

Width LE (mm) Width TE (mm)
CAD model 8313 8260
Powered 8732 8160

Difference 5.0% −1.2%

Table 8.1: Differences in LE and TE widths between the CAD geometry and the powered state.

Lastly, the geometric angle of attack is analysed tohelpunderstandhow these deformations affect the
aerodynamic force distribution on the kite. The geometric angle is calculated as the angle of attack in
each section for awind speed perpendicular to the plane defined by the origin of coordinates and the
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Figure 8.7: In black, the shape for up = 1 and in red, the shape of the CAD model. The figure shows an orthographic view
(top left), a top view (top right), a side view (bottom left) and a front view (bottom right).

LE points of the middle sections. The sectional geometrical angles of attack are shown in Figure 8.8,
comparing the different states of the kite and the CAD geometry. Compared to the CAD geometry,
the geometric angle of the powered kite is more constant throughout the span, which agrees with
the observed flatter shape. Furthermore, an increase is seen in the outer part of the wing due to the
increased LE width and decreased TE width, which increases the angle of attack in the sections with
a higher anhedral angle. This increase in the outer region is linked to the decrease in themiddle plate
since the increase in LE width makes the shape of the LE flatter, decreasing the relative height of the
LE middle section to the same TE section.
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Figure 8.8: Geometric angles of attack (αg) at each spanwise position for different power and steering settings.

Powered vs depowered
Next, the symmetric deformation caused by the depowering of the kite is examined, using the two
values of difference in the depower tape found in the literature, ∆ld = 13% and ∆ld = 8%. The
changes between powered (black) and depowered (red) states are visualised in Figure 8.9. The most
apparent difference observed from a first visual inspection is the decrease in the TE width caused by
the increased length of the depower tape, which curves the kite’s TE. In contrast, the change observed
in the LE of the kite is less noticeable since none of the power lines connected to the LE change in
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length. Nevertheless, a decrease, although smaller, is also observed.
The higher increase in TE curvature causes two significant effects on the geometric angle of attack
distribution (see Figure 8.8). On the one hand, the relative height of the TE in the inner sections of
the kite is increased, decreasing its geometrical angle of attack. On the other hand, the TE in the outer
sections moves inwards, increasing the geometric angle of attack of the outer sections. This change
in the angle of attack distribution effectively changes the orientation of the aerodynamic forces, de-
creasing the force in the inner part of the kite and shifting it to the sides. Since themain aerodynamic
goal during the reel-in phase is to minimise the force generated in the direction of the tether, a de-
crease in the angle of attack in the middle sections is desired. This decrease in force in the middle
sections is compensated by an increase in the outer sections, where the component in the spanwise
direction that does not oppose the reel-in tether force is larger.

Figure 8.9: In black the shape for up = 1 and in red the shape for up = 0, using a ∆ld = 8%. The figure shows an
orthographic view (top left), a top view (top right), a side view (bottom left) and a front view (bottom right).

Figure 8.10 shows the evolution of TE and LE widths as a function of the power setting, compared
to the photogrammetry results. It is observed that the inclusion of experimental relations (dashed
lines) to account for the change in TE lengths due to canopy billowing affects the results considerably.
Both thewidth of the TE and LE are decreasedwith the addition of the TE lengths change,making the
results more similar to the photogrammetry analysis. Furthermore, when the experimental relations
are incorporated, the use of a depower tape difference of∆ld = 13% or∆ld = 8% results in the same
widths. Therefore, an increase in tape length past 8% does not result in a significant change in the
kite geometry, so it would not make sense to pass that point during flight. This finding is further
analysed with the bridle system layout in subsection 8.2.2. On the other hand, without the addition
of experimental relations, the widths using a depower tape difference of ∆ld = 13% or ∆ld = 8% are
different, andwhile the case of∆ld =8%has a smoothwidths evolution, the case of∆ld =13%shows
anabrupt changeatup = 0.4. This abruptbehaviour is also seen in the caseswith addedexperimental
relations, and it corresponds to the point where the steering tape and the bridle line connecting the
steering tape to the TE tip are parallel to each other (see Figure 8.16). Past that point, since those two
lines can not move with respect to each other, the increase in the depower tape curves the TE of the
kite, pulling the tips of the LE, which are connected to the steering lines, toward the centre of the kite
and the TE, as seen on Figure 8.9.
Another helpful comparison to characterise the shape of the kite is the relation between LE and TE
widths, displayedonTable 8.2. As canbe seen, the relationshipbetweenLEandTEwidths for thepow-
ered state is the same as that obtainedwith the photogrammetry analysis because themeasurements
obtained in pixels have been scaled to match the powered state of the kite. On the other hand, in the
depowered state, the cases that most closely resemble the photogrammetry are for a∆ld = 8%, both
with and without billowing relations, both differing from the photogrammetry by 0.7%, suggesting
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that the correct ∆ld is closer to 8%.
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Figure 8.10: Evolution of the lengths between LE and TE bridle attachment points as a function of the power setting up.

Photogrammetry ∆ld = 8% ∆ld = 13% ∆ld = 8%
(with TE change)

∆ld = 13%
(with TE change)

Powered 1.070 1.070 1.070 1.070 1.070
Depowered 1.106 1.099 1.082 1.113 1.115

Table 8.2: Relation between the LE and TE tip widths (wLE/wTE).

Finally, the power setting affects the trim angle of the kite, shown in Figure 8.11, calculated as the
angle between the middle section plate and the incoming wind velocity. As the kite is depowered,
the trim angle of attack decreases, which is desirable for an LEI kite for power production since, in
the depowered phase, the goal is to minimise the aerodynamic forces by reducing the angle of attack
of the wing.
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Figure 8.11: Evolution of the trim angle of the kite as a function of the power setting up.

As a final remark to the comparison with the photogrammetry results, it must be mentioned that,
although efforts are made to correct the multiple distortions in the video footage, there is much
uncertainty in the measurements. Therefore one should use those results to analyse the geometry
trends rather than quantitatively validate them. Furthermore, the many unknowns regarding the ini-
tial bridle line layout affect the results, so even if the photogrammetry results were precise, it would
be unclear how accurate the model is based on this comparison.
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Straight vs turning
The effect of a steering input on the geometry of the kite is visualised on Figure 8.12, where the pow-
ered state (black) is compared to the powered kite withmaximum steering input (red). To be clear on
what is right and left, the kite’s perspective is chosen for the following discussion, as if the observer
was looking from the TE to the LE. In the figure, it would be performing a left turn. To do that, the
right steering tape is shortened, and the left is elongated, increasing the average angle of attack on
the right side and decreasing the left side, as observed in Figure 8.8. This change in the angle of attack
increases the aerodynamic forces in the right side of the wing, which induces a roll and yaw moment
that makes the wing turn. The effect of this is seen in Figure 8.12 since, looking at the top view, the
right side of the wing is advanced (yaw moment) and, looking at the front view, the right side is in
a lower position (roll moment). This shape can also be seen in the video footage (see Figure 8.17),
where an asymmetric deformation is observed, as the right tip is advanced with respect to the left
side.

Figure 8.12: In black the shape for us = 0 and in red the shape for us = 0.4. The figure shows an orthographic view (top left),
a top view (top right), a side view (bottom left) and a front view (bottom right).

8.2.2. Bridle system
The following are the results of thebridle systemdistributionwithdifferent power and steering inputs.
The changes in the bridle line layout are tracked by the position of the pulleys and the knots connect-
ing the steering tapes, indicated in Figure 5.1. Furthermore, the model is validated by comparing the
slacking lines predicted by the model to the slacking lines seen in the video footage.

Knots and pulleys
The evolution of the knots and pulleys as a function of the power setting is shown in Figure 8.13. The
trend seen in the distance between the two is the same as the one qualitatively determined in the
photogrammetry analysis; an inwards movement of the pulleys and an outwards movement of the
knots.
Furthermore, looking at the evolution of the pulleys, the same abrupt behaviour observed in the evo-
lution of the widths is seen at the same power settings. As mentioned above, this happens when the
steering tape and the line connecting it to the TE tip are parallel to each other. Then, the increase in
depower tape mainly increases the curvature of the kite, pulling the pulleys upward and towards the
centre, and, since the pulleys are connected to the LE tip by a bridle line, the LE tip is moved towards
the pulley (see Figure 5.9).
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Figure 8.13: Evolution of the lengths between pulleys and knots of the power setting up.

Slacking lines
The slacking lines observed in the flight videos are used to compare the predicted slacking lines of the
aeroelastic model. As commented above, the uncertainty in the input of the bridle line layout might
affect which lines slack and which do not, although a good agreement has nevertheless been found
with the videos.
The bridle line system layout for the powered state is shown in Figure 8.14, not displaying any slack.
This is because when designing the bridle line system, one of the criteria is that during the powered
flight, where the forces are the highest, there is no slack present in any of the lines, so all the lines
contribute to transmitting the aerodynamic force to the tether. This reasoning agreeswith the images
extracted from the video, where no slack is seen in any of the straight-powered cases.

up = 1.0 us = 0

no slack

slack < 2.5%

2.5% < slack < 5%

slack > 5%

Figure 8.14: Powered kite and bridle line system (up = 1).

For the depowered state, the bridle line distribution using the minimum power setting with ∆ld =
13% and ∆ld = 8% is shown in Figure 8.16. The geometry using the two ∆ld values is again not
seen to change significantly, and only the appearance of slacking lines is observed, strengthening the
belief that the correct value of ∆ld is 8%. Compared to the slacking lines found in the video footage
(see Figure 8.15), the location of the slacking lines is almost the same. The lines that are seen to
slack the most in both the images and the prediction of the aeroelastic model are found in the TE
of Pl,4, although the aeroelastic model predicts the neighbouring line in the same plate. The other
lines found to slack are located in the TE of the middle plate, with a lower degree of slack, both in the
aeroelastic model and in the video images. That being said, it has been noted during the simulations
that a small change in the initial position of any of the knots of the bridle line system changes the
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results and affects which lines are slacking. Therefore, although the model can calculate slack, it is
not possible to validate the results based on that unless the initial bridle line layout is fully known.

Figure 8.15: Video still of a depowered state. The dashed lines indicate the slacking bridles.

up = 0.0 us = 0

(a)∆ld = 8%

up = 0.0 us = 0

no slack

slack < 2.5%

2.5% < slack < 5%

slack > 5%

(b)∆ld = 13%

Figure 8.16: Depowered kite bridle line system (up = 0).

Lastly, the bridle line distribution obtained with a steering setting corresponding to a left turn is
shown in Figure 8.18. Compared to the video images, shown in Figure 8.17, it is observed that there is
a bigger discrepancy in the predicted slacking lines. The line seen to slack themost in the video is also
predicted with the aeroelastic model, corresponding to the line from the left tip TE to the left steer-
ing tape. Nevertheless, the aeroelastic code predicts two extra slacking lines, connecting the power
and steering lines. This is attributed to the extra constraint imposed in the steering states since a
non-physical restriction is set that prevents the kite shape from evolving freely.

8.3. Aerodynamic results
This section presents the results of the aerodynamic forces obtained with the different kite deforma-
tion states. First, the spanwise force distributions of the different deformation states are presented
in subsection 8.3.1. Next, in subsection 8.3.2, the global aerodynamic coefficients of the kite are anal-
ysed for different angles of attack and sideslip, using the extreme states of power and steering settings.
Finally, in subsection 8.3.3, the aerodynamic performance of the kite is analysed for a range of angles
of attack and sideslip, aswell as different steering andpower settings, and the results are compared to
experimental data. The fully depowered state corresponds to the simulations using TE experimental
relations to account for the billowing and to a ∆ld = 8%, since in the previous section, it has been
observed that increasing the tape length past that point does not change the geometry significantly.
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Figure 8.17: Video still of a left turn. The dashed lines indicate the slacking bridles, and the full line shows the asymmetry in
the deformations [1].
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Figure 8.18: Maximum steered kite and bridle line system (us = 0.4).

8.3.1. Spanwise force distributions
The distribution of aerodynamic coefficients along the wing for the different deformation states is
presented below, as well as the comparison with the geometry extracted from the CAD model. Fig-
ure 8.19 shows the sectional induced angle of attack, lift, drag and moment coefficients along the
span for the straight powered and depowered cases, the maximum steered case and the CAD model
for an angle of attack of α = 8◦. The angle of attack in these simulations is calculated as the angle
between the middle section chord line and the kite’s apparent speed, as defined in CFD simulations.
The following comparison ismade using the extremedeformation states; fully powered (up = 1), fully
depowered (up = 0) and maximum steering (us = 0.4).

CAD vs powered
In the previous section, it is seen that the powered state of the kite has a flatter shape in the middle
sections of the kite and that the outer sections have a higher angle of attack due to the increased LE
width and decreased TE width. The effect of this change in geometry can be seen in the comparison,
where the lift remains more constant in the middle sections of the powered case. Furthermore, the
magnitude of the lift is also increased with respect to the CAD model due to the reduction of the
geometrical angle in the middle section, which results in a reduction in the induced velocity on the
center of the kite. The increased angles of attack results in an increase in the drag coefficients, and a
decrease in moment coefficients, as seen on the airfoil polars (see Figure 3.5).

Powered vs depowered
As seen on Figure 8.19, the depowered geometry increases the aerodynamic forces on all sections. A
general increase in the induced angles of attack is seen, which, on the outer part of the wing, it is due
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Figure 8.19: The angle of attack (a), lift (b) and drag (c) and drag coefficients of the sections along the span for the different
deformation states.

to an increase in the geometric angle in these sections (see Figure 8.8), whereas, on the inner regionof
thewing, this increase comes from thedistribution of geometric angles of attack. Since the geometric
angle of attack on the depowered state decreases approaching the middle of the wing, the velocities
inducedby the inner region are smaller than the powered state, which results in higher relative angles
of attack and, therefore, higher aerodynamic forces. For the inflow angle of attack used in the plots,
this creates amore constant angle of attack along the span and an increase in the aerodynamic forces
on the kite. Therefore, the lift and drag coefficients increase and the moment coefficient decreases.

Straight vs turning
The spanwise behaviour of the turning kite is asymmetric, as observed in the deformation plots. Dur-
ing a turningmanoeuvre, the geometric angleof attackonone sideof thewing increases and theother
decreases, as seen onFigure 8.8, which creates a yawand rollmoment on the kite that allows it to turn.
This asymmetry can also be seen in the induced angles of attack, which are higher than the powered
on one side of the wing and lower on the other, resulting in an increase in the lift and drag coefficient
on one side of the wing and a decrease on the other. Furthermore, the asymmetry on the angle of
attack results in a negative moment coefficient on one side of the wing and a positive on the other.

8.3.2. Aerodynamic force coefficients
The global aerodynamic force coefficients are presented below, plotted against the angle of attack
and sideslip. The angle of attack for this section is calculated as in the spanwise distribution, so the
angle between the middle section chord line and the kite’s apparent speed. Furthermore, the chosen
deformation states are the extreme cases presented in the previous section.
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Angle of attack
The aerodynamic force coefficients plotted against the angle of attack are displayed in Figure 8.20 for
the extreme states of the kite and the CAD geometry, showing the significant effect of the power and
steering settings on the aerodynamic performance of the kite.
Looking at the lift coefficient, it is seen that the powered states follow similar curves, although an
early stall is observed in the case of the steered kite. This early stall is caused because one side of the
steered wing has higher angles of attack than the powered wing, resulting in a stall at lower angles of
attack (see Figure 8.8). Contrarily, the depowered state presents a higher lift curve than the powered
states while stalling at a similar angle as the straight powered state, which has been related in the
previous section to the distribution of geometric angles of attack.
On the drag coefficient, the straight powered and depowered states present a similar drag curve, with
higher values than the CFD study of the CAD geometry. On the other hand, the drag coefficient dis-
plays lower values for the turning kite, similar to the values found with CFD. This reduction of CD

for the steered case is not seen in the experimental flight data. However, since turning manoeuvers
increase the sideslip angle, it would still make sense that the turning geometry without a sideslip has
lower drag values.
The correlation between lift and drag makes the efficiency highest for the steered kite and lowest for
the straight-powered kite, and in both cases, the maximum efficiency is found at around the same
angle of attack. On the other hand, the efficiency of the depowered state is slightly higher than the
straight-powered, and its maximum value is achieved at a lower angle of attack, which is desired
for the kite since, during the reel-in phase, the wing is pitched down, decreasing the angle of attack,
so the depowered state would ideally have maximum efficiency at a lower angle of attack. Finally,
it is observed that, as would be expected, only the steered kite produces a side force, which drops
drastically as the stall behaviour begins to be observed.
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Figure 8.20: The lift (a), drag (b) and side force (c) coefficients andCL/CD as a function of α for different deformation states.
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Sideslip angle
Figure 8.21 shows the aerodynamic force coefficients as a function of the sideslip angle (β) for the
different deformation states, calculated at an angle of attack α = 12◦ to match the CFD simulations.
First, looking at the lift coefficient, a decrease is observed with the sideslip angle for all the deforma-
tion states. Thisdecrease is steeper in the caseof the steeredwingand thedepoweredwing, attributed
to the fact that in these cases, stall occurs at lower sideslip angles due to the higher initial geometric
angle in this direction.
On the drag coefficient, the values remain relatively constant with the sideslip angle for the straight
cases, whereas an apparent increase is observed for the steered kite. Nevertheless, this increase is
much lower than predicted by CFD. As previously seen for the CAD geometry, this predicted increase
in drag coefficient is due to the stall in one side of the wing, which the VSM can not correctly model.
Therefore, for high sideslip angles, the validity of the VSM to calculate the aerodynamic coefficients
is again questioned.
Moving to the side force, an increase is observed with the sideslip angle, although the slope is much
lower than the one calculated with CFD and the one from the CAD model (see Figure 8.4). This is
possibly due to the flatter shape of the deformed kite, which directs less of the force in the spanwise
direction. Furthermore, the side force is maximum with a steered kite since it already generates a
side force for a zero angle of sideslip.
Finally, the efficiency of the kite is seen to be maximum for the steered kite for low sideslip angles.
However, past an angle of β = 8◦, the efficiency of the steered kite gets lower due to stall on one side
of the wing.
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Figure 8.21: The lift (a), drag (b) and side force (c) coefficients and CL/CD as a function of β for different deformation states
for an angle of attack α = 5◦.
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8.3.3. Comparison with experimental data
This section compares the simulation results to experimental data from flights of the v3 kite. In sec-
tion 5.2, two models were presented that analyzed flight data from the v3 kite, Oehler et.al. [14] and
Roullier [69]. The results from Roullier’s analysis are chosen as a basis for comparison due to the in-
creased statistic quality of his study (more samples were analysed) and the inclusion of tether drag
and KCU weights and inertia. That being said, there are still many uncertainties about the treated
data. For starters, the forces are calculated by taking the velocity direction perpendicular to the kite’s
trajectory, which is measured using GPS and IMU. However, the angle of attack is calculated with the
measurements from the wind vane and corrected using a geometrical expression that relates the de-
power tape length to the variation in pitch angle of the wing. The relation applied by Roullier results
in a difference of pitch angle between powered and depowered states of∆αd ∼ 8◦, which differs from
the values found in the current deformation analysis of around ∆αd ∼ 5◦. Furthermore, uncertain-
ties can also arise from the accuracy of the GPS measurements to track the trajectory or the values
of the velocity magnitude measured by a pitot tube on one side of the power lines, which cannot ac-
count for the changes in velocity along the span during turns. All in all, it is unclear how accurately
the angles of attack are calculated and how well the wind direction is measured, which directly af-
fects the force division between lift and drag. Consequently, the experimental results are only used
to identify trends and are not considered appropriate to validate quantitatively.
With that in mind, the angle of attack in these simulations is calculated from the normal vector of
the plane defined by the power lines, corresponding to the angle of attack recorded during the exper-
imental measurement campaigns with a wind vane positioned on the power lines. Furthermore, a
correction is added to the drag coefficient by adding the drag of the bridle lines, which was not taken
into account in Roullier’s analysis. To account for that, only the component on the apparent speed
direction is assumed for this approximation, so the drag of the bridle lines can be expressed as:

Dbridle =
1

2
ρU2

∞Ae, bridleCD,cyl (8.1)

where U∞ is the freestream velocity,Ae, bridle is the total area of the bridle lines, andCD,cyl is the drag
coefficient of the bridle lines, approximated by a long cylinder. The area of the bridle line system
is calculated by the total length of the lines Lbridle = 95.726m and the assumed diameter of the bri-
dles dbridle = 2.5mm [44]. Then, the drag coefficient of the bride line system is calculated using the
planform area of the kite Aref (Equation 8.2), resulting in a CDbridle

= 0.0122.

CD,bridle =
2Dbridle
ρU2

∞Aref
(8.2)

Based onRoullier’s analysis, a range of angles of attack and sideslip and actuation settings are defined
for the straight-powered, turning-powered and depowered kite, as seen on Table 8.3. The sideslip
angle is kept relatively low for the straight cases and increased during turning manoeuvres.

Angles of
attack
α (◦)

Angles of
sideslip
β (◦)

Power
setting
up

Steering
setting
us

Straight-powered 2-15 0-4 0.7-1 0
Depowered 0-10 0-4 0-0.6 0
Turn-powered 2-15 2-10 1 0.1-0.4

Table 8.3: Steering and flow inputs representing the different flight manoeuvers of a pumping cycle.

Figure 8.22 shows the lift and drag coefficient results for the different states of the kite, compared
to the CFD study of Lebesque [44]. Compared to the results obtained in the previous sections, the
difference in how the angle of attack is computed results in changes in the position of the curves. The
depowered state now presents lower values of lift and drag coefficients for the same angle of attack
due to the decrease in geometric angles of attack caused by the increased length of the depower tape.
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On the other hand, the curves for powered straight and turning flights now have similar lift and drag
values.
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Figure 8.22: Aerodynamic performance of the wing with the experimentally based flow and steering inputs, compared to
CFD.

Compared to experimental data, the overall trend of an increase in drag coefficient is also seen in the
simulations, but the lift is not seen to decrease as much. The comparison with Roullier’s experimen-
tal analysis is split into two cases, the comparison between powered and depowered states and the
comparison between straight and turning powered states.

Powered vs depowered
In Figure 8.23, the experimental aerodynamic coefficients are plotted by differentiating the points
belonging to powered and depowered states. Compared to the simulation results, it is observed that
both the lift and drag coefficients also have lower values for the depowered state. This reduction
in aerodynamic forces is what allows to reel-in the kite in a more efficient way, reducing the power
consumed in this phase.
Focusing on the depowered state, the minimum values of CL and CD match the experimental data,
although theCL has a smaller range of values and theCD a larger range in the experimental data. On
the powered state, a higher CLmax is reached in the simulations, whereas the CD reaches lower maxi-
mum values. Looking at the values ofCL/CD, it is seen that both states have similar values, although
the forces are smaller in the depowered state, which makes sense looking at the polars obtained in
the previous section, where the depowered kite is seen to have higher efficiencies at the same angle
of attack.
Due to the complexity of the problem and the number of unknowns, the discrepancies observed
between experimental data and simulation results can come from various sources.
First, it is unclear that the range of angles of attack and sideslip assigned to each state corresponds
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to the ones observed during flight. For example, in Oehler’s study, it is observed that the straight-
powered flight generally has lower values of angle of attack than the turning-powered flight. In that
case, the CLmax

from the simulations would be reduced. Furthermore, knowing from the previous
section that at angles of attack higher than 10° the steered geometry starts to stall and that the stall
behaviour is notwell capturedwith theVSM, adifferent behaviour shouldbe expectedpast that angle.
Secondly, uncertainties in theexperimentally calculatedaerodynamic forcesmay induceerrors,which
would causemore variations than expected in the aerodynamic coefficients, especially in drag, which
has a smaller magnitude. In this sense, the range of experimental drag coefficient values is much
larger than that obtained with the aeroelastic model.
Third, the angle of attack of the experimental results is calculated assuming a specific change in the
depower angle of attack (αd) between powered and depowered states, which might also affect the
range of angles of each state.
All in all, it is difficult to assess if these discrepancies arise from the aeroelastic model or from the
methodology to retrieve the forces from experimental data. Nevertheless, the trends observed in the
experimental data are also observed in the simulation results, i.e. a general increase in lift and drag
coefficients in the powered state.

(a)

(b)

Figure 8.23: Aerodynamic performance of the wing determined from experimental data, comparing powered and
depowered flights [69].
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Straight vs turning
Figure 8.24 shows the aerodynamic performance of the wing based on experimental data, compar-
ing straight and turning powered flights. Focusing on the lift coefficient, the trend is the same as
observed in the simulations, showing a decrease in the turning flight. Nevertheless, through exper-
imental data, this difference between turns and straight flights is more substantial between 4-10◦.
In contrast, the simulations accentuate this difference at larger angles of attack, where the steered
wing is seen to stall before the powered wing, creating a gap between lift coefficients. On the drag
coefficient, the experimental data shows an increase for the turning flights that is not seen in the
simulations. Nevertheless, in the previous sections, it has been noted that the steered wing enters
stall before the powered wing, which would increase the drag significantly. However, due to the in-
ability of the VSM to handle stall, this significant increase in the drag coefficient is not seen in the
simulations; therefore, the drag curves between straight and turning flights remain relatively close.

(a) (b)

Figure 8.24: Aerodynamic performance of the wing determined from experimental data, comparing a turn and a straight
powered flight [69].



9
Conclusions and recommendations

Characterizing the aerodynamic performance of an LEI kite operating in an airborne wind energy
system is a complex problem, mainly due to the deformations that occur during flight. During a
normal operating cycle, the kite experiences a wide variety of flow conditions and steering inputs,
which change the shape of the kite significantly. In order to assess how these deformations affect the
aerodynamicperformanceof thekite, anovel aeroelasticmodelhasbeendevelopedcapableof taking
into account the interaction between flow and structure. The development of thismodel has made it
possible to formulate conclusions and answer the research questions (see section 9.1). Furthermore,
several research opportunities have been identified to improve and make the model more complete,
addressed in section 9.2.

9.1. Conclusions
The research objective of this projectwas to evaluate the aerodynamic forces anddeformations on an
LEI kite by developing a fast aeroelastic model. For that matter, a vortex step method was developed
on the aerodynamic side and coupled to a particle system model on the structural side, resulting in
a relatively fast aeroelastic code, in the order of a few minutes per actuation input, that has allowed
obtaining results to answer the formulated research questions.
Given the unconventional geometry of LEI kites, an in-depth validation of the aerodynamic model
was considered necessary, which led to an answer to the first research question regarding the accu-
racy of the vortex step method. The results from the validation cases have shown the great potential
of the VSM in predicting the aerodynamic performance of wingswith different geometries, including
high anhedral angles and low aspect ratios, which characterize a soft kite. Furthermore, the VSM has
repeatedly shown better performance than the LLM for various geometries, indicating that the three-
quarter chord position results in the correct magnitude of the forces, whilst the one-quarter chord
position results in the correct direction of the forces. Nevertheless, the main limitation of this model
has been identified in all cases, arising from the inclusion of 2D nonlinear airfoil polars for post-stall
angles of attack. In this region, there is more than one numerical solution possible, as two angles
of attack can yield the same Cl in each section, which leads to non-physical spanwise behaviours,
making the model valid up to the predicted stall angle.
Once chosen and validated, the aerodynamic model was adapted to the geometry of the v3 LEI kite,
including the geometry of the airfoils along the span and the canopy billowing as input. Then, the
simulation results using the 3D CAD geometry were compared to a RANS analysis of the same wing
geometry, showing good agreement for both the lift and drag coefficients. However, the lift curve
obtained with the VSM has a different slope than the RANS simulations, which was not observed in
the validation cases. This difference is mainly attributed to the correlation model used to obtain the
2D polars, which was also found to have a different lift slope than the 2D polars obtained with CFD.
Even so, thismodelwas adopteddue to its ability to account for changes in airfoil geometry, the ability
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to generate moment coefficients and its computational speed. Furthermore, the performance of the
model with an incoming velocity with a sideslip angle was also compared to RANS simulations. It
was observed that the trends are the same as those of the CFD but that as the sideslip angle increases,
the VSM results become less accurate, especially for the drag coefficient. The stall on one side of the
wing was identified as the leading cause of this disparity, reiterating one of the main limitations of
the current VSM.
The validation of the FSI model has been done based on a photogrammetry analysis and experimen-
tal data measured during an actual kite flight. However, in both cases, several sources of uncertainty
were identified. For the photogrammetry analysis, donewith video footage from theKCU, several dis-
tortions appear,mainly caused by the type of camera lens and changes in the camera line of sight due
to the movement of the KCU relative to the kite. These distortion effects were eliminated based on
several assumptions, leading to the obtention of the tip-to-tip widths and the changes in TE lengths
depending on the power setting. For turning flights, however, the distortion effects caused high un-
certainties, which made the quantitative results for such a small dataset too inaccurate. On the ex-
perimental data, Roullier’s study was taken as a reference, where the aerodynamic coefficients are
approximated by taking into account the different elements of the kite and their effect on the forces
to isolate the lift and drag coefficients of the wing. The velocity direction used to calculate the aero-
dynamic forces was retrieved fromGPS and IMUdata. In contrast, the angles of attackwere retrieved
using a geometric correction that relates the depower angle to the power setting of the kite. However,
it is not very clear what the method of estimating the depower angle is, which makes it challenging
to know the accuracy on the angles of attack for each state of deformation.
In addition, to add further uncertainty to the validation, there are many lines in the bridle line sys-
tem whose length are unknown. From the simulations, it has been seen how a slight change in the
initial length of a line can considerably change the shape of the kite and the lines that appear slacking.
Therefore, due to the multiple uncertainties in both input and validation data, the validation process
is considered suitable mainly to identify trends and not to compare quantitative results.
The aeroelastic model was tested with several steering and power settings, resulting in similar trends
to the ones obtained with experimental data. From the deformation results, it has been possible to
visualize how the shape of the kite varies due to the actuating settings. The increase of curvature from
powered to depowered, indicated by the tip-to-tip distances, has been confirmed, which decreases
the geometric angle of the kite in the depowered state, i.e. increases the depower angle αd. However,
this change in the depowered angle is considerably less than assumed in the experimental data. The
evolution of the shape from powered to depowered also showed that the results change considerably
with the inclusion of experimental canopy billowing relations and that if they are included, using a
depower tape difference of ∆ld = 8% results in the same shape as a difference of ∆ld = 13%. On the
shape of the kite with steering inputs, the same qualitative behaviour observed in the video footage
is seen in the simulation results. The asymmetry in the steering tapes causes an asymmetric defor-
mation of the wing, which produces a side force that induces roll and yaw moments, making the kite
turn. Furthermore, the evolution of the bridle line system was also analyzed, showing that the trend
in the selected knots and pulleys is the same as the one observed in the video footage. Lastly, a quali-
tative assessment of the slacking lines was performed, showing slack locations similar to those in the
videos. In the case of the steered kite, however, two extra slacking lines are observed, attributed to
the added constraints in the turning flight.
On the other hand, by analyzing the aerodynamic results, it has been possible to analyze how the
deformations affect the aerodynamic performance of the kite. Compared to the CAD geometry, it
has been found that the powered and depowered states result in a decrease in efficiency, mainly due
to an increase in the drag coefficient, which is also possible to observe in the experimental results.
In contrast, the steered kite does not show an increase in drag coefficient because one side of the
wing has much smaller angles of attack, which makes its efficiency the maximum. However, during
turning manoeuvres, the sideslip angle is greatest, so the influence of the sideslip angle on the aero-
dynamic performance of the different states is analyzed. From this analysis, it is observed that the
turning kite suffers the most significant increase in drag due to the advanced stall on one side of the
wing. Finally, the comparison to the experimentally retrieved aerodynamic coefficients is made by
assuming a range of inflow conditions and actuation inputs for each deformation state of the kite,
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resulting in a general increase in the drag coefficient and a decrease in the lift coefficient (see Fig-
ure 8.22), as observed in the experimental data. Nevertheless, the increase in the drag and decrease
in the lift is smaller than in the experimental analysis. Furthermore, a comparison is made between
the flight states of the kite. On the one hand, the comparison shows the same trend between powered
anddepowered states, where the drag and lift decrease in the depowered state. However, on the other
hand, the comparison between turning and straight powered states shows good agreement in the lift
coefficient, which is reduced in the turning flight, but disagrees with the drag coefficient, which does
not show an increase with respect to the straight flight. This disagreement is mainly caused by the
inability of the aerodynamic code to model stall, as outlined in the validation cases, where the drag
coefficient is underestimated past the stall angle.
To sumup, themain objective of developing a fast aeroelasticmodel of an LEI kite has beenmet,mak-
ing the study of the deformations and forces on the kite possible. Furthermore, the comparison with
experimental data shows that the model follows the same trends in shape and aerodynamic forces.
However, to determine the accuracy of the current model, the need for improved validation data and
a complete characterization of the bridle line system have been identified. Finally, the impossibility
of the aerodynamic code to model stall limits the application of the method to a range of angles of
sideslip smaller than the range observed in experimental measurements, which limits the inclusion
of the model in a dynamic flight simulation.

9.2. Recommendations
This section presents several research opportunities to address the limitations of the current model
and ideas for further research to make the aeroelastic model more accurate and reliable.
With regard to the aerodynamic model, two main issues have been identified that should be investi-
gated further.
Firstly, it has been found that the VSM implemented in this project is limited to flow conditions in
which there is no stall; otherwise, non-physical behaviour will occur. As previously reported, this
behaviour appears because multiple solutions are numerically possible in this region. In order to
overcome this problem, one would have to find a way to impose one of these solutions, although this
is not an easy task since one does not know a priori whether the wing is stalling or not or which part
of the wing is stalling. As no method has been found in the literature to solve this problem effectively,
it is recommended that efforts be devoted to research on this subject to obtain a fast and accurate
aerodynamic tool for the whole range of angles of attack.
Secondly, the 2D airfoil polars used in the VSM, which are obtained with a correlation model based
on CFD data, result in lift and drag coefficients that differ from both the experimental and CFD data
available, although it is not conclusive how accurate the model is, since CFD and experimental data
also differ one from the other. In addition, the moment coefficient has been found to display un-
usually high values. Furthermore, the correlation model does not account for variation in Reynolds
number or the position of the maximum camber. All these shortcomings have led to the need for a
more complete model to generate 2D polars of LEI airfoils, ideally validated with experimental data.
With a complete and validated 2D model, it would be possible to investigate the sensitivity of the de-
formations and aerodynamic results to changes in the airfoil geometry along the span and optimize
the geometry to improve the aerodynamic performance of the kite.
Regarding the aeroelastic model, several issues could be investigated to make the model more real-
istic and less dependent on experimental data. Currently, the stiffness and damping constants of
the bridle lines are defined such that the lines do not undergo significant deformations. However, it
would be interesting to investigate how the model performs with constants representing the proper-
ties of the bridle and kitematerials. Furthermore, it should be investigated how to define thematerial
properties of the canopy so that the canopybillowingchanges are calculatedwithin themodel instead
of relying on experimentally found relations.
Nevertheless, even if all of the above is considered and implemented, one of the major problems en-
countered during this project would still be unresolved, which is the lack of accurate validation data
and a complete characterization of the kite and bridle line system. Ideally, an LEI kite would be flown
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from which all the bridle line lengths and dimensions necessary to characterize the kite have been
measured. The sample size of the measurements should also be increased and the videos for the
photogrammetry analysis should be recorded at the same time as the flow and actuation conditions
are recorded so that it is easy to relate both data. Furthermore, the photogrammetry analysis could
be done with two cameras, preferably without the wide-angle lens, to reduce the distortions. Alter-
natively, a different method could be used to obtain information on the shape during flight, which
would ideally be airborne to link the deformations with the inflow conditions. A couple of the meth-
ods that could be investigated to get more accurate measurements of the shape of the kite are the
use of inertial measurement units or a 3D laser scanning technique. By improving the quality of the
measured data and knowing the exact shape of the kite and its bridle line system, it would be possible
to properly validate the aeroelastic model and identify where and how it fails to represent the actual
deformations and forces.
Ultimately, to make the simulations more realistic, the aeroelastic code could be included in a dy-
namic flight simulation, recreating the idealized trajectory of the kite. To do that, the tether force
should be included and the effects of the different components on the aerodynamic force of the sys-
tem estimated, which include the drag of the KCU, tether and bridles and their weight and inertias.
Furthermore, a vortex wake model should be considered to account for its influence on the aerody-
namic performance of the kite during the pumping cycles.
Once a complete and validated aeroelastic model is achieved, this tool could be used to improve LEI
kite systems inmultipleways. On the onehand, the kite geometry could be optimisedby studying the
bridle line system to generate the desired kite geometry without slacking lines and by optimising the
geometry of the airfoils along the span to improve the aerodynamic performance of the kite. On the
other hand, the study of the aerodynamic forces and moments on the kite due to different actuation
and inflow inputs could be used to improve the control strategies, improving the overall performance
of the system.
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A
Geometry specifications

The purpose of this appendix is to specify all the measurements that have been used to define the
geometry of the kite and the bridle line system so that it can be easily recreated in future research.
In Figures A.1, A.2 and A.3, the bridle attachment points to the wing and the knots and pulleys are
represented using a numbered coding. The coordinates of these points, specified in Table A.4, have
been obtained using reverse engineering to modify the CAD geometry to match the known lengths.
Table A.1 displays the known lengths of the kite wing and the bridle line system and the source from
where they were retrieved.
The details of the aerodynamic characteristics of the airfoils in each section of the kite wing can be
found in Table A.2, where only half of the wing is displayed due to the symmetry of the kite. Similarly,
Table A.3 displays the billowing angle of each plate.
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Figure A.1: Representation of the v3 kite shape from the bottom view, showing the bridle line attachment points.
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Figure A.2: Representation of the LE bridles, showing the numbered particles.

Description Source Length (m)

d21−23 , d21−27

Steering tapes
Straight flight Kitepower [1] 1.6 , 1.6

Maximum steering (100%) Kitepower [1] 0.2 , 3.0
Maximum steering in flight (40%) Flight data [1] 1.04 , 2.16

d21−22

Depower tape
Minimum power setting Kitepower [1] 5.0
Maximum power setting Kitepower [1] 0.2

Powered (up = 1) Flight data [1] 1.098
Depowered ∆ld = 8% (up = 0) Flight data [1] 1.482
Depowered ∆ld = 13% (up = 0) Flight data [1] 1.722

d23−24 + d24−22

d27−28 + d28−22
Pulley bridle lines Kitepower [1] 5.2

d19−20 Kite width Oehler et.al. [14] 8.313

d0−5 Tether point to LE Oehler et.al. [14] 11.0

Table A.1: Description of the known lengths that characterize the v3 LEI kite.

Section 19− 1 2− 18 3− 17 4− 16 5− 15

Thickness ratio (%) 10.41 8.29 7.83 7.72 7.70
Camber (%) 2.5 3.5 4.5 5.5 6

Table A.2: Definition of the airfoil geometry along the span.
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Figure A.3: Representation of the TE bridles, showing the numbered particles.

Plate 19− 2 2− 3 3− 4 4− 5 5− 6

Billowing angle (◦) 1 10 15 18 20

Table A.3: Definition of the airfoil geometry along the span.
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Point number x-coordinate (mm) y-coordinate (mm) z-coordinate (mm)
0 0 0 0
1 1545 4130 7261
2 -18 3984 8497
3 -239 3147 9817
4 -385 1967 10607
5 -458 667 10949
6 -458 -667 10949
7 -385 -1967 10607
8 -239 -3147 9817
9 -18 -3984 8497
10 1545 -4130 7261
11 1710 -3972 8492
12 2011 -3129 9787
13 2119 -1955 10559
14 2167 -663 10890
15 2167 663 10890
16 2119 1955 10559
17 2011 3129 9787
18 1710 3972 8492
19 863 4157 7424
20 863 -4157 7424
21 179 0 933
22 418 0 2005
23 481 439 2442
24 1013 860 4674
25 1447 2620 7655
26 1534 1344 7833
27 481 -439 2442
28 1013 -860 4674
29 1447 -2620 7655
30 1534 -1344 7833
31 -66 1329 5532
32 -43 2055 7255
33 -92 1267 7828
34 -66 -1329 5532
35 -43 -2055 7255
36 -92 -1267 7828

Table A.4: Coordinates defining the kite and bridle line system of the v3 LEI kite.
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