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Abstract

The growing demand for global wind power production, driven by the critical need for sustainable energy sources,
requires reliable estimation of wind speed vertical profiles for accurate wind power prediction and comprehensive
wind turbine performance assessment. Traditional methods relying on empirical equations or similarity theory face
challenges due to their restricted applicability beyond the surface layer. Although recent studies have utilized various
machine learning techniques to vertically extrapolate wind speeds, they often focus on single levels and lack a holistic
approach to predicting entire wind profiles. As an alternative, this study introduces a proof-of-concept methodology
utilizing TabNet, an attention-based sequential deep learning model, to estimate wind speed vertical profiles from
coarse-resolution meteorological features extracted from a reanalysis dataset. To ensure that the methodology is
applicable across diverse datasets, Chebyshev polynomial approximation is employed to model the wind profiles.
Trained on the meteorological features as inputs and the Chebyshev coefficients as targets, the TabNet more-or-less
accurately predicts unseen wind profiles for different wind conditions, such as high shear, low shear/well-mixed, low-
level jet, and high wind. Additionally, this methodology quantifies the correlation of wind profiles with prevailing
atmospheric conditions through a systematic feature importance assessment.

Impact Statement

We applied deep learning in conjunction with Chebyshev polynomials to predict unseen wind profiles from
coarse-resolution meteorological features and correlate them with the prevailing atmospheric conditions. The
methodology can be extended to different geographical locations and diverse wind profile datasets.

1. Introduction

The demand for global wind power production has experienced a significant increase, driven by the
growing recognition of renewable energy sources as an essential solution to combat climate change and
the pressing need for a sustainable, low-carbon future (Nagababu et al., 2023). Although offshore wind
power technology is still in its initial stages, it is predicted to grow rapidly, which is primarily attributed to
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offshore wind speeds being higher and more uniform as the distance from the coast increases (Guo et al.,
2022). Moreover, technological advancements have facilitated the deployment of the largest wind
turbines to date, such as the MySE 16-260 with a 16 MW capacity (New Atlas, 2023), having a rotor
diameter of 260 m and a hub height of 152 m, making it the largest wind turbine to reach a towering height
of 280 m.

For such massive wind turbines, the traditional use of hub height wind speed in estimating power
output (IEC, 2005) is insufficient due to varying wind speeds across the rotor plane. To address this,
the rotor equivalent wind speed approach considers a wind profile within the rotor swept area,
enhancing the reliability and accuracy of power output estimates for such large wind turbines
(Wagner et al., 2011; Van Sark et al., 2019). Furthermore, specific meteorological conditions lead
to the formation of distinct wind profiles, such as low-level jets (LLJs) during strong stratification,
well-mixed profiles during very unstable conditions, and Ekman profiles during neutral conditions
(Duran et al., 2020). The atmospheric variables like wind shear and turbulence intensity associated
with these diverse wind profiles significantly influence power production (Elliott and Cadogan, 1990;
Wharton and Lundquist, 2012). Beyond power output, wind profiles under different stability condi-
tions also significantly impact turbine loads (Dimitrov et al., 2015; Gutierrez et al., 2017; Park et al.,
2015). These findings underscore the importance of analyzing wind profiles in both wind resource
assessment and turbine design analysis.

However, characterizing wind profiles across the rotor-swept area has been hindered by the scarcity of
observations at high altitudes, as the deployment of wind measurement instruments such as wind masts
and lidars is generally cost-prohibitive. Numerous similarity theory-based and empirical equations exist,
such as the logarithmic law of the wall, Monin—Obukhov similarity theory, and power law, among others.
These have been utilized in wind resource assessment applications to extrapolate near-surface wind
speeds from ground meteorological stations (Bafinuelos-Ruedas et al., 2010) or satellites (Optis et al.,
2021) to various vertical levels. However, these equations often require additional information that is not
typically measured by ground stations. Furthermore, some of these equations are only valid within the
surface layer (Basu, 2023); yet, the swept areas of contemporary turbines extend well beyond this layer,
complicating their application. At present, the most reliable approach for estimating wind profiles is to use
mesoscale models. There have been several such activities going on, such as, the Copernicus Regional
Reanalysis for Europe (CERRA) (Schimanke et al., 2021), New European Wind Atlas (NEWA)
(Hahmann et al., 2020; Doérenkdmper et al., 2020), Dutch Offshore Wind Atlas (DOWA) (Wijnant
et al., 2019), Winds of the North Sea in 2050 (WINS50) (Dirksen et al., 2022), Solar and Wind at
Gray-Zone resolution (Baki etal.,2024a), to name a few. However, mesoscale model simulations require
significant computational resources. In addition, the simulated wind speed profiles are susceptible to grid
size and physical parameterizations (Baki et al., 2024b).

In recent years, numerous machine learning (ML) studies have explored extrapolating near-surface
wind speeds to rotor-swept heights. Mohandes and Rehman (2018) employed deep neural networks
(DNNps) to extrapolate wind speeds from lidar measurements at lower heights to 120 m height, showing
superior performance over the empirical local wind shear exponent method. Optis et al. (2021) investi-
gated methods to extrapolate near-surface wind speeds from satellite-based wind atlases to hub heights,
with ML models, particularly Random Forest (RF), outperforming traditional empirical methods. They
highlighted that ML models trained on a limited number of lidars could accurately extrapolate winds at
various surrounding locations. Building on this, Liu et al. (2023) used three ML (RF) models to estimate
wind speeds at 120 m, 160 m, and 200 m levels, incorporating large-scale weather features from ERAS
reanalysis and wind speed/direction from a remote sensing device. They concluded that, including
meteorological features significantly improved ML model accuracy compared to the empirical power
law method. Yu and Vautard (2022) extended this approach, constructing RF and extreme gradient
boosting (XGBoost) models to estimate a gridded dataset of 100 m wind speed using meteorological
variables from the ERAS (S5th generation European Centre for Medium-Range Weather Forecasts
(ECMWF)) reanalysis (Hersbach et al., 2020). However, these ML studies focused on specific extrapo-
lation levels and lack generalization for entire vertical profiles.
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2. Problem statement

In this article, our objective is to explore a deep learning (DL) approach for wind profile estimation,
leveraging coarse-resolution meteorological features from public-domain reanalysis data. Traditionally,
wind resource assessments involve collecting observations for 1 year using met-masts, sodars, and lidars
and extrapolating winds for other years through the measure—correlate—predict (MCP) approach. To
emulate this process, our focus is on training a DL model for 1 year and predicting for a different year. As a
proof-of-concept, we utilized simulated high-resolution wind profiles from the CERRA reanalysis and
coarse-resolution meteorological features from the ERAS at a specific location. The challenge lies in
generalizing the methodology for easy adoption with any datasets, which could be observational data
from various instruments.

To achieve this, we initially approximate the CERRA wind profiles using Chebyshev polynomials,
representing them with five coefficients. Using these coefficients as targets and the ERAS meteorological
features as inputs, a DL model is trained. While the aforementioned ML models like RF and XGBoost
excel in regression problems, they are designed to predict single targets. Given our objective of predicting
all coefficients simultaneously to obtain collective wind profile information, we opt for state-of-the-art
TabNet (Arik and Pfister, 2021), an attention-based sequential DL model. Additional details about the
data used are provided in Section 3.1, the Chebyshev coefficient estimation is explained in Section 3.2,
and the training procedure is outlined in Section 3.3. The results are presented in Section 4, with
concluding remarks in Section 5.

3. Data and Methodology
3.1. Data

3.1.1. Wind speed at different height levels

The CERRA is a state-of-the-art reanalysis developed through the collaborative efforts of the Swedish
Meteorological and Hydrological Institute (SMHI), Norwegian Meteorological Institute (MET Norway),
and Meteo-France. CERRA provides wind speeds at 12 vertical levels: 10, 15, 30, 50, 75, 100, 150, 200,
250, 300, 400, and 500 m above sea or ground level. The dataset is available as analysis every third hour
and as forecast at lead hours of 1, 2, and 3. In this study, we utilized the three-hourly analyses and
corresponding forecasts at lead hours of 1 and 2, creating an hourly dataset. We analyzed data spanning
2 years, from 0000UTC on January 1, 2000, to 2300UTC on December 31, 2001. We extracted a time-
series of wind profiles at the FINO1 site (54.0143N, 6.58385E), a location noted for extensive wind power
meteorology research (Durén et al., 2020).

3.1.2. Meteorological variables

This study utilizes 34 meteorological variables from the publicly available and globally acclaimed ERAS
reanalysis data as drivers for wind profiles, which are presented in Table 1. Of these, 25 variables are
selected based on the studies of Kartal et al. (2023), adhering to the same naming convention and
descriptions as mentioned in Table 1 of their work.

3.2. Estimating Chebyshev coefficients

Chebyshev polynomials allow one to approximate a function with smallest error as follows (Mason and
Handscomb, 2002):

U(Z)ZZC,,T,,(Z) ()
Here, we want to approximate the wind speed profile U(z) with the combination of Chebyshev

polynomials T, (z) multiplied by the corresponding coefficients C,,. The polynomials of the first kind can
be estimated through recurrence relations as follows:
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Table 1. Description of the meteorological variables adopted from the ERAS reanalysis

Type  Variable  Equation Description Units
Derived W U2 12 Wind speed at 10 m a.g.l. computed from zonal and m s~
10 10 meridional components
Derived Wi \/W Wind speed at 100 m a.g.]. computed from zonal and m s~
100 100 meridional components
Derived « lolg(Wmo/Wlo) Power-law exponent of wind profile within -
0E(100/10) 10-100 m above ground level (a.g.l).
Derived Wg7s U2t 12 Wind speed at 975 hPa computed from zonal and m s !
975 975 meridional components
Derived Wysg U2 1+ )2 Wind speed at 950 hPa computed from zonal and ms™!
930 7 7950 meridional components
Derived AWg75_100 Wo7s —Wigo  Difference in wind speed between 975 hPa level and m s~
100 m level
Derived AWoys0_975 Woso — Wo7s  Difference in wind speed between 950 hPa level and m g7!
957 hPa level
Raw u. Friction velocity ms~!
Raw Wxiﬂ o Instantaneous wind gust at 10 m a.g.1. ms~'
Raw T, Air temperature at 2 m a.g.1. K
Raw To Skin temperature K
Raw T, Upper-level soil temperature K
Raw Ta Dew point temperature at 2 m a.g.l. K
Raw Py Mean sea level pressure Pa
Raw H Boundary layer height m
Raw hep Cloud base height m
Raw Hg Instantaneous surface sensible heat flux W m 2
Raw Hp Instantaneous moisture flux kgm 2s™!
Raw TCC Total cloud cover -
Raw LCC Low-level cloud cover -
Raw CAPE Convective available potential energy Jkg™!
Raw CIN Convective inhibition Jkg™!
Raw g Energy dissipation rate in boundary layer Jm™2
Raw To97s Air temperature at 975 hPa K
Raw To9s0 Air temperature at 950 hPa K
Derived AT, T>—Ty Difference in air and skin temperatures K
Derived AT, To—T, Difference in skin and soil temperatures K
Derived AT; T,—Tap Temperature dew point spread K
Derived AT4 To75—T> Difference in temperatures between 975 hPa and K
2ma.g.l
Derived AT Toso — T975 Difference in temperatures between 950 hPa and K
975 hPa
Derived HRSin sin (2”51;‘") Sine encoding of hours -
Derived HRCos cos (2”1;:“f ) Cosine encoding of hours -
Derived DYSin sin (2’;16)5“) Sine encoding of Julian days -
Derived DYCos 2zDay Cosine encoding of Julian days -
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To(z)=1 )
T\(z)=z 3)
Tpy1(2) =22T5(2) = Thi1(2) )

In this study, we employed fourth-order Chebyshev polynomials (Figure 1, 1st column). Once
computed, these polynomials transform the problem into a system of linear equations, facilitating the
estimation of coefficients through methods such as solving linear equations or matrix inversion. The
variable z is normalized between —1 and 1 in real data before estimating coefficients. For a wind profile
with 12 vertical levels and Chebyshev polynomials of order 4 (T to T4), five Chebyshev coefficients
(Cy to Cy) are estimated, reducing the wind profile’s complexity to five coefficients. We would like to point
out that the approximation strategy allows us to effectively handle wind profile data from various sources.
Whether the data is observed or simulated up to 500 m, and even if it does not align with the specific vertical
levels of the CERRA data, the Chebyshev coefficient estimation process remains unaffected. This
adaptability ensures that the proposed methodology is versatile across different wind datasets.

T, represents a constant line, with Cy approximating mean wind speed. Similarly, 7', corresponds to a
diagonal line, and C; approximates wind shear. The parabolic profile of T, is captured by C,, representing

Chebyshev Polynomials High shear Low shear/well mixed
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Figure 1. Column 1: an illustration of fourth order Chebyshev polynomials plotted against the
normalized height z=[—1,1]. The remaining figures display the vertical profiles of wind speed from
CERRA alongside those approximated by Chebyshev polynomials, for four well-known categories of
wind regimes: high shear, low shear/well-mixed, low-level jets (LLJ), and high wind.
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curvature in the wind profile. These three coefficients are expected to capture a significant portion of the
wind profile, while higher-order coefficients account for small-scale variations.

To illustrate the capability of Chebyshev coefficients, we compared four wind profiles from the
CERRA dataset with their Chebyshev approximations (Figure 1). These types of profiles, namely high
shear, low shear/well-mixed, LLJ, and high wind, selected from Duran et al. (2020), are crucial for wind
energy applications. The figures demonstrate the effective approximation of CERRA wind profiles by
Chebyshev coefficients.

3.3. Experimental setup

Figure 2(a) illustrates a complete flowchart of the training procedure adopted in this study. First, the
ERAS5-based predictor meteorological variables as inputs and the estimated Chebyshev coefficients as
targets are stacked side-by-side as a tabular dataset. Next, the entire data of year 2001 is kept aside for
testing purpose. Now, among the data of year 2000, randomly selected six consecutive days of each month
are used for validation purposes. The remaining data is adopted for training the models. This ensures that
the training and validation data covers seasonality given 1 year sample size. The data-splitting strategy is
illustrated in Figure 2(b). After splitting, there are 7056 samples in training, 1728 samples in validation,
and 8760 samples in testing. After this, a min-max normalization function is constructed on the targets of
training data, using which the targets of training and validation data are normalized.

The TabNet consists of several hyperparameters, in which we chose to tune n; (width of decision
prediction layer), nge,s (number of steps in the architecture), Nindependens (number of independent Gated
Linear Units), Agqreq (number of shared Gated Linear Units), and gamma (coefficient for feature reusage).
The readers are encouraged to peruse the paper by Arik and Pfister (2021) for more information about the
architecture and the hyperparameters. Next, a random search is employed for tuning the model

ERADS variables |Z Y [ Chebyshev coefficients ] Random train-validation split
X Y Test
A

4»[ Random train-validation split ] """""""""""""""""""""
‘ Months T R

ys of each month)

[ Target min-max normalization ] Validation (random 6 consecutiv

!

N
g Random model parameter selection M (b)

o n_d, n_step, n_independent, n_shared, gamma |

£ J Learning curves

a

ac) 801 l —— train

S . validation
_ Tabnet training ‘

5 60

>

(=]

o w

o D 404

8 241 |

yes LOSS, No

<

T T T T T T
0 25 50 75 100 125 150 175 200
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(©)

IOSSprev_trial

Hyperparameter tuning via random search
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— [ Save current model ] [ Retain previous model ] —

€))

Figure 2. (a) Flowchart of the experimental setup used in this study to train the TabNet. (b) Our strategy of
splitting the entire dataset into train, validation, and test. (c) Loss curves of one of the trained model, in
which the train and validation RMSE values are plotted against the training epochs.
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hyperparameters from parameter spaces of 14:[4,8,16], Nepsi[3,4,5], Mindependent:[1,2,3,4,5], Rghared:
[1,2,3,4,5], and gamma:[1.1,1.2,1.3,1.4]. Using these parameters, the TabNet model is trained with mean
squared error (MSE) as the loss function and evaluated on the validation dataset. After training, the
validation loss is calculated, and the trained model is saved as an external file. Following hyperparameter
tuning, the training process is replicated across 10 ensembles, each initiated with a random train-validation
split. Each ensemble saves its best-performing model. The inner loop of hyperparameter tuning enhances
the model’s robustness by optimizing performance across different hyperparameters on the same dataset.
The outer loop, on the other hand, is crucial for generating reliable predictions through ensemble modeling.
A sample learning curve from one of the saved models is depicted in Figure 2(c), demonstrating that the
models are training effectively.

4. Results

Model predictions are generated for the test data, and performance is evaluated using key metrics such as
mean absolute error (MAE), coefficient of determination (R?), and root mean square error (RMSE).
Figure 3(first row) illustrates a comparison of predicted coefficients from one of the ensemble models with
respect to the test data using bivariate histograms. Among the coefficients, Cy and C; predominantly align
along the diagonal line, displaying narrower spreads. Notably, the model exhibits its highest predictability
for Cy with an R? of 0.93 and moderate predictability for C; with an R? of 0.65. Conversely, the remaining
coefficients frequently register values close to zero, with less probable values demonstrating a wider
spread, indicating lower predictability for these coefficients.

Additionally, the impact of input meteorological variables on the predicted Chebyshev coefficients is
estimated by measuring (permutation) feature importance. This is done by quantifying the reduction in the
score when a specific feature is absent. From the feature importance, as shown in 3 (second row), it is
evident that the meteorological variables directly related to wind speed (Wi to W;lo) are showing
significant influence on the coefficients, which is expected. A major finding from the feature importance
is that identification of atmospheric stability-related variables, such as instantaneous surface sensible heat

co C1 Cc2 c3 Cca
25 {[MAE: 0.92 N ...l 7.5 1| MAE: 0.50 . 2 1 [mAE: 0.25 3 MAE: 0.13 MAE: 0.10

e R?:0.93 v bt R2:0.65 .l R%045 | R2:0.41 1] R%:0.23

S 20 RMSE: 1.24 . z 5.0 RMSE: 0.74 :_ N =" 1 RMSE: 8| ¢ 2 RMSE: 0.21 RMSE: 0.17
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Figure 3. First row: a comparison of Chebyshev coefficients (Cy,C1,Ca,Cs and Cs) between the test data
and the model predictions using bivariate histograms. The probability of occurrence is represented on a
log scale with the color increasing from dark (low probability) to light (high probability). The evaluation
scores, namely MAE, R?, and RMSE for each coefficient are provided in the text boxes. Second row: the
combined feature importance of input variables based on the test data.
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flux (Hy), difference in air and skin temperatures (AT;), and the difference in 975 hPa and 2 m air
temperatures (A7), are also exerting significant influence on wind profiles. It is evident that the boundary
layer height (H) is also an important input feature for wind profile estimation. By identifying these
influential variables, we can accurately characterize various wind profiles. This improved characteriza-
tion aids in the better estimation of wind power and turbine loads.

Since the main objective of this study is to predict the wind profiles given coarse-resolution
meteorological features from the ERAS dataset, we reconstruct the wind profiles using the predicted
Chebyshev coefficients from the test data. A sample of four profiles from the 10 ensemble model
predictions is presented in Figure 4. From this figure, it is evident that the predicted profiles are in
agreement with the CERRA-generated wind profiles, and the uncertainty bounds are quite narrow. The
evaluation metrics RMSE and mean absolute percentage error (MAPE), which are computed between the
CERRA profile and the median profile, further corroborate the strength of the TabNet model. However,
not every prediction turned out to be accurate, as shown in Figure 5. For these selected profiles, the error
metrics (RMSE and MAPE) are quite high. Careful analysis of Figure 5 reveals a substantial discrepancy
between the ERAS and CERRA wind speeds, which may account for the poor predictions observed in
these instances. The TabNet-generated profiles lie in between the ERAS and CERRA wind speeds. This

00 High shear Low shear/well mixed LL) High wind
RMSE: 0.88 m/s RMSE: 0.88 m/s
MAPE: 8.1% MAPE: 4.4%

N w N
1= =] oS
S S S
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Figure 4. A comparison of vertical profiles of wind speed from CERRA and the 10 ML model predictions,
on four instances of test data for the selected wind regimes. Blue line represents the 50th percentile of the
ensemble, darker shade represents the ensemble between 25th and 75th percentiles, and the ligher shade
represents the ensemble between 10th and 90th percentile. The wind speed from ERAS5 at 10 m (W) and
100 m (W) are illustrated using green diamonds. The evaluation scores, RMSE and MAPE are

computed between the CERRA and the median profile for each wind regime, are provided in the text boxes.
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Figure 5. Same as Figure 4, but a different set of time instances of the test data for the selected wind

regimes.
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systematic error could be reduced by increasing the training sample size and including samples from
diverse field sites.

5. Conclusion

In this work, we introduced a proof-of-concept methodology for estimating wind speed profiles using
large-scale meteorological features from the ERAS reanalysis using TabNet, an attention-based DL
model. Chebyshev polynomials were utilized to approximate wind profiles with only five coefficients.
Instead of using wind speeds at multiple heights as targets, we used these Chebyshev coefficients as
targets. This approximation strategy ensures that our TabNet-based methodology can be used with
different types of wind datasets, which may contain wind speeds at varying heights. Results indicated
that TabNet effectively captured nonlinear dependencies between meteorological features and wind
profiles across different wind regimes. Feature importance analysis highlighted the significant influence
of wind speed, atmospheric stability-related variables, and boundary layer height on the Chebyshev
coefficients.

Nonetheless, there is significant room for improving the accuracy of the proposed approach. Specif-
ically, the performance of the TabNet in predicting higher-order Chebyshev coefficients is less than
satisfactory. In our future work, we will incorporate additional meteorological variables from reanalysis
datasets and will also explore alternative DL models. Additionally, we plan to apply this methodology to
diverse wind profile datasets, collected at various geographical locations, and predict over several years in
a round-robin manner.
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