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Summary
Various pathologies can occur when independent learners are used in cooperative Multi-Agent Re-
inforcement Learning. One such pathology is Relative Overgeneralisation, which manifests when a
suboptimal Nash Equilibrium in the joint action space of a problem is preferred over an optimal Equi-
librium. Approaches exist to combat relative overgeneralisation in Q-Learning problems, yet many of
these do not scale well with the state space or joint action space, are hard to adapt or configure, or are
not applicable in partially observable environments.

In this work, we introduce Deep Maximum Q-Learning (DMQL), a methodology combining Deep Re-
current Q-Networks [Hausknecht & Stone, 2015] and the optimistic assumption which can be found
in Distributed Q-Learning [Lauer & Riedmiller, 2000]. DMQL is a maximum-based learning technique
which can be scheduled to transition to an average-based learner (or any other arbitrary type of learner),
which can utilise independent learners without communication. DMQL is designed to be relatively intu-
itive and easy to adapt and configure and to be able to utilise notions of similarity to provide solutions
in large and continuous state spaces, as well as in environments with partial observability.

DMQL clusters similar histories by mapping them to the same hash based on a subset of the infor-
mation contained within them, such as the current observation, or other related available information
sources, such as state information. Using these hashes, DMQL constructs a hash-action pseudo-
maximum Q-value estimation dictionary, which is updated at every gradient update step. A dictionary
value degradation technique ensures stability by preventing overestimations from being retained in
the dictionary by decaying them after they have been encountered. This way, optimism is introduced,
and relative overgeneralisation is prevented without using true maximums of past Q-value estimates
directly, as these are not guaranteed to be indicative of the real optimal Q-values and can lead to di-
vergent behaviours. Contrasting similar deep learning methodologies [Palmer et al., 2017], DMQL
augments Deep Q-Network targets through value replacement instead of value discardment, poten-
tially leading to improved efficiency. In addition, DMQL can be adapted such that it can be utilised as
a maximisation-based step in the greater learning process of other deep learning algorithms.

Our experimental results indicate that DMQL is a successful extension of Distributed Q-learning, which
can be used in small environments evenwithout the usage of similarity. Using similarity, however, grants
us the ability to learn in increasingly large and complex environments. Interestingly, various problems
exist within the process of developing a suitable manner of incorporating similarity into hashes. We
speculate on how these problems can be prevented or circumvented, and our experiments validate
our circumvention methods. Lastly, our experiments show that DMQL can successfully be applied to
combat relative overgeneralisation in partially observable environments as well.
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1
Introduction

Multi-Agent Reinforcement Learning (MARL) is a subfield of Reinforcement Learning (RL) which seeks
to enable sets of agents to develop policies to achieve their respective goals. It offers methodologies to
learn these policies, which are of particular use when the complexity of the tasks is substantial enough to
prevent conventional methods, such as pre-programming agent behaviours, from being scalable. This
work focuses on Cooperative MARL, which, as the name suggests, is the subset of cases in which
the agents are rewarded collectively for achieving common goals, often requiring the development of
a joint policy involving cooperation.

One of the main problems in MARL involves scalability as well: the combined decision space typically
grows exponentially with the number of agents [OroojlooyJadid & Hajinezhad, 2019]. This property
quickly makes the problem intractable when using straightforward centralised decision-making.
To circumvent the intractability introduced by these centralised decision-making processes, one has
to introduce assumptions to allow for alternative approaches. One often-made assumption is that the
decision-making - the control policy - can be decentralised.
Examples of state-of-the-art methodologies successfully making use of this assumption include ones
factoring the joint value function into functions depending on the utility of single agents - such as Value
Decomposition Networks and QMIX [Sunehag et al., 2017] - and ones factoring the joint value function
into functions depending on pairwise utilities [Castellini et al., 2019].

One of the first and one of the most straightforward approaches made possible through the use of the
assumption that one can decentralise the control policy is an extension of the Q-Learning (QL) algo-
rithm [C. J. Watkins & Dayan, 1992; C. J. C. H. Watkins, 1989]: Independent Q-Learning (IQL) [Tan,
1993] is an extension that considers each agent in a MARL problem to be an independent learner. It
works utilising an additional assumption: the assumption that one can treat the other agent and their
behaviours as if they were part of the environment. It marginalises out the decisions made by other
agents, maximising utility from the perspective of individual agents. Presupposing the assumption is
valid, this still requires the expected values of viable actions to depend on the joint policy of all other
agents. This dependency can lead to an interesting problem:

While even the single-agent-utility-based factorisation of the policy found in IQL can represent any
deterministic policy, there is a noteworthy problem with regards to the learning processes used with the
aim to learn optimal representations; learning (some/optimal) representations may be utterly infeasible
when action-taking is not (sufficiently well-) coordinated, even in the tabular case. These independent
learners lack the convergence guarantees they often offer in single-agent problems. Take, for example,
the problem described in ‘Hunter-Prey Environment’.

1
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Hunter-Prey Environment

An example of a problem which may induce
learning problems can be found in a Predator-
Prey Environment [Gupta et al., 2021]. To
explore the problem, we will consider a sim-
plified environmental state representative of
a context in which two agents (referred to as
‘agents’/‘hunters’ for the rest of this work) are
adjacent to prey in a one-dimensional version
of the environment (Figure 1.1).

In this case, we define the action space to
consist of the actions ‘move left’ (L), ‘move
right’ (R), ‘idle’ (I), and ‘attempt catch’ (C).
Catching the prey is good for the agents and
grants the collective reward r. It is impossible
for a single agent to catch prey; it will simply
fail to do so if attempted and will additionally
result in a negative collective reward, i.e. a
punishment −p.

The rewards for the possible combined actions
of our agents are depicted in the reward matrix
of Table 1.1. Agents do not know the matrix and
need to explore it randomly. From this matrix,
one can observe that the chance of attaining the
value r when randomly and uniformly choosing
actions for each agent only is P (reward = r) =
1
16 . When agent i chooses the catch action, the
chance that agent j ( ̸= i) will choose an action
which results in a reward will be P (reward =
r|ai = C) = 1

4 , whilst the chance of taking
an action which results in a punishment will be
P (reward = −p|ai = C) = 3

4 .
This leads us to two main inferences: the value
of taking capture action C depends greatly on
the actions of the other agent, and the expected
value for the catch action from experiences in
which the other agent acts randomly alone will
be r−3p

4 , which is less than the expected values
of the other actions (−p

4 ) when p > 1
2r.

In practice, the expected value of the catch ac-
tion depends on the returns from previous expe-
riences. If the other agent favours actions other
than C often enough, i.e. if the other agent is
not cooperative enough on average, this expec-
tation will become lower, leaving the values of
the other actions as the better alternatives from
the perspective of this agent alone. This pro-
cess, in turn, practically ensures that the other
agents that encounter this agent often enough

Figure 1.1: Illustration: Two hunters adjacent to their
prey

Agent 1
L R I C

A
ge

nt
2 L 0 0 0 -p

R 0 0 0 -p
I 0 0 0 -p
C -p -p -p r

Table 1.1: Reward Matrix

will develop a similarly pessimistic view on
the catch action as the rate of cooperation
is lowered.

After a while, the system will reach a rela-
tively stable, locally optimal policy in which
the catch action is avoided. This prevents
the agents from developing a truly optimal
policy. This is a manifestation of ‘relative
overgeneralisation’, a pathology from
game-theory [Panait, Luke, & Wiegand,
2006].

The experiments in this work have been
performed using a two-dimensional version
of this environment. For completeness, we
define actions ‘move up’ (U) and ‘move
down’ (D) similarly to the aforementioned
actions. Sets of hunters and prey are able
to move around in a grid world. Due to
the introduction of this extra dimension, the
chance of an agent randomly selecting an
action other than the catch action is in-
creased, thereby increasing the odds of rel-
ative overgeneralisation occurring. The ex-
pected value of C will be lower than the
ones of other actions sooner: r−5p

6 < −p
6

if p > 1
4r.

Rules of the environment can be found
in Appendix B.
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In the Hunter-Prey environment, relative overgeneralisation can completely inhibit convergence to an
optimal joint policy if there is a lot of punishment. Relative overgeneralisation manifests when a sub-
optimal Nash Equilibrium in the joint action space is preferred over an optimal Equilibrium. The three
main factors which influence the phenomenon of relative overgeneralisation for independent reinforce-
ment learners are the reward/punishment ratio, the ratio of action sets yielding rewards to ones yield-
ing punishments, and the amount of exploration performed by agents. The reward/punishment ratio
determines how many punishments - relative to rewards - are required to make the expected value
for rewardable actions negative, and therefore determines the disruptive power of exploratory actions
which increase the number of punishments. The ratio between sets of actions yielding rewards to ones
yielding punishments influences the relative encounter rate from taking random actions (and thereby,
once again, the disruptive power of exploratory actions).

To overcome relative overgeneralisation, various approaches have been proposed. These include the
usage of a centralised training scheme and removal of structural factorisation constraints [Son et al.,
2019], the usage of a centralised Q-value to change weightings [Rashid et al., 2020], and the usage of
coordination graphs to enable the usage of higher-order factorisations [Böhmer et al., 2020; Castellini
et al., 2019]. Most of these approaches aim to grant the representational capacity to allow agents to
distinguish whether or not joint actions were coordinated or not, or aim to factorise the utility function
in various manners other than through summed independent utilities.

An older work,DistributedQ-Learning [Lauer &Riedmiller, 2000], believed to be the earliest independent-
learner algorithm specifically designed for cooperative multi-agent learning scenarios [Wei & Luke,
2016], introduces a way to counteract relative overgeneralisation in the discrete, fully-observable tabu-
lar state space case for cooperative multi-agent problems without asserting coordination [Lauer & Ried-
miller, 2000]. It describes that the effects from relative overgeneralisation can be removed through the
use of an ’optimistic assumption’: the assumption that all other agents act optimally, or, more practically,
that all other agents will choose actions that have yielded the highest reward thus far. This means that
one essentially disregards the effects of exploration-based miscoordination for the calculation of action
values. As Distributed Q-Learning maximises over both other agents’ actions during value calculation
and table entries and calculated values during policy updates, the approach has become known as a
maximum-based learning approach which is highly optimistic. It has been shown to work in discrete
fully-observable tabular state spaces.

Many works have followed since, augmenting various parts of RL approaches in order to introduce
some kind of optimism, or to more effectively explore the joint search space. Examples include ones
that opt to mainly change action selection [Kapetanakis et al., 2002; Matignon et al., 2009], and some
that augment the update strategy. The latter kind is of particular interest for this work. Most method-
ologies which augment the update strategy can be classified as one of two approaches: the afore-
mentioned maximum-based learning approaches, and approaches augmenting the learning process
by introducing various learning rates, learning slower from experiences which are found to be negative
in some way [Bowling & Veloso, 2001, 2002; Matignon et al., 2012; Matignon et al., 2007].

One of the most prominent subfields developing maximum-based reinforcement learning approaches,
Lenient Reinforcement Learning, is one which contains approaches which we consider to be most simi-
lar to the approach introduced in this work. Approaches from this subfield introduce significant benefits
in cooperative settings where multiple agents have to learn how to interact with each other [Panait,
Sullivan, et al., 2006]. The main argument for lenience in reinforcement learning algorithms follows
from the observation that agents tend to converge towards certain areas of the state space due to
their learning process in concurrent learning [Panait & Luke, 2005; Panait, Sullivan, et al., 2006]. The
agents’ perception of the state space may benefit if multiple rewards are considered for policy devel-
opment at early stages of learning, with diminishing impact towards the end of the learning process
[Panait, Sullivan, et al., 2006]. The concept of lenience targets these observations: at early stages
of learning, agents ignore low rewards, as they assume these low rewards are due to sub-optimal ac-
tions performed by other agents. Hence, agents are initially lenient towards their fellow agents and
become gradually less lenient as learning progresses to ensure the information on truly lower rewards
is eventually incorporated. Lenient Learning prevents relative overgeneralisation by preventing agents
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from gravitating towards a robust yet sub-optimal joint policy induced by the influence of other agents’
exploration strategies on each agent’s learning updates [Palmer et al., 2017].

The field of Lenient Learning (LL) (applied to RL) has since progressed to include designs which target
various pathologies, as well as increasingly stochastic cooperative games [Wei & Luke, 2016]. Re-
cently, the concept of lenient learning has been ported to Multi-Agent Deep Reinforcement Learning,
where it has been shown to facilitate cooperation in tabular fully-cooperative MARL problems and has
been extended with auto-encoders to be able to work with high-dimensional or continuous state spaces
[Palmer et al., 2017]. While lenient learning has been shown to provide promising results, many lenient
methods receive criticism due to the complexity of their implementations, difficulties in selecting the
correct hyperparameters, the overhead due to the need to store various extra values, and the time
needed to converge [Palmer et al., 2017; Wei & Luke, 2016].

In this work, an approach will be introduced which aims to provide the benefits introduced by the op-
timistic assumption introduced by the work in Distributed Q-Learning [Lauer & Riedmiller, 2000] by
applying an optimistic assumption directly to the learning process through the manipulation of target
values, replacing some observed targets with more optimistic values derived from past experiences.
This can be interpreted as a strategy of replacement of update values, where Lenient Multi-Agent
Deep Reinforcement Learning employs a strategy of discarding updates. This difference in strategies
forms an essential step in introducing optimism using agent action-observation histories to train recur-
rent deep Q-networks. Our approach targets various criticisms received by LL approaches, and should
be easy to adapt, relatively easy to implement and configure, and should need less time to converge to
a cooperative policy as updates are not discarded. In addition, our approach should be able to function
under partial observability.

The main objectives of this work are to develop a viable extension of the iteration rule of Distributed
Q-Learning to Deep Multi-Agent Reinforcement learning, to make the approach scalable and hence to
identify problems and propose targeted solutions, and to assess how this method performs in increas-
ingly complex environments, as well as under partial observability.

The remainder of this paper proceeds as follows: In Section 2, we elaborate on background information
needed to understand the methodology of this work and introduce Lenient Learning in more detail in
order to allow the reader to contrast the approaches. In Section 3, we introduce our approach to the
prevention of relative overgeneralisation, main design choices, as well as clarifications and justifications
for most approximations used. Section 4 presents the results of our experiments, starting from the
most direct port from Distributed Q-Learning to Deep Learning, steadily scaling up to more complex
environments, demonstrating various variants of our approach. Lastly, in Section 5, we discuss our
results and answer our research questions, after which we introduce opportunities for future works and
discuss various interesting insights.



2
Background

In this work, the cooperative multi-agent task is represented by a Decentralised Partially Observable
Markov Decision Process (Dec-POMDP) [Oliehoek & Amato, 2016] defined as the tuple which can be
found in Equation 2.1. ⟨

S, {Ai}Ni=1, T, {Oi}Ni=1, {Oi}Ni=1,R, ρ,N
⟩

(2.1)

Where
• S represents the state space of the environment, where

– st ∈ S denotes the state of the environment at time step t.
• A represents the joint action space, where

– Ai represents the action space for each agent 1 ≤ i ≤ N

– at ∈ A := A1 × . . .×AN denotes joint actions at time step t

– ait ∈ Ai
t represents actions by each agent 1 ≤ i ≤ N at time step t

• T (st,at, st+1) = P (st+1|st,at) of S × A × S → [0, 1] represents the probability of transitioning
from state st to st+1 using joint action at.

• Oi represents the observation space for each agent 1 ≤ i ≤ N , where
– oit ∈ O represents an observation for each agent 1 ≤ i ≤ N at time step t

• Oi(st) of S → O represents the observation function for each agent 1 ≤ i ≤ N .
• R(st,at) of S ×A → R represents a collaborative immediate reward function yielding rt.
• ρ(·) of ∅ → S represents the function yielding initial state s0.
• N represents the number of agents.

The Dec-POMDP is a generalisation of a Partially Observable Markov Decision Process (POMDP)
which allows us to model multiple decentralised agents. Depending on our requirements, it can be
used to create a model which takes into account various sources of uncertainty. In this work, this is
primarily useful as it allows us to consider nonexistent communication. In addition to this, it allows us
to consider the incomplete knowledge of the trajectories of ‘the other agents’ and thus their behaviours.

States are either discrete or continuous, with this work opting to experiment with discrete environmen-
tal states (the findings from this work should, however, also apply to continuous environmental states).
The set of actions available to agent i (Ai) is, however, assumed to be discrete. Moreover, passage
of time in the environment is assumed to be discrete, happening at discrete time steps. At any such
time step t, a next state st+1 ∈ S is drawn from T using current state st ∈ S and joint action at ∈ A
(st+1 ∼ P (·|st,at)), the transition between which yields collaborative reward rt := R(st,at) [Böhmer
et al., 2020].

The state space is not directly observable in this work. Agents instead are provided with oit ∼ Oi(·|st),
an observation drawn using the agent’s observation function. Whilst the output of this observation

5
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function and its relation to the state can take many forms, the experiments in this work use observa-
tions which are agent-centred representations of the state st, from which some information is always
hidden (actor identities: we opt to only represent actor ’types’ in order to improve convergence speed,
as actors are homogeneous when they are of the same type). We will primarily evaluate fully observ-
able environments where these observations encompass the entirety of the state, yet will also evaluate
versions of the experiment environment which are partially observable, in which case an observation
radius applies, centred upon each agent, outside of which the respective agents cannot observe state
information.

In the environments considered in this work, the initial state s0 ∼ ρ(·) is drawn randomly from the set
of possible initial states (i.e. having the appropriate number of actors). The environment states them-
selves represent a grid world in which actors cannot occupy the same space. In addition, this work
considers episodic tasks which yield episodes {s0, {oi0}Ni=1,a0, r0, . . . , sh, {oih}Ni=1,aH}. Episodes have
finite length H ≤ H (some pre-defined maximum episode length or fewer time steps). Episodes can
be terminated before H if a terminal state is reached. In the environments used in this work, episodes
are terminated if it is no longer possible to change the amount of reward obtained in the episode (insuf-
ficient number of actors).

What makes Dec-POMDPs decentralised where a multi-agent POMDP is not is that in a Dec-POMDP,
agents only know their own individual action ait and observation oit at any time step t. Each agent se-
lects an action, which form a joint action when taken together, which in turn leads to a state transition
[Oliehoek & Amato, 2016]. In addition to this, agents are assumed to act based on their individual
observations alone during execution, hence assuming no (explicit) communication [Oliehoek & Amato,
2016].

The states of MDPs normally have an important property, the Markov property: one is able to deduce
all relevant information about the environment from the current state itself. To keep track of this infor-
mation, it is not required to keep track of the history of transitions which has led up to the current state.
Policies for MDPs can therefore be a function which maps a state s to an action a. If reinforcement
learning agents are placed in a domain with the Markov property, convergence to an optimal policy is
guaranteed at t = ∞. By contrast, in (Dec-)POMDPs, the observations often do not have the Markov
property, nor do agents have access to the states upon execution. Hence, the learned policy cannot
condition on the state [Oliehoek & Amato, 2016].

As a consequence, one has to use information sources other than the current state st or observation
oit alone to condition our learned policy upon. Without the need for us to send individual agents more
information than they already possess, they are able to keep track of two histories: their observa-
tion history {oi0, oi1, . . . , oit−1, o

i
t}, and their action history {ai0, ai1, . . . , ait−1}. Combining these yields an

action-observation history τ it = {oi0, ai0, oi1, ai1, . . . , oit−1, a
i
t−1, o

i
t}. This also allows us to define a joint

history τt := [τ1t , . . . , τ
N
t ].

Interestingly, Multi-agent POMDPs can condition on this joint history τt, which can be a sufficient statis-
tic over a belief distribution over the state space, which in turn follows the Markov property. They are
able to construct a belief over states. This allows them to solve an induced Multi-agent Markov Decision
Process where the histories take the role of Markov states. Dec-POMDPs sadly do not have access to
the joint history τt, which prevents them from conditioning their policies upon it.

For Dec-POMDPs, a belief over states alone does not suffice; beliefs also have to take the behaviour
of other agents into account, as it is unknown what information is available to them, preventing agents
from predicting what actions the other agents will take. Hence, problem optimisers need to make
assumptions about the policies of other agents when only having individual beliefs based on τ it available
to them to solve the Dec-POMDP [Oliehoek & Amato, 2016]. ”In a Dec-POMDP, agents do not have
access to a Markovian signal during execution” [Oliehoek & Amato, 2016].
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2.1. Q-Learning, (Double) Deep Q-Learning, DQNs, and DRQNs
As mentioned before, the goal of MARL is to enable sets of agents to develop policies to achieve their
respective goals. In other words, the goal is to find an optimal joint policy π∗ (or optimal policies for
each agent).

For MDPs, this policy can be defined as a function π∗(st,at) : S ×A → {0, 1} [Montague, 1999] which
allows agents to maximise the expected discounted sum of rewards through (joint) action at from any
state st.

Q-Learning is a methodology which allows us to converge towards an optimal policy by greedily choos-
ing (joint) action a ∈ A, which maximises the corresponding optimal Q-value. This optimal Q-value, in
turn, is the estimated sum of discounted rewards starting from some state-action pair using the optimal
policy: Q∗(s,a) := Eπ∗ [

∑h−1
t=0 γtrt|s0=s

a0=a] = r(s,a)+γ
∫
T (s,a, s′)maxa′∈A′ Q∗(s′,a′)ds′ [Böhmer et al.,

2020]. In Markovian domains with discrete state and action spaces, the optimal Q-value (q∗) can be
learned, in the limit, from interactions with the environment, throughQ-Learning [C. J. Watkins & Dayan,
1992]. For large and continuous state spaces, estimation of the (state-action) Q-table can, however, be
intractable: large state spaces can cause computation to become infeasible due to exceedingly large
Q-tables, whereas continuous state spaces yield infinitely large tables. Hence, for large or continuous
state spaces, we need to approximate q∗.

One of the ways in which q∗ can be approximated is through the use of a deep neural network. One
such deep neural network is the Deep Q-Network (DQN) [Mnih et al., 2015]. When learning with
DQNs, the Q-value function - also known as the action-value function - is replaced by approximate
Q-value function Q(s, a; θI). This approximate Q-value function is parameterised on the weights of a
deep convolutional neural network at learning iteration (gradient descent update step) I [Mnih et al.,
2015], a network which takes any s and a as input. In Q-Learning, one updates entries of a state-action
matrix (Q-table). In Deep Q-Learning, one updates deep neural network parameters θ. Equation 2.2
(update rule) and 2.3 (’target’) represent the direct port of the update rule for DQNs, where we assume,
like in standard Q-learning, the network is updated after taking action at from state st, resulting in the
observation of rt+1 and st+1 [Van Hasselt et al., 2016].

θt+1 = θt + α(Yt −Q(st,at; θt))∇θtQ(st,at; θt) (2.2)

Yt = rt + γmax
a

Q(st+1,a; θt) (2.3)

During learning, various stabilisation techniques are, however, often applied to prevent instabilities
and divergent behaviours which are otherwise introduced by representing the Q-value function through
the use of a non-linear function approximator [Mnih et al., 2015; Tsitsiklis & Van Roy, 1996]. The
two main stabilisation techniques applied are experience replay [Lin, 1992; Mnih et al., 2015; O’Neill
et al., 2010] and Double (Deep) Q-Learning [Hasselt, 2010; Mnih et al., 2015; Van Hasselt et al., 2016].

Experience replay is one of the most-used techniques for stabilising the learning process of deep learn-
ing agents. It allows one to separate the learning phase from the process of gaining experience. Its
most important characteristic is that it allows one to reduce correlations in the observation sequence by
sampling (random) past experiences. Additionally, it allows one to draw a (mini-)batch of experiences
from a pool of samples, which allows one to learn from multiple experiences in one learning iteration,
smoothing out changes. In DQNs, experiences most often are defined as et = {st,at, rt, st+1} [Mnih
et al., 2015; Van Hasselt et al., 2016]. These are then stored in dataset Dt = {e1, . . . , et}, a type of
’experience replay buffer’.

Double Q-Learning is a technique which allows one to prevent large overestimations of action (Q-
)values which are typically introduced due to Q-Learning using the maximum action value as an approx-
imation for the maximum expected action value [Hasselt, 2010]. Q-Learning updates would typically
be defined as Qt+1(st,at) = Qt(st,at) + αt(st, at)(rt + γ

∑
st+1

T (st,at, st+1)(maxa∈A Qt(st+1,a) −
Qt(st,at))) where αt is the learning rate at time step t. Henceforth, as state transitions in this work
are generally deterministic, we shall omit the transition probability from equations. For clarity, we
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shall rewrite the equation as Qt+1 = Qt(st,at) + α(Yt − Qt(st,at)), where Yt is defined as Yt =
rt + γmaxa∈A Qt(st+1,a).
Looking at the target used in method to update Q-values, we can see that a maximum is taken over a
future Q-value estimator for the maximum action value. This results in a significant positive bias, and
consequently overestimations [Hasselt, 2010]. Double Q-learning uses a double estimator method with
which one randomly updates one of the estimators using a target computed with the other estimator, in-
stead of using the same [Hasselt, 2010]. The maximisation operation in the target is decomposed into
parts corresponding to action selection and action evaluation. This significantly reduces the chance
one bootstraps from overestimations, preventing them from becoming large. Given two estimators x
and y and some action a based onQx(s, ·) andQy(s, ·), yielding r and s′, we randomly update estimator
z ∈ {x, y} using estimator w ̸= z ∈ {x, y} using update rule Qz(s,a)← Qz(s,a)+α(Yt−Qz(s,a)) with
Yt = r + γQw(s′, argmaxa′ Qz(s′,a′)).

In Double Deep Q-Learning, Double Q-Learning principles are ported to DQN updates. The argument
for the need of Double Q-Learning still holds for DQNs: using the same predictor to select and evaluate
an action makes it very likely to select already overestimated values, resulting in overoptimistic value
estimates [Van Hasselt et al., 2016].
Instead of using two alternatingly updating i.i.d estimators which bootstrap of each other for target com-
putations, the DQN algorithm utilises a target network with parameters θ′ [Mnih et al., 2015]. The
parameters of this target network lag behind the ones of the online network, being updated periodically
such that θ′ ← θ [Mnih et al., 2015]. It should be noted that it is also possible to alternatingly use
two seperate independent deep neural networks, or to symmetrically updating the online (henceforth
’predictive’) and target networks by switching their roles periodically. However, whilst the Double Deep
Q-Network (DDQN) approach may - strictly speaking - not be utilising truly independent estimators as
both networks are not completely decoupled, utilising a periodically updated target network grants one
most of the benefit of Double Q-Learning with minimal computational overhead [Van Hasselt et al.,
2016].

Utilising both stabilisation techniques allows one to reduce the correlations between action values and
both the observation sequence and the target. We redefine our target (from Equation 2.3) to include
double Q-learning (Equation 2.4), and define L2 loss (Equation 2.5) between the predictive network
and a target value [Mnih et al., 2015]. This is used to enable us to generate network updates from
(mini-)batches of experiences from our experience replay buffer, instead of singular ones, by applying
gradient descent to minimise this loss.

Yt = rt + γQ(st+1, argmax
a

Q(st+1,a; θI); θ
′
I) (2.4)

LI(θI) = E(st,at,rt,st+1)∼DI
[(Yt −Q(st,at; θI))

2] (2.5)

It is important to note that conventional (D)DQNs most often are not suitable when considering a (Dec-
)POMDP: conventional DQN agents condition their policies on at, which, as mentioned before, Dec-
POMDP agents’ policies likely cannot condition on. In addition, they condition on st and st+1, which
(Dec-)POMDP agents likely cannot condition on either. Instead, for partially observable decision pro-
cesses, an approximate Q-value function should be defined which conditions on another information
source which definitely is available to the agents. As mentioned before, action-observation histories fit
this description.

Deep recurrent Q-learning for partially observable mdps [Hausknecht & Stone, 2015] introduces the
(Double) Deep Recurrent Q-Network (D)DRQN architecture, and aims to provide a methodology for
deep reinforcement learning which is suitable for POMDPs. In Deep Recurrent Q-Networks, the ap-
proximate Q-value function is conditioned on agents’ history τt. To achieve this, a Recurrent Neural
Network (RNN) is utilised, or to be more precise, the first set of DQN layers are replaced with recurrent
layers. This network does not have states as inputs, but is provided with (joint) observations and ac-
tions (up to ot and at−1 at time t). The approximate Q-value function conditions on the RNN’s hidden
state h. Evaluations show that the usage of recurrency allows POMDP agents to better estimate the
underlying system state, thereby narrowing the gap between Q(o,a|θ) and Q(s,a|θ) [Hausknecht &
Stone, 2015].
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When sampling from the experience replay buffer, the networks described up until now all sampled
batches of individual experiences. For RNNs, the usage of these batches is rather inefficient, as utilis-
ing these i.i.d. sample experiences would require one to process the transitions of the corresponding
episodes up to corresponding time steps t to compute theQ-values which depend on action-observation
histories. One of the ways in which the idea of experience replay buffers can efficiently be applied to
the DRQNs is to sample entire action-observation and corresponding reward histories (together rep-
resenting episodes) or subsections thereof. Bootstrapped Sequential Updates, in which episodes are
selected randomly from replay memory and the RNNs hidden state is carried forward throughout the
episode, these longer sequences can allow the network to gain more knowledge on the environmental
state, yet violate the random sampling policy which was meant to prevent correlations from the observa-
tion sequence [Hausknecht & Stone, 2015]. Experiments, however, indicate that the method is viable
and competitive with alternatives [Hausknecht & Stone, 2015]. To limit complexity, this approach shall
be used.

We rewrite our loss (Equation 2.7) and target (Equation 2.6) functions one last time to account for the
changes introduced by usage of the DDRQN architecture.

Yt = rt + γQ(τt+1, argmax
a

Q(τt+1,a; θI , h
θ
t ); θ

′
I , h

θ′

t+1) (2.6)

LI(θI) = EτH ,r0,...,rH∼DI
[
∑

τt∈τH

(Yt −Q(τt,at; θI , ht))
2] (2.7)

Where hθ and hθ′ denote the hidden states of the predictive and target networks respectively.

2.2. Joint- and Independent Learners
Provided with a Q-value function conditioning on τt and at (such as the approximate Q-value function
for DRQN, or even an augmented version of conventional Q-Learning for smaller cases), one can start
to learn an optimal policy π∗ for a POMDP by maximising the Q-value function from Equation 2.8 with
respect to joint policy π (breaking argmax ties through some deterministic procedure).

Q∗
JQL(τt,at) := max

π
Qπ(τt,at) = r(τt,at) + γ

∫
T (τt,at, dτt+1)V

∗
JQL(τt+1) (2.8)

π∗(τt, argmax
a∈At

Q∗
JQL(τt,at)) = 1

V ∗
JQL(τt) := max

at∈At

Q∗
JQL(τt,at)

The main problem with this is, however, that if joint Q-learning is applied to multi-agent tasks, the com-
binatorial growth of joint spaces quickly makes the problem intractable. In addition, joint Q-learning
conditions on τt and at, which one can condition on in POMDPs, but not in Dec-POMDPs.

In order to allow for efficient maximisation for Multi-Agent Q-Learning, and to allow for the develop-
ment of decentralised policies, various algorithms have been developed. One of the earliest and most
straightforward approaches is to model each decentralised agent as an independent learner, which in
turn estimates the state-action (or in our case own history-action) value function by assuming all other
agents follow a stationary decentralised policy [Tan, 1993]. In other words, this methodology, Indepen-
dent Q-Learning (IQL), causes its agents to consider the other agents part of the environment.

Each agent trains its own decentralised policy πi using a DRQNwithQi(τ it , a
i; θ). Due to the assumption

that other agents are part of the environment, value functions can be trained without knowledge on other
agents (Equation 2.9).

Qi
IQL(τ

i
t , a

i
t;π

−i) : = E[Qπ(τt,at)|ait, τ it ]

= E[r(τt,at)|ai, τ it ] + γ

∫
E[T (τt,at, τt+1)|ai, τ it ] max

a′∈Ai
QIQL(τ

i
t+1, a

′;π−i)
(2.9)
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Each agent trains its own (Dec-)POMDP ⟨S,Ai, T i,Oi, Oi, ri, ρ⟩ induced by the joint policy over all other
agents, π−i. Assuming that other agents are part of the environment implies that one also assumes
that these policies are stationary. In case of learning processes in which agents learn at the same
time, self-play, these policies will however be stochastic. This makes the Dec-POMDP induced by π−i

non-stationary, potentially making it instable due to the violation of the stationarity assumption for the
transition function [Foerster et al., 2017]. Whilst this possible instability can be partially counteracted
through more involved replay memory sampling techniques [Foerster et al., 2017], these are often not
applied, and hence we shall not assume these sampling techniques either.

Despite this possible source of instability, IQL is widely used in practice due to its simplicity, adaptabil-
ity, and readily available efficiency-improving methodologies. One such sample efficiency-improving
methodologies is parameter sharing, a methodology from the family of centralised training for decen-
tralised execution methods where the parameters the networks of homogeneous agents are shared
[Kaushik, Krishna, et al., 2018; Terry et al., 2020]. As the agents in this work will be homogeneous, this
technique will be applied.

2.3. Stochastic and Greedy Action Selection
For any reinforcement learning algorithm, deciding when to explore the environment and when to ex-
ploit the current policy is an important choice. Generally speaking, one would like to explore a lot when
agents need to broaden their knowledge about taking actions in the environment, whilst one would like
to greedily exploit current policies to steer towards what agents perceive to be the path to bring it closer
to the best attainable reward.

Various methodologies exist for balancing the amount of exploration and exploitation in the process of
gathering experiences. One of the simplest thereof is ϵ-greedy action selection (Equation 2.10). With ϵ-
greedy action selection the action to be taken is determined through a stochastic process when training,
allowing the agent to either randomly explore with probability ϵ, or to exploit its current policy.

ait =

{
argmaxa∈ai

t
Q(τ it , a; θt) with probability 1− ϵ

random action ait ∈ Ai with probability ϵ
(2.10)

Exploration might be especially important in the beginning of our learning process, with sufficient ex-
ploitation becoming increasingly important in later stages of learning, where the agent has learned
about the value of taking actions given some information from the environment. To account for this, ϵ
is often scheduled, which allows one to decrease ϵ over time.

ϵ = min(ϵstart,max(ϵend, ϵstart − (
ϵstart − ϵend

tdecay
) ∗ (t− tburn in))) (2.11)

Equation 2.11 shows a linear example schedule for ϵ, where ϵstart and ϵend denote the start and end
values for ϵ respectively, and tdecay and tburn in denote the time span over which ϵ should decay and the
time span over which ϵ should initially be kept high respectively to allow for a prolonged period of highly
random action-taking (i.e. a ’burn-in time’).

2.4. Relative Overgeneralisation
Independent Q-Learning has been shown to work when each agent is able to accomplish a task by
itself [Tan, 1993]. When this is not the case, it depends:

Stochastic exploration by other agents introduces a problem for factorisation approaches [Böhmer
et al., 2020; Rashid et al., 2018; Son et al., 2019; Sunehag et al., 2017]. The expected value of the
action which is optimal can become sub-optimal from the perspective of agents if the other agents do
not cooperate enough on average.
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This phenomenon, a pathology called relative overgeneralisation, occurs when there exists an action
for which the expected Q-value exceeds the the expected Q-value of the optimal action assuming opti-
mal actions from other agents. In other words, agents are able to gravitate towards a relatively stable
but sub-optimal joint policy due to noise in learning updates induced by ‘other agents” exploration strate-
gies [Wiegand, 2004]. Relative overgeneralisation draws independent learners to sub-optimal wide
peaks in the reward space due to the perceived likelihood of ’collaborating’ there [Panait, Sullivan,
et al., 2006].

∃a′ ∈ Ai : Qi
IQL(τ

i
t , a

′;π−i) > Qi
IQL(τ

i
t , a

∗;π−i) (2.12)

Equation 2.12 shows the condition for relative overgeneralisation occurring in IQL, with π−i once again
denoting the joint policy of all other agents, and a∗ = argmaxa∈ai maxπ−1 Qi

IQL(τ
i
t , a;π

−i).

The 2D Hunter-Prey environment, as introduced in Section 1, exemplifies the impact of punishments
from miscoordinated actions due to exploration. It should be noted that relative overgeneralisation is a
stochastic phenomenon, meaning that performance in practice is heavily dependent on experiences.

If we consider a version of the 2D (which is henceforth omitted) Hunter-Prey environment with two
hunters and one prey, in which the two agents with policies π1 and π2 respectively and the prey are
located in a configuration such that the agents could successfully catch the prey if their actions are
coordinated properly (i.e. the agents both are adjacent to the prey). Assuming an initially uniform
exploration policy, we can predict the impact of punishment p for miscoordinated actions on the perfor-
mance of IQL with Equation 2.13. This gives p > 1

4r for our condition at which the optimal action C is
relatively consistently considered sub-optimal by agent 1, preventing optimal cooperation.

Q1
IQL({L/R/U/D/I}) > Q1

IQL(C) when π2(C)r − (1− π2(C))p < −π2(C)p (2.13)

2.5. Distributed Q-Learning
Distributed Q-Learning, used as a shorthand for ”an algorithm for distributed reinforcement learning on
the basis of Q-learning” [Lauer & Riedmiller, 2000], is an exploration into the possibilities of perform-
ing ’distributed’ (decentralised) reinforcement learning given coordination problems and the question
of how to project large state-(actions for each agent) tables to suitable state-action tables for each agent.

The last remark is a comment on the fact that it is not trivial to determine how to construct state-action
tables for each agent when taking them from a large centralised state-’joint action’ table [Lauer & Ried-
miller, 2000]. independent learners cannot compute Q-tables of the form Q : S × A → R, as they only
know their own action ai ∈ A. They could, however, compute Q-tables of the form Q : S × Ai → R.
Projecting from the larger tables to the smaller tables inherently requires making assumptions on the
behaviours of other agents [Lauer & Riedmiller, 2000]. A straightforward approach would be to as-
sume that all other agents’ actions are equally likely to occur, in which case one can take an average
of the relevant entries of the larger table. Another straightforward approach would be to keep track
of occurrence rates of other agents’ actions, in which case we can take a weighted average instead
(which is somewhat analogous to the assumption introduced in Section 2.2, independent learners: the
assumption that the other agents are part of the environment).

The authors find that projections like these lead to results which are highly dependent on the learning al-
gorithm and its configuration (explicitly mentioning the exploration strategy), and that these approaches
do not yield (nearly-)optimal policies in some explored examples [Lauer & Riedmiller, 2000]. They in-
troduce alternative projections which reduce this effect: projections using a ’pessimistic assumption’
and a ’optimistic assumption’ respectively.

The pessimistic assumption is quickly disregarded due to it resulting in excessively cautious policies,
but the optimistic assumption yields interesting results. By setting the Q-value in table Qi(s, ai) to the
maximum value occurring in table Q where the action of agent i in joint action a corresponds with ai,
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one implicitly assumes that all other agents act in a way which optimises the cumulative reward [Lauer
& Riedmiller, 2000]. This causes the agents to act as if their teammates act in an optimal manner
(provided that through experiences table entries have been calculated which indicate there exist such
ways to act). This way of acting prevents relative overgeneralisation from occurring (as often), as neg-
ative experiences from taking action ai are no longer being represented in the Qi individual Q-tables of
agents, only the maximum persists. The optimistic assumption is able to induce optimistic behaviours
without adding additional communication between the agents, and can be fully decentralised through
the use the iteration rule defined in Equation 2.14 (executed after every transition, for every agent in-
dependently) [Lauer & Riedmiller, 2000]. Interestingly, where conventional Q-learning uses a learning
rate α < 1.0, Distributed Q-Learning uses α = 1.0. Current Q-values are effectively completely re-
placed by observed rewards and follow-on utility estimates when they are found to result in a greater
Q-value.

Qi
0(st, at) = 0

Qi
t+1(st, at) = max{Qi

t+1(st, at), r(st,at) + γ max
a′∈A

Qi
t(st+1,a

′)} (2.14)

In addition to this iteration rule, Distributed Q-Learning applies another trick to prevent coordination
problems other than relative overgeneralisation, following from the Pareto selection problem: policies
are updated if, and only if, a higher Q-value has been stored in the agents Q-table Qi since the last
update (Equation 2.15). This breaks ties by effectively allowing only the first-found best action to be
incorporated as such in the policies.

πi
t+1(s)←

{
πi
t(s) if s ̸= st or maxa∈A Qi

t(s,a) = maxa∈A Qi
t+1(s,a)

ait otherwise
(2.15)

Distributed Q-Learning, based on Q-tables, has the same scaling issues as other conventional tabu-
lar Q-learning techniques, meaning that it does not scale well with the state space, making solving
problems with it intractable for large or continuous state spaces. It additionally should be noted that
stochasticity other than stochasticity from agent exploration could not not be handled in a way which
ensured the development of an optimal policy: whilst stochasticity induced by the behaviours of other
agents can be maximised over, other random influences have to be taken into account by leveraging
their expected values. As no way was found to distinguish between the kinds of stochasticity, they also
could not be handled separately [Lauer & Riedmiller, 2000].

2.6. Lenient Learning
Lenient Learning, like Distributed Q-Learning, is a maximum-based learning approach. Leniency as a
concept for concurrent learning algorithms was introduced in a field related to reinforcement learning,
cooperative co-evolution (evolutionary algorithms), to help concurrently evolving agents to converge
to an optimal joint policy [Potter & Jong, 1994] and especially to prevent relative overgeneralisation
[Wiegand, 2004]. Theoretical Advantages of Lenient Learners: An Evolutionary Game Theoretic Per-
spective [Panait et al., 2008] highlights that the fields of co-evolution and Multi-Agent Q-Learning do
not only share the influence of pathologies in cases where no lenience is applied, but also respond
similarly when leniency is introduced. Subsequently, leniency was applied to Multi-Agent Q-Learning
and developed into a new branch of maximum-based approaches.

Lenient learners are learners which are somewhat lenient towards other agents. That is, they can
implicitly forgive sub-optimal actions by teammates by ignoring corresponding table. Typically, lenient
learners transition from being an optimistic learner to an average-based learner by reducing the amount
of ’leniency’ over time. This allows these learners to effectively explore large parts of the state space
which would otherwise already be considered to be fruitless.

In order to exemplify how lenient approaches work, we summarise the steps taken by the Lenient
Multi-Agent Q-Learning algorithm introduced in Lenient Learning in Independent-Learner Stochastic
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Cooperative Games [Wei & Luke, 2016] (for brevity we omit moderation factors):

1. ∀ agent 1 ≤ i ≤ N ∀s ∈ S ∀ai ∈ Ai : Qi(s, ai)←∞.

• Initialise all state-action tables for all agents to infinity to signal that the value should be
replaced by the first-encountered reward.

2. ∀ agent 1 ≤ i ≤ N ∀s ∈ S ∀ai ∈ Ai : T i(s, ai)← maxTemp.

• Temperatures are defined to be real numbers between minTemp and maxTemp. Each state-
action pair has its own temperature, which affects two mechanisms in the algorithm: action
selection and lenience (see later steps).

3. s← s0.
4. Repeat ad infinitum (or end state if defined):

(a) T̄ i(s)← meana∈AT
i(s, a)

• Calculate the mean temperature in current state s. This average temperature affects
action selection:

(b) if T̄ i(s) < minTemp or maxa∈A Qi(s, a) = ∞ use conventional Q-Learning greedy action

selection. Else ai ∈ Ai and ai ∼ P i with ∀a : P i
a ←

W i
a∑

j Wj
with ∀a : W i

a ← e
Qi(s,a)

T̄ i(s) .

• If the temperature has been lowered to below the minimum or if no maximum Q-value
has yet been calculated for state s, we effectively use the action selection of a conven-
tional Q-learner. Otherwise, Boltzmann Selection, a stochastic action selection method-
ology, is used.

(c) from state s, perform action ai. Transition to new state s′ after receiving reward r.
(d) rand← uniform random value in range [0, 1].

(e) Y i
t ←

{
r if maxa′∈Ai

t
Q(s′, a′) =∞

r + γmaxa′∈Ai
t
Q(s′, a′) otherwise

• Calculate a target, only include future if a Q-value has already been calculated for that
state.

(f) Qi(s, ai)←


Yt if Qi(s, ai) =∞
αY i

t + (1− α)Qi(s, ai) otherwise, if Qi(s, ai) ≤ Y i
t or rand < 1− e

−1

T (s,ai)

Qi(s, ai) otherwise
• Set the Q-value of this state action pair to the first target encountered after initialisation.
If a value was already defined, only update the value if it would increase (positive TD-
Error) or with some random chance inversely depending on the state-action temperature.
Discard the update otherwise.

(g) T i(s, ai)← δ ×

{
(1− Ξ)T i(s, ai) + T̄ i(s′) if s′ is not an end state (if these exist)
T i(s, ai) otherwise

• Lower the temperature of the state-action pair. This will cause action selection to be less
random and more greedy upon the next encounter, and will decrease the leniency upon
next encounter as well, as the chance of randomly accepting a ’negative’ table update
increases. Here δ and Ξ are pre-defined temperature decay and temperature diffusion
coefficients respectively.

(h) s← s′

In short, this lenient learner is an augmented Q-learner which uses a temperature-based stochastic
action selection procedure and table updates. It only updates Q-table values if a greater value is found
or if, by chance, the agent does not apply leniency. This procedure allows agents to transition from
being optimistic to being average reward learners for frequently encountered state-action pairs, allow-
ing the agents to outperform optimistic and maximum-based learners (such as optimistic Distributed
Q-Learners) in environments with misleading stochastic rewards [Palmer et al., 2017; Wei & Luke,
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2016].

As this kind of Lenient learning approach is still tabular, it suffers from the same scaling problems we
discussed before. Hence, a Lenient Deep Reinforcement learning approach which combines Deep
Reinforcement Learning and Lenient Learning was developed: Lenient Multi-Agent Deep Reinforce-
ment Learning [Palmer et al., 2017]. Lenient Deep Q-Networks (LDQNs) include the concepts of
’temperatures’ and accompanying ’lenience’ from tabular Lenient Learning into deep learning by aug-
menting the DQN’s replay buffer by redefining an experience to e = (st−1, a

i
t−1, rt, st, l(st, a

i
t)t), where

l(st, a
i
t) = 1 − e−k×T i(ϕ(st),a

i
t), and where ϕ is a hashing function [Palmer et al., 2017], and subse-

quently using leniency values from samples in the DQN loss computation.

Due to the fact that for large or continuous state paces, keeping track of temperature T i, previously
defined as a state-action temperature-value table, would be equally impossible as it were for Q-values,
this temperature is redefined to T i(ϕ(s), ai). In LDQNs, temperatures are not stored in a state-action
table, but in a hash-action dictionary. As a consequence, the algorithm does no longer keep track of
the temperature for individual states, instead keeping track of the temperature for groups of ’similar’
states (where similarity is determined by hash function ϕ(s)). Hash-action temperatures are decayed
slightly with each encounter [Palmer et al., 2017].

Having solved the problem caused by the intractability caused by the temperature table, LDQNs can
apply this temperature to experiences in the replay memory (as mentioned above) and to action se-
lection (similar to non-deep Lenient Learning). For action selection, the Boltzmann action selection
strategy is, however, replaced by a temperature-based version of ϵ-greedy action selection: the nor-
malised average temperature value for state st simply replaces ϵ [Palmer et al., 2017].

The way in which leniency is actually applied in the learning process, is through the use of the leniency
values stored with experiences in the replay buffer. These are used to augment the loss function used
in DQN updates. The modification to the loss (Equation 2.5) is that for each sample from the replay
buffer in the batch, the leniency conditions from Step 4.f of the Lenient Learning approach above de-
termine whether or not the sample is treated as if it were not part of the batch [Palmer et al., 2017].

LDQNs depend heavily on an appropriate hash function ϕ(s) to cluster similar states by mapping them
to the same hash. Lenient Multi-Agent Deep Reinforcement Learning depends on a combination of
(properly trained) auto-encoders and SimHash to calculate these hashes ϕ(s) ∈ {0, 1}k. SimHash is
a locality-sensitive hashing function which recently has been successfully applied in a wide range of
applications [Charikar, 2002; Tang et al., 2017]. The notion of utilising state similarity is centred around
random encodings of inputs, in case of both count-based exploration and LDQNs being the outputs of
auto-encoders. SimHash is defined in Equation 2.16.

ϕ(s) = (A ∗ g(s) ≥ 0) ∈ {0, 1}k (2.16)

Here, A ∈ Rk×D is a matrix of i.i.d. entries drawn from N (0, 1), where k determines the length of the
hash generated (and therefore consequently ultimately granularity/collision rates), with higher values
leading to fewer collisions. D is an input vector, and g : S → R|D| is an (optional) pre-processing func-
tion [Tang et al., 2017]. SimHash maps our state s to the same hash as states which result in an input
vector D with a small angular distance to the one resulting from state s. In both methods mentioned
above, the optional pre-processing step was filled using an auto-encoder (taking D as the vector of
output neuron values). How optional this pre-processing step is in the applied context remains to be
seen.

An important note on the applicability of LDQNs is that they can be applied for Decentralised Markov
Decision Processes (Dec-MDPs) but not Dec-POMDPs, due to the fact that they condition on the state.
Efficacy when conditioning on observations instead has, to our knowledge, not been evaluated yet.
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2.7. Soft Network Updates
In Continuous Control with Deep Reinforcement Learning [Lillicrap et al., 2015], soft target network
updates are introduced. Instead of directly copying the weights of the predictive network parameterised
θ periodically such that θ′ ← θ, they update the target network every time the predictive network is
updated (θ′ ← usθ + (1 − us)θ

′). This is to ensure that the target does not move excessively from a
single update to the target network, which could cause instability. Whilst the approach can slow down
learning, this was found to offset by the approach resulting in exceptional relative stability in the learning
process [Kobayashi & Ilboudo, 2020; Lillicrap et al., 2015].



3
Methodology

We introduce an alternative approach to optimism-based prevention of relative overgeneralisation,
Deep Maximum Q-Learning (DMQL). DMQL aims to apply the optimistic assumption introduced in
Distributed QL [Lauer & Riedmiller, 2000] to the domain of Deep Reinforcement Learning, thereby
granting agents the ability to learn to be cooperative.

DMQL differs from the existing deep maximum-based learning approaches by the way it introduces
optimism: where LL approaches introduce optimism by omitting negative updates, i.e. leniency, DMQL
introduces optimism by using maximum values encountered in past and current similar histories. One
could interpret this as granting the agents the ability to learn from encountered positive experiences
when a worse experience is encountered, as opposed to not learning from negative experiences at all.
In the context of the Hunter-Prey environment introduced in Section 1, it grants the agents the ability to
recall that they were rewarded by performing an action in a given similar state before, allowing them to
overwrite the negative experience under the assumption that the negative reward is due to exploration
of another agent.

Whilst exploratory experiments with stateless tabular cases indicate that using this replacement strat-
egy instead of LL’s discardment strategy only leads to marginal improvements in convergence speeds
as a consequence of the increased number of updates actually performed, differences should be sub-
stantial for Dec-POMDPs, as well as for Dec-MDPs with large or continuous state spaces.
This intuition is based on two points related to learning rates and utilisation of similarity (of which the
meaning is introduced later on) respectively. The former point, on learning rates, is based on the fact
that after having encountered a high Q-value for a state-action pair, Distributed Q-learning regards this
value the new maximum value which replaces the current value completely. Deep LL, by contrast, has
a learning rate α < 1, meaning that the maximum value found up to this point is not the new output
of the state/hash-action function. The fact that updates are subsequently omitted if they are lower
than the new output, and the fact that values encountered later on may be higher than the new output
but lower than the encountered maximum, mean that we likely neither do truly converge to the max-
imum value encountered, nor with the maximum speed possible through gradient update steps with
the specified learning rate. By contrast, DMQL most importantly does utilise every update step, whilst
allowing the retention of the maximum value encountered to be configured. The latter point, based on
what we can learn for various histories based on the occurrence of a positive TD-error, can best be
introduced through a simplified example: given an unspecified number of histories which end up in the
same critical state s (a state in which we can be rewarded or punished), the same performed action a,
and the fact that one of these histories yields a positive TD-error, LL and DMQL learn quite differently:
even if through some arbitrary methodology we determine all the considered histories to be similar, LL
approaches will only learn that the history which yields rewards and the histories which led up to it are
good. Similarity is only used to retrieve temperature values (determining leniency). By contrast, pro-
vided this similarity and the positive TD-error, DMQL will learn that all these similar histories are good,
leading to better generalisation and higher sample efficiency.

16
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In the following sections, we will introduce the design choices and related components of DMQL. Firstly,
we discuss the concept of similarity between histories, problems one can encounter, and decisions we
made to counter these problems. Secondly, we introduce DMQL’s maximisation approach, building
upon the design choices made to accommodate the usage of histories, and introducing how the stability
of the learning process of DMQL agents can be improved. Subsequently, we show DMQL fits into the
DRQN architecture, and how one can apply DMQL to an existing DRQN IQL implementation. Lastly,
we build off of the concept of similarity between histories to explore how one can encode similarity into a
hash function to further allow us to exploit similarities with DMQL, discussing pay-offs between various
optional design choices, as well as various problems which one can encounter when developing a
hashing strategy.

3.1. Similar Histories
In order to find a maximum value provided some history τ i and access to all past encountered histories,
one might consider maximising over exactly the same histories encountered before, with current net-
work parameterisations. This, however, is likely quite infeasible to work, mostly due to the fact that the
exact same history might not occur often enough, or even twice. In this case, DMQL would, de facto,
behave like IQL due to the effective lack of a maximisation step, causing no values to be overwritten.

As a consequence, one might want to consider not only exactly the same histories, but also histories
that are ’similar’, where similarity is determined by some similarity metric. In this case, however, it is
important to consider the fact that there exists no consensus on what makes a good similarity measure
for multivariate time series, and that similarity calculations used are often quite computationally expen-
sive [Kale et al., 2014]. In practice, this means that one likely has to investigate what parts of arbitrary
agent histories would be important factors for similarity calculations for each problem.

In this work, we opt to start with a strategy employing centralised training and decentralised execution:
by not limiting ourselves to decentralised learning, we are able to introduce a similarity metric based
upon the states histories cause our agents to end up in (in addition to allowing us to use often-used
optimisation strategies such as parameter sharing, mentioned in Section 2.2). In Section 3.4.1, we
will elaborate on the meaning of our notions of similarity, but for now it suffices to know that our most
strict notion of similarity is defined by two situations having the same optimal target values for a given
agent. As long as the evolution of the Markov process in the future depends only on the present
state and does not depend on past history, the state configuration is an information source we can
use to reliably provide similarity metrics. The environment used to evaluate DMQL in this work has
this property as rewards obtained are, for the most part, a result of the joint actions performed from
a given state configuration. Other environments might require more insights due to more complex
requirements or the unavailability of a sufficiently informative state representation. In these cases one
could opt to include information frommore time steps, yet as this does increase the number of perceived
dissimilarities between histories, it might decrease efficiency.

3.2. Maximisation Strategy
As mentioned before, DMQL introduces a maximum into the target computation of a DRQN. In effect,
we therefore aim to augment Equation 2.6 to establish Equation 3.1.

Yt = max(Di
I(ϕ(st), a

i
t), rt + γQ(τt+1, argmax

a
Q(τt+1, a; θI , h

θ
t ); θ

′
I , h

θ′

t+1)) (3.1)

Where Di
I is some hash-action dictionary mechanism for agent i at learning iteration I, and where

function ϕ(st) represents some hashing function which is able to encode a chosen notion of similarity
(discussed in Section 3.4 below).

Whilst Equation 3.1 illustrates that the DMQL target is defined as a maximum over the target calculated
for the current trajectory and some target retrieved using past experiences, it does not show how the
target retrieved using past experiences is calculated. As the process used is not trivial, we first intro-
duce used approximations and why they are needed.
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3.2.1. Finding a Maximum from Past Experiences
Ideally, we would have liked to be able to determine the greatest target value from all past similar
histories, using current network parameterisations. As parameterisations are updated each learning it-
eration, we do not know the values yielded by experiencing these similar histories without re-calculating
them using current parameterisations. Re-calculating these values would require us to iteratively pro-
cess each time step for each similar history up to the relevant trajectory length for a single target
computation. Running the model using current parameters over every history to consider for every
target calculation for each new time step in the main RNN observation processing loop does result in
a quadratic time complexity assuming trajectories of similar length, hence requiring substantial time
resources. This, in addition to the requirement to actually store all similar history tuples, makes for
rather unrealistic resource requirements. Given resource constraints, we consequently have to use
some approximations.

To prevent one from having to store and re-run similar histories for new network parameterisations, one
might consider to simply store the similar history which has yielded the best values thus far. Whilst this
does make much sense at first sight, requiring us to store and process only this ’best history’ upon tar-
get computation when new network parameterisations are present, there are caveats once again: what
is considered the ’best history’ from all similar histories encountered in the past may not be considered
the best among them when using future parameterisations.

Given that storing and processing all similar past histories is infeasible and that the concept of a ’best
history’ is not consistent between parameterisations, we push our approximation even further: instead
of storing some ’best history’ thus far, we look back to Distributed Q-Learning and store the best esti-
mated target value thus far. Using this maximum value obtainable using past parameterisations has
the same problems as storing the ’best history’, on top of the fact that we do not account for changes in
parameterisations anymore. Using this approach, however, we only need to calculate estimate target
values once for each encountered history, and we only need to store a small set of values for each hash,
instead of entire histories. We can additionally make many adjustments in the storage and retention,
collection, and usage of stored values, including the fact that we can additionally maximise over values
encountered in the same minibatch (re-defining our target to be Yt = Di

I(ϕ(st), a
i
t) in the process).

We do, however, lose information. We no longer are able to ascertain that the stored values are the best
value we could get using our current parameterisations. We are limited to a notion of ’the best estimate
calculated using past parameterisations’, which now only acts as an estimation of our maximum target
value estimate. Additionally, due to the fact that we are in effect iteratively maximising over estimations,
we are at great risk of overestimations being stored in our dictionaries, which will subsequently keep
being used to overwrite current target values. This consequence is a factor which we deal with with a
separate mechanism, introduced in Section 3.2.2.

3.2.2. DMQL’s Dictionary Mechanism
Having established that DMQL’s Dictionary Mechanism will store target estimations encountered using
past and current network parameterisations, we establish that our dictionaries take the formDi(ϕ(s), ai) =
Ymax : U∗ ×Ai → R for each agent i, with ϕ(s) being a function S → U∗, where U∗ is a language con-
structed from alphabet U (e.g. Unicode).

At any learning iteration I (i.e. gradient update step), a conventional DDRN IQL implementation learns
by gathering Q-value outputs from the predictive and target networks, parameterised by θI and θ′I
respectively, ran a minibatch of past experiences in the form of past episodes (containing action-
observation histories and state information from the replay buffer). The outputs of the networks are
subsequently used to calculate the loss needed to update our networks. The maximisation part of
DMQL’s Dictionary Mechanism takes place after Q-values have been calculated by the networks. Just
like with IQL, we calculate our current target Yt,current = rt + γQ(st+1, argmaxa Q(st+1,a; θI); θ

′
I) for

each agent, episode, and time step. When this target is calculated, however, we do not immediately
use it for the loss computation. Instead, current target values are used to update the dictionaries of the
Dictionary Mechanism, using the update rule represented in Equation 3.2.
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Di
I(ϕ(st), a

i
t) =

{
Yt,current if Yt,current > Di

I(ϕ(st), a
i
t)

Di
I(ϕ(st), a

i
t) otherwise (3.2)

Where subscripts related to minibatch episode indices are omitted for brevity.

Using the update rule represented in Equation 3.2 guarantees that after every time step of every mini-
batch episode, the dictionary contains values which either equal the maximum value encountered for
every respective hash-action pair encountered during target calculations for the entire batch, or equal
some higher value retained from a previous learning iteration. This means we can subsequently gather
DMQL’s target values from the dictionary (Yt = Di

I(ϕ(st), a
i
t)), where minibatch episode-related sub-

scripts have once again been omitted), and can calculate a loss (Equation 2.7) using these gathered
maximum estimated target values.

As mentioned before, this strategy, which maximises over past and current values, is likely to experi-
ence divergent behaviours due to overestimations being favoured by this maximisation step. To combat
this, we augment our strategy. We speculate that the main problems caused by the storage of overes-
timations are caused by the fact that following learning iterations bootstrap from these overestimations,
causing a feedback loop. Whilst various techniques exists to reduce the impact of (summed) errors
(elaborated upon in Section 3.5.3), the usage of a direct maximum over estimations is inherently prob-
lematic. Hence, we introduce one simple augmentation to our strategy: instead of storing a maximum
of past estimated target values, we opt to store a pseudo-maximum value derived from maximums of
past and current estimated target values.

We introduce an additional operation in our dictionary mechanism, triggered between learning iterations.
This operation is represented in Equation 3.3

Di
I+1(u, a).q =

{
dtDi

I(u, a).q − (1− dt)x if hash-action pair (u, a) occurred in I
Di

I(u, a).q otherwise (3.3)

Where u ∈ U∗, a ∈ Ai, where dt is a degradation factor, and where x is some positive value which
is negated to function as a value for Di

I(u, a).q (the target network estimate component of the target
value) to decay towards (which can be kept constant, but in this work is assumed to be the maximum
target value found this training iteration).

The introduction of this operation, dubbed the degradation mechanism, another kind of update rule,
has some important consequences and properties:

• If we did not encounter a hash-action pair, we do not degrade its value. This is important to enable
us to remain optimistic for hash-action pairs which do not occur often.

• If an excessively high value is stored in the dictionary, it will be degraded repeatedly until it is
in-line with (maximums of) network returns. If we presume that our networks do not consistently
output similarly high overestimations for the hash-action pair, these lower estimations will not
overwrite the stored value. Hence, the excessively high value is degraded every learning iteration
for which it is higher than network returns; we are able to ‘forget’ overestimations. (Note that this
does assume networks are updated sufficiently slowly, as degradation does take some time when
overestimations are great. Otherwise the networks could still successfully bootstrap off of these
overestimations successfully.)

• If a value was not excessively high, the degraded value will be ’restored’. If the value which we de-
graded was not excessively high, we retain a slightly lower value - most likely still able to introduce
optimism - which allows us to overwrite low values from situations in which exploration-based mis-
coordination occurs. If miscoordination does not occur, and our value was not excessively high,
the network which produced the value should grant us a replacement value to replace our de-
graded one with (even though it has been updated of course).

In practice, this means that the degradation mechanism should not inhibit our ability to introduce opti-
mism whilst allowing us to prevent the divergence caused by repeatedly bootstrapping off of overesti-
mations stored. When the algorithm is in the initial learning stages (up to the point that estimate values
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Figure 3.1: The impact of maximisation and value decay (degradation mechanism) when (nearly) converged. Dotted line
y = 10, No maximisation step , maximisation without decay , maximisation with decay .

have nearly converged to the optimal ones), where overestimations are relatively benign, we are able
to introduce optimism by overwriting low values from exploration-based overestimations with either not
or slightly degraded pseudo-maximum values from the dictionary. Whilst this causes us to converge
slightly slower (due to targets potentially being slightly lower than the theoretical maximum we could
infer), it allows us to retain stability in later stages, where overestimations are more likely to be impact-
ful. Here, the overestimations should be corrected by the application of our degradation mechanism
between learning iterations.

Figure 3.1 exemplifies the impact of our maximisation strategy and the degradation mechanism. It is
representative of a sequence of encounters of a specific configuration for which the target estimate has
already converged to the value it should converge to in order to establish an optimal policy. Without
maximisation, various over- and underestimations cause our actual returns to fluctuate a few percent.
With our maximisation strategy without maximum value decay, we see that underestimations no longer
influence our results. Overestimations, however, are no longer balanced with underestimations, and
bootstrapping of off these overestimations causes results to continuously increase. This can lead to
divergent behaviour in our agents. Using our maximisation strategy in combination with decaying max-
imum values (like in our degradation mechanism), we are able to incorporate slightly discounted past
maximums in the initial learning stages in which we converge to ’correct’ (near-optimal) values, whilst
preventing feedback and therefore instabilities and subsequent divergent behaviours when (nearly)
converged.

3.3. Applying DMQL

Figure 3.2: DMQL Overview

In Figure 3.2, one can observe an overview of interactions between DMQL components and the environ-
ment. The elements related to the environment, replay memory, action selection, and the Q-Networks,
are exactly the same as a possible DDRQN IQL implementation. The contributions from this work can
be found in the target value computation which is now routed through the dictionary mechanism, and
the generation of hashes. One should note that there are multiple possible locations to implement
the hash generator: one could store state- or observation-hash mappings in the dictionary mechanism
(which can be quite heavy on space resources but can also be faster), or one could calculate hashes
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on the fly from information retrieved from the replay memory (which allows us to omit storing mappings,
and for which speed depends on the efficiency of the hashing algorithm). In our implementation we
have opted for the latter.

In Algorithm 1, one can see that adding DMQL functionalities to an algorithm such as DDRQN IQL can
be quite straightforward.

Algorithm 1 DDRQN IQL / DMQL training (additions in blue, omitting details (e.g. masking))
1: dict_mech← init_dictionary_mechanism(config)
2:
3: procedure train(batch, predictive_net, target_net)
4: predictive_net_returns, max_actions← predictive_net(batch)
5: target_net_returns← target_net(batch)
6: target_net_returns← select_action_values(target_net_returns, max_actions)
7: targets← calculate_targets(batch, target_returns, max_actions)
8: loss← MSE(predictive_net_returns, targets.detach())
9: optimise(loss)

10: update_target_net_if_applicable()
11: end procedure
12:
13: procedure calculate_targets(batch, target_net_returns, actions)
14: rewards← batch.rewards
15: states← batch.states
16: targets← rewards + γ ∗ target_net_returns
17: # calculate hashes for states, update dictionary entries accordingly
18: # (Equation 3.2, optionally 3.3 before that)
19: agent_hashes← dict_mech.update(states, rewards, target_net_returns, actions)
20: # fetch targets from dictionary
21: targets← dict_mech.apply_maximisation(agent_hashes, actions)
22: return targets
23: end procedure

3.4. Developing a Hashing Strategy
As mentioned in the sections above, DMQL uses a hash function in order to generate a hash, which
represents the state, in order to retrieve pseudo-maximum target value estimate values. This function
takes state configuration information (or a subset thereof) as an input, and generates a hash which
represents the state or some representation thereof.

One of the most important factors to keep in mind when developing a hashing strategy, is that these
hashes will be used to cluster similar states together. In other words, we have to think of what similarity
means for us, and how we can best represent it in our hashes. Many ways to incorporate similarity
in our hashing strategy can be conceived, but for illustrative purposes, we shall, through this section,
work our way towards ways which use our insights into the problem used to evaluate the algorithm,
and expose problems which can occur when using approximations to cluster similar states together
this way.

3.4.1. Unique Hash
The most straightforward hash function is one which generates a unique hash for all possible configu-
rations; take all state information available, and directly map each unique entry to a different hash.
In Figure 3.3, we illustrate how this strategy works. On the left, we see two configurations the state
can be in for a three-agent, one-prey variant of the problem. In the middle, we see what representation
of the state is used to generate unique hashes for. In this case, the entirety of the state configuration
is taken into account. On the right, we see a representation of the hash generated, which will be used
as a partial key of our hash-action pseudo-maximum target estimate value dictionary. As can be seen,
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Figure 3.3: Example: Unique hash for all configurations. Left: two state configurations. Centre: state representation used to
generate unique hashes for. Right: generated hash for respective agents.

agents (represented by respective colours) will generate a different hash for the two state configura-
tions. If hi

z is a hash for agent i, where z is used to denote ’some hash’, we have h1
1 ̸= h1

2, h2
1 ̸= h2

2, and
h3
1 ̸= h3

2. There are differences between the state configurations, so the hashes will also be different.

For small non-complex environments this should suffice in a similar manner as the tabular projection
from Distributed Q-Learning [Lauer & Riedmiller, 2000] would. This restriction hints at the most signif-
icant drawback of this hashing strategy, however: it is not scalable, as highlighted in ’Hash Problem 1’
below.
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Hash Problem 1: Similar configurations not yielding the same hash

Some configurations, from the perspective of an agent, are quite similar. One could define a
strict notion of similarity between two configurations by the optimal target values for the agent
being equal, which implies that the policy for handling this subset of configurations is the same
as well. This same implication can, however, be reached through a weaker notion of similarity
as well, in which optimal target values are not ’too different’, or wherein ratios between Q-values
should at least be approximately the same.
If two configurations are similar, exploring one of these configurations ideally should provide
information the algorithm can use to handle similar configurations. If similar configurations do
not yield the same hash, similarities between configurations cannot be exploited. DMQL defaults
to IQL when a hash is discovered for the first time, thus, if for a given configuration in which
relative overgeneralisation occurs the reward ’outcome’ is not encountered at least once for its
hash, DMQL’s maximisation step does not come to fruition. As exploration is often reduced with
the number of timesteps passed, exploitation of similarity could yield exceptional benefits in the
learning process. It can be of increased benefit in environments with relative overgeneralisation
as it can help prevent a stable non-cooperative policy from forming in early stages, which is
exceedingly hard to overcome as a result of negative Q-values for actions which move the
agent closer to rewardable state configurations, and the often significantly lowered exploration
rate at later stages of the learning process.
An approach compatible with our strict notion of similarity could be to exploit symmetries. As
many environments are not directional, policies and optimal Q-values can be symmetric. In the
Hunter-Prey environment, for example, rotating the grid world by 90° should result in optimal
Q-values for this new configuration being equal to ones from the non-rotated configuration, only
with the movement actions being rotated 90° as well (e.g. up → right). For our weaker notion,
we can use additional insights.

Figure 3.4: Similar configuration example

Figure 3.4 depicts various state configurations for which the value of taking actions is roughly
the same for (two of) the agents. From the perspective of these agents, the configurations
should therefore be quite similar. Including all the information in these configurations causes
us to expect to need multiple times as much exploration in order to successfully employ our
maximisation strategy. For the two upper configurations, disregarding the information related to
the rightmost agent in this process for the two leftmost agents allows us to combine information
gathered through learning from experiences for both configurations, likely with few drawbacks.

Given that providing each and every unique state configuration a unique hash does not allow us to map
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similar configurations to the same hash, we can try to augment our hash function. As discussed, we
could try to exploit symmetries in order to adhere to our strict notion of similarity. For grid world environ-
ments such as Predator-Prey, one could find not only rotational, but also line symmetries. Using these
symmetries can divide the number of unique hashes we have to account for by a constant factor. In
addition, depending on the environment, one could remove unnecessary features; in the hunter-prey
environment for example, both hunters and prey do not need to be identified individually, but can be
identified solely by what type of actor they are. This once again reduces the number of unique hashes
we can encounter by a constant factor depending on the number of actors of the same types.

Whilst this already improves scalability somewhat, we would ideally like to not only divide the number
of unique hashes the algorithm can encounter by a constant factor, but to completely decouple the size
of the state from the number of hashes we have to separately explore for. Approaches adhering to
our strict notion of similarity additionally would be quite useless for continuous state spaces where it is
exceedingly unlikely to visit a state configuration or its symmetries multiple times.

Our weaker notion of similarity could provide us with a solution which takes inspiration from the kind
of problem we try to find policies for. These problems often involve partial observability, i.e. inability to
observe parts of the environments. This forces one to base their decision-making process on available
information which is often relatively local to the agent (in addition to historical information, of which the
usefulness can degrade with time, depending on the environment).
If an algorithm utilising individual learners is able to solve problems through usage of this subset of
the information available, the information provided to each agent should be sufficient to make good
decisions. As discussed, the set of information available to the agent during execution (when using his-
tories) includes information from preceding parts of the trajectory. An approximation utilising subsets of
information from the state configuration, however, is possible, as we only need to determine similarity
during training.

3.4.2. SimHash
As discussed in Section 2.16, SimHash is a locally sensitive hash which measures similarity by angular
distance through the use of sign random projections [Tang et al., 2017]. Whilst it is therefore likely to
be able to determine ‘similarity’ between input vectors which are ’close’ to each other, thereby reducing
the number of hashes we have to take into account, the notion of similarity used by SimHash is differ-
ent from the ones we introduced. We can interpret the notion of similarity used by SimHash using the
Hunter-Prey environment described in Section 1. Here, the measure of similarity (between two inputs,
i.e. state configurations) provided by SimHash should decrease with the cumulative actor steps they
are apart from each other.

Whilst this might be a great measure for other problems, it likely is not ideal for solving the problem
of the cumulatively rewarded Hunter-Prey environment and environments like it (without first encoding
state configurations through other means, such as auto-encoders): Configurations which are close
to each other, step-wise, do not necessarily share optimal policy target values or even ratios thereof:
whilst Q-values likely are related, rewards for taking actions do not have to be. In other words, whilst
the value of nearby configurations is likely quite similar, the advantages of actions therefrom are likely
quite different. This advantage is, however, the more important value to take info account when making
decisions.
For the Hunter-Prey environment, Q-values and especially their ratios are primarily determined by the
configuration of the state space surrounding an agent; this determines whether or not a hunter can
attempt to catch a prey and whether or not this is a good idea, or which direction a hunter should move
in to get closer to a configuration from which it is wise to attempt to catch. Mapping configurations
together with the different notion of similarity introduced by SimHash yields a situation in which we
map configurations together which are dissimilar according to our own notions of similarity, of which
consequences are discussed in ’Hash Problem 2’.
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Hash Problem 2: Dissimilar configurations yielding the same hash

Dissimilar configurations yielding the same hash could prohibit learning by overwriting values
for state configurations by values from more dominant, yet dissimilar, high-Q-value state config-
urations. Within the Hunter-Prey environment, the configuration of space near the agent is most
important in determining what action is the optimal one (given some trajectory, or in general),
hence, if two dissimilar local configurations of space map to the same hash, too high targets
will be retrieved, which will lead to wrong Q-values. These Q-values will in turn be propagated
further. Whether or not two state configurations are ’similar enough’ (i.e. map to optimal values
which are close enough) to be represented by the same hash is not trivial to determine, and will
therefore have to be explored.

3.4.3. Contextual Hashes
As we expect that simply applying SimHash to full representations of our state configurations will only
be successful in reducing the number of unique hashes the algorithm can encounter, not in actually
clustering states (or therefore histories) together which are similar from the perspective of our notions,
we need to develop hashing strategies based on these notions directly. As mentioned in Section 3.4.1,
one option is to look to our weaker notion of similarity, and focus our development on the part of the state
configuration which is relatively local to the agents, as these parts of the configurations most heavily
influence the outcome of our (also local) interactions with the environment. The main aim would there-
fore be to reduce the amount of information from our state representation (used to calculate hashes
for) to a set of information which at least functions as a predictor for target (ideally advantage) ratios.
We once again start by using single-step state configurations as a practical approximation of the infor-
mation present from following a trajectory to a given time step.

As described, our weak notion of similarity is based on information which can be taken from an agent-
centric representation of the state configuration. One could interpret this as representing the state as
some ’context’ the agent is in. Hence, we shall dub these kind of hashes ‘contextual hashes’.

Given that context are unique to agents for any given state configuration, their respective state repre-
sentations should also be. The first step for contextual hashing strategies then, is to convert information
from our state configuration to information relative to the respective agents. This first step can be seen
as a way to map all spatial translations of the same (used part of the) state configuration to the same
hash. Figure 3.5 helps to exemplify why this makes sense: for every spatial translation of the same
configuration (excluding empty space in this case), the actions required of each agent to act optimally
are exactly the same.

Figure 3.5: Example: Translations of configurations often do not change the optimal actions to take. For all three depicted
state configurations, the optimal action to take for the red agent is ’catch’.

An easy follow-up step for any contextual hashing strategy is to remove information which can straight-
forwardly be reasoned to be irrelevant. As described in Section 3.4.1, homogeneity within groups of
actors we have to represent is something to consider in a way quite similar to how one would do for the
seemingly unrelated observation function (if one is aiming to improve convergence speed by augment-
ing this observation function, that is). Assuming homogeneity between actor groups (hunters/prey),
Figure 3.6 exemplifies why using actor groups instead of actors themselves in our state representa-
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tions makes sense: if actors truly are homogeneous with the rest of their group (and assuming no
large differences between agent networks, as can be achieved using parameter sharing), swapping
the places of any two actors of the same type, other than the agent for which we are constructing a
state representation, would result in a context for which the optimal actions to take are once again
exactly the same.

Figure 3.6: Example: If other actors are homogeneous, using ’types’ or ’groups’ makes more sense. Irrespective of the
identities of the other actors, the agent at the centre of these contexts has the same optimal action ’catch’.

If we assume or assert that our agents are homogeneous, we can take an additional performance-
improving design choice: if we use the same hashing method (and the same seed if applicable) for
all agents, we can use a shared hash-action pseudo-maximum target estimate value dictionary DI for
all agents as well. This allows us to introduce optimism in agent-hash-action pairs if any agent has
recently encountered an outcome without miscoordination in a similar context. One could interpret this
as ‘if any agent has performed this action from a context similar to the current one and achieved a
great outcome, we assume we could achieve that outcome as well, and that low values are a result of
exploration-based miscoordinations’.

Figure 3.7: Example: If agents are homogeneous, using ’types’ or ’groups’ makes more sense. Irrespective of whether the
green or the red agent is in the context depicted, they have the same optimal action ’catch’.

Depending on the level of knowledge we have on our environment, we can go further (possibly better)
than mapping all translations of state configurations and all permutations within actor groups to the
same hash: Whilst the introduction of contextual hashes as defined above already reduces the num-
ber of possible unique hashes the algorithm can encounter by a factor related to the environment size,
we are still including information which potentially is quite irrelevant, like explained in ’Hash Problem
1’. Now that we are able to construct state representations which include information in a form rela-
tive to the agents, we are able to exclude information which we deem irrelevant to the agent based
on distance alone. The previous definition can be seen as us contructing a ’view’ of the environment
which completely encompassed it. If we, however, start to decrease the radius of this ’view’, we can
limit our representations of the state to include only the local information most relevant to immediate
decision-making. We even choose views which include information which is a subset of the information
contained in observations, making the approach compatible with decentralised training (if parameter
sharing and dictionary sharing are also disabled).

Figure 3.8 illustrates how limiting the range of included information helps us map similar configurations
together, and illustrates the dictionary sharing technique: as can be seen, local configurations for which
the same optimal actions should be taken are clustered together now using the former, and this is ex-
tended to other agent permutations using the shared dictionary. This means that using this approach,
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h3
1 = h1 ̸= h1

2 = h2 = h2
2 ̸= h1

3 = h3 = h2
3.

Figure 3.8: Example: Contextual Hashes. Left: two different state configurations. Center left: state representations used to
generate a hash. Center right: hashes generated for respective agents. Right: when using a shared dictionary, we can use the

same hash as before to retrieve a pseudo-maximum target estimate calculated using the collective’s experiences.

The choice of what information to include is a problem of balancing Hash Problem 1 and Hash Problem
2: utilising too much unnecessary information can lead us to a version of Hash Problem 1, and vice
versa. We explore these potential problems in ’Hash Problem 1a’ through ’Hash Problem 2b’.
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Hash Problem 1a: Too much information in context.

Like the main Problem 1, this problem reduces efficiency. In these cases where hashes do
not include enough information to uniquely identify state configurations (i.e. include subsets
of the full information), we do have one major windfall: DMQL only needs to be able to gather
enough information for contexts in which relative overgeneralisation can occur. Other context
could be handled by conventional IQL without us losing the ability to reach collaborative
policies, hence it would not hinder us if DMQL defaults to it). If DMQL removes the impact
of exploration-based miscoordinations, IQL should have no problem optimally manoeuvring
agents to configurations in which relative overgeneralisation was previously a problem, as it
would encounter an apparent lack of relative overgeneralisation itself. This is something we
can effectively exploit for contextual hashes (see Section 3.5.1).

The problem of efficiently clustering state configurations in which relative overgeneralisation
occurs does, however, remain. In addition, we might not have sufficient insights into the
workings of the environment to apply the technique presented in Section 3.5.1 to its greatest
potential. Hence, in many cases, how much information of lesser relevancy we can prevent
from influencing the output of the hash function still directly determines the chances DMQL has
to prevent relative overgeneralisation and to establish a cooperative policy.

If we once again observe Figure 3.4 from Hash Problem 1, we see that using contexts centered
around agents can help to apply similarity between translations of subsets of the state configu-
ration. This does, however, require us to balance the range of information to include. Include
too little, and Hash Problem 2 occurs due to the lack of local context, include too much, and
the exploration needed increases substantially. For our purposes, it would be ideal to include
just enough information to identify situations in which relative overgeneralisation could occur
(for now ignoring the impact this has on other situations or contexts in which little information is
available locally).

Figure 3.9: Influence of range of inclusion. Left: 1-step. Centre: 2-step. Right: 3-step.

In Figure 3.9, the dilemma of information selection is exemplified. The leftmost choice (1 step)
is insufficient as agents cannot identify differences between situations in which relative overgen-
eralisation occurs and ones in which it does not, due to the fact that the agents cannot see each
other. The second choice is suitable for the identification of situations with relative overgenerali-
sation, yet there may be a lack of information in hashes generated from some local contexts (this
problem scales with environment size and in some sense with actor density, see ‘Hash Problem
2a’). The last choice depicted shows all agents including some information in their hashes. The
information for the rightmost agent still might not be sufficient. With this size, the number of
unique hashes which can be generated is substantially higher, which does not help in situations
with relative overgeneralisation in this case (number of possible hashes are 39, 883, and 6949
respectively, of which 0, 132, and 276 are uniquely for situations with relative overgeneralisation
respectively).
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Hash Problem 2a: Not all contexts are equally informative.

When hashes only take into account the subset of state configuration information in the vicinity
of the agent, it is possible to encounter local subsets of state configuration information of varying
informativeness; in the case of the Hunter-Prey environment it is possible to encounter subsets
containing information on various other actors, or none at all. When contexts with little informa-
tion are encountered, using their information to map to a hash will yield collisions which might
not be ideal. One example would be an information subset containing no information on other
actors: from this information it is not possible to uniquely identify suitable actions to take, just as
it is impossible to do so from an similarly uninformative observation alone in partially observable
problems. As the proposed maximisation strategy does not include information on histories, it
might therefore be useful to require a certain amount of information to be included in a hash
before the maximisation strategy is used; this way, Q-values estimated by the RNN - which
does use histories - can be used. This will allow the algorithm to include maximised values from
information-rich local configurations, and the information provided by the RNN which is relatively
rich in situations where local configurations do not contain enough information. If relatively unin-
formative hashes are not accounted for, the subset of local contexts represented by such a hash
may retrieve seemingly arbitrary maximum future values as seen from the perspective of being
in any specific local contexts. As these hashes are able to represent less information than the
overwritten network could return, which takes the entire trajectory up to timestep t into account,
information could be wasted; it may not be reasonable to assume the way in which we ended
up in this context is irrelevant for maximisation in these local contexts.

Figure 3.10: Informativeness example: contexts of varying informativeness within the same configuration.

In a given state configuration (example Figure 3.10 left), not all possible contexts necessarily
are equally informative for our maximisation. For example, the subset depicted in the middle
of Figure 3.10 can likely be used for maximisation due to the fact that it can inform an actor on
what action to take to get rewarded (assuming optimal behaviour from other agents), whilst the
subset depicted on the right of Figure 3.10 cannot inform the agent on what direction to move in
to get to a higher-value configuration: the value of any action here is dependent on information
outside the subset, hence neither of our notions of similarity hold here. Figure 3.11 shows that
the same uninformative hash can follow from wildly different situations, even within the same
state configuration. The fact that this hash cannot be used to inform what actions to take makes
it uninformative. Maximising here can lead to behaviour which can prevent attaining rewards.

Figure 3.11: Informativeness example: Equally uninformative contexts within the same configuration, for which the
optimal actions are quite different.
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Hash Problem 2b: Reward causality is not included in the hash

When relatively local contexts are considered once again, our definition of cumulative rewards
might be a hindrance: when a cumulative reward is encountered due to events which follow
from information not present in a hash, the dictionary entries for some hash-action pairs can be
filled with seemingly arbitrary rewards. Reward causality might not be related to hashes. If this
becomes a significant problem, one can attempt to decay stored rewards, but this will not fully
rectify the problem due to the retained value. Full decay, however, would by contrast cause the
opposite problem by also removing information from hashes which represent the configurations
with relative overgeneralisation, thereby preventing the maximisation strategy from being used.

3.4.4. Alternative Hashing Strategies
It should be noted that the selection of information from the state configuration, as well as its represen-
tation, can be altered greatly. The methodology described above wherein we take a context or ’view’
centered around agents is not necessarily ideal for every given usecase. The choice for the represen-
tation used in this work was made due to it being intuitive for grid worlds, as well as due to it being
quite capable of illustrating problems which plague various other options, in addition to the fact that
this strategy could be applied in truly ’decentralised’ settings (needed information can be derived from
observations instead of the true complete state configuration). For the Hunter-Prey environment alone,
many alternatives exist which address various Hash Problems. One example of a family of representa-
tions is the set which uses distance indications (representing the state by ’distances’ of a subset of the
elements within the environment relative to the agent considered). Depending on the implementation,
this could prevent Hash Problem 2a (if appropriate actors and ’measures of distance’ are selected to
be represented, otherwise incurring Hash Problem 1a).
SimHash, whist not expected to be particularly effective when used without its optional pre-processing
steps, could also be made quite effective; there is a precedent of successful applications when com-
bined with auto-encoders [Palmer et al., 2017; Tang et al., 2017].

3.5. Additional Techniques
Whilst the aforementioned techniques form the basis for the functionality of various DMQL variants, we
employ a few more techniques as well. The first we shall highlight is mostly unique to DMQL, whereas
the second takes inspiration from the scheduling approaches used by the works described in Section
2. The last set of techniques we discuss in this section are techniques focused on limiting the impact
of errors upon an algorithm’s learning process.

3.5.1. Selective Utilisation
As described in Section 3.4.3, it is possible for various problems to occur when using contextual hashes.
Problem 1a occurs when too much needless information is used to determine a hash, reducing effi-
ciency. By contrast, removing information from the hash, especially by restricting the range from the
agent up to which information included, can lead to problems 2a and 2b. Selectively using the maximi-
sation strategy of DMQL instead of using it all the time could combat the latter set of problems.

Problem 2a stems from the existence of contexts which hold insufficient information inform decision-
making. These will lead DMQL to disregard useful information, as its history holds disproportionally
more value for decision making in such contexts; if the contexts contain insufficient information to iden-
tify differences to inform decision-making, the information gathered in DMQL’s dictionaries would also
not be applicable in a way which could inform decision-making successfully. One example of this would
be a context which contains no information on other actors: given this context, we would not know what
direction to move in, whereas histories may hold information which could provide useful insights.

Problem 2b stems from the fact that the causality of rewards is often not observed (even when the
rewards themselves are ’observed’), and that rewards therefore seemingly arbitrarily can start to be
represented in dictionary entries where they are not quite relevant, thereby reducing efficacy of the
decision making process in affiliated contexts.
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Both problems can be combatted by introducing a function to allow for the selective usage of DMQL’s
maximisation. Depending on ones knowledge on the workings of the environment, one can specify
where DMQL’s functionality is applied, and therefore can target situations with relative overgeneralisa-
tion more specifically. One example would be to simply exclude usage of maximisation for information
subsets in which no other actors are represented, which would consequently exclude the most uninfor-
mative contexts. More specifically, one could specify that all actors/features needed for rewards are
present (one other hunter, and one prey, for the Hunter-Prey environment). Most specifically, and using
the most information on our problem, we can specifically target information subsets which represent
situations in which relative overgeneralisation can occur (at least one adjacent prey, which has at least
one other agent adjacent to it, in case of the Hunter-Prey environment).

The more specific our selection function, the less Problem 2a should occur. Whilst Problem 2b still
remains a problem even when usage is restricted, its influence will be limited to selected states only,
potentially decreasing its influence greatly. In case of our implementation, excluded contexts will be
handled by IQL, which should be sufficiently capable of learning how to navigate towards state configu-
rations which can result in cooperative rewards through utilisation of the maximisation strategy. Figure
3.13 depicts various contexts, for which various selection functions, or ’selectors’, would cause DMQL
to either include or exclude the context for its maximisation step.

Figure 3.12: Without a selection function, all these contexts would be maximised over. A ’catchable’ selector would, for
example, only include the top left and centre left contexts. ’Adjacent stag’, in turn, would include the top left and centre

contexts, as well as the centre left context. No reasonable selector would include the top left context.

3.5.2. Usage Decay
As DMQL uses a lot of approximations, it might not be able to distinguish all nuances available through
information present in histories. Solely using DMQL’s maximisation strategy during the entirety of the
learning process could lead to suboptimal policies, due to our agents utilising only approximations/sub-
sets of the information available to them. Once cooperative actions have been established as being
beneficial, and a cooperative policy has been established, one could decay the usage of our maximi-
sation strategy in order to allow values to converge to realistic values based on the entirety of the
trajectories leading to rewards (or punishments).

Alternatively, one can decay usage in a manner similar to what can be seen in Deep LL methodologies:
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given that we already have the capability to calculate a hash given some state-configuration and agent,
we can decay the usage depending on the number of uses by keeping a usage dictionary and using
a schedule similar to the one discussed for ϵ (Section 2.3) for each hash. Whilst this approach has
the benefit of allowing us to use maximisation longer for any ’exceedingly rare’ configurations while
removing the approximation errors induced for ’more common’ configurations, it is harder to configure.

Figure 3.13: In situations like this, the expected reward for attempting to catch is 1
2
r − 1

2
∗ (2p+ r): the environment randomly

selects which adjacent prey an agent will attempt to catch first. If both agents attempt to catch, they will, on average, be
rewarded with that lower expected value, not r, which DMQL would suggest. In this case, it would be better to use information

on where the other prey is to determine what actions to take.

3.5.3. Limiting the Impact of Errors
In addition to the degradation strategy discussed in Section 3.2.2, there are other techniques which
can limit the impact of errors introduced by overestimations.

The first technique we will employ is to simply lower the learning rate γ. This will decrease summed
errors over when future values are discounted. This can, however, lead to a strong bias towards im-
mediate rewards with respect to rewards further in the future if lowered too much.

The second technique employs soft target network updates. If target networks are updated slowly
enough, the magnitude of overestimations following from mistakes in the predictive network may be
limited for the target network. Hard updates will cause the target network to take over the parameters
of the predictive network at once, along with all overestimations it may cause for a given set of inputs.
Slow soft updates can prevent the weights and biases from being copied all at once, thereby only letting
the target network inherit overestimation-causing ones if they persist in the predictive network for a long
time.



4
Results

In this section, we evaluate various DMQL configurations in order to explore the limits of DMQL. Once
we have explored these limits, we compare DMQL to various state-of-the-art algorithms, taking into
account varying observation capabilities for agents.
All plots in this section are constructed using the methodology described in Appendix A. For clarity,
where relevant, each plot contains a dotted line to denote the x-axis and a striped line to depict optimal
values (wherever the optimal value is not zero). Experimental configurations are defined alongside
plots for clarity and replicability. Unless stated otherwise, average test episode rewards are depicted
through the use of a continuous line.

4.1. Porting Distributed Q-Learning to Deep Q-Learning
As described in Section 1, Distributed Q-Learning [Lauer & Riedmiller, 2000] has been shown to over-
come relative overgeneralisation in tabular Q-Learning. To be able to exploit a similar optimistic assump-
tion for Deep Q-Learning, it is crucial to validate that our extension from tabular to DQN-based learning
algorithms can overcome relative overgeneralisation in an environment which realistically should be
solvable by tabular learners in the same timeframe.
The tabular assumption resembles a projection from a greater state-(action given other agent actions)
table to the smaller state-action table, which yields the highest value given other agent actions. This
differs from the optimistic assumption in this work, which uses a pseudo-maximum target estimate
value. Thus far, this work has assumed that the usage of these values would be a valid analogue to
directly obtained Q-values from tabular algorithms. This experiment aims to verify the assumption.

Experiment: Extending Distributed Q-Learning to Deep Q-Learning

Evaluated Algorithms IQL, DMQL

Environment
Observation Observing Full State
Punishment 100%r with r = 10
World Size 3× 3
Agents / Prey 2 / 1

Shared
γ 0.99
ϵ 1 → 0.05 over (10, 300)kT

DMQL
Hashing strategy Full State Information
Degradation factor 0.9

Figure 4.1: Porting experiment exploratory results.

33
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Figure 4.1 shows the average performance for both IQL and DMQL, using the parameters from within
the specified ranges which yielded the best results on a per-algorithm basis. The results of this ex-
ploratory experiment show that this most straightforward implementation of DMQL is able to learn in
heavily-punishing environments despite only using independent learners, whereas IQL is unable to do
so even when granted significantly more time to explore. This observation validates the assumption that
maximums over usage-discounted estimated target values can be used to form optimistic assumptions
in a way similar to the projections used in Distributed Q-Learning [Lauer & Riedmiller, 2000].
As shown in Figure 4.1, near-perfect returns are achieved soon after tϵ has passed. Rewards do,
however, fluctuate after that, indicating slight instabilities in the learning process, specifically when
converged.

4.2. Stability
As discussed in 3.2.2, one of the problems which can occur with DMQL is that it could be more affected
by overestimations passed to the target network than other techniques, as target value estimates are
maximised over. DMQL should be able to successfully leverage various stabilisation techniques from
literature, as well as one specific to itself, in order to account for the possible loss of stability due
to its maximisation step. As discussed in Sections 3.2.2 and 3.5.3, some of the techniques we can
use are soft target network updates, lowered discount factors, and lowered dictionary degradation
factors (usage-based discounts to dictionary entries), each with their own benefits and downsides. The
influence of these techniques is evaluated in the following experiment.

Experiment: Stability

Evaluated Algorithms IQL, DMQL

Environment
Observation Observing Full State
Punishment {0, 100}%r with r = 10
World Size 3× 3
Agents / Prey 2 / 1

Shared
γ {1, 0.99, 0.95}
ϵ 1 → 0.05 over 60kT

DMQL
Hashing strategy Full State Information
Degradation factor dt {1.00, 0.99, 0.90,

0.50, 0.00}
Soft update factor us None or (0.001, 0.1) Figure 4.2: Stability experiment results: varying γ

(p = 0, dt = 0.9)

Figure 4.3: Stability experiment results: varying us

(p = 0, γ = 0.99)
Figure 4.4: Stability experiment results: varying dt

(p = −10, γ = 0.99)
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In Figures 4.2 through 4.4, averages over runs using parameter configuration within the specified
ranges are shown. The averages depicted are from a subset of configurations which we deem rep-
resentative. To evaluate varying γ and us we use an environment without punishment, as this allows
us to establish that degrading performance is due to policy divergence (likely due to overestimations),
as opposed issues due to non-stationary environments. Additionally, it is an environment which likely
affects DMQL a lot due to rapid learning and great gradients.

Figure 4.2 shows the results from varying γ on a small, punishment free environment. IQL is able to
reach an optimal policy quite quickly, and manages to retain performance using γ = 0.99. Using the
same configuration with DMQL yields significantly worse results: degradation of performance occurs.
This shows us that overestimations are able to disrupt DMQL more easily. Results from running DMQL
with γ = 0.95 shows us that summed errors can be reduced sufficiently by choosing a lower discount
factor. It should be noted that lowering γ influences the policies we will settle on: discounting future
values inherently causes us to favour (near) immediate rewards over ones further in the future. De-
pending solely on using increasingly lowered γ values might be insufficient.

As discussed in Section C, using soft target network updates can be a viable way to reduce the magni-
tude of overestimations from the target network. Figure 4.3 shows us that this stabilisation technique
works with DMQL, and that the impact is dependent on us. Greater values lead to more rapid replace-
ment of target network parameters with predictive network parameters. These greater values can lead
to increased learning speed, yet also diminish the reduction of the overestimations passed to the target
network. In the runs depicted in Figure 4.3, we can see that using the largest value considered indeed
does not significantly improve stability. Lowering the value yields significantly more stable results, al-
though lowering it too much might substantially inhibit the functionality of the target network, thereby
reducing training speed. The experiment shows us that using soft target network updates can substan-
tially improve the stability of DMQL.

Lastly, varying dt shows us the impact of our dictionary value degradation strategy, as discussed in
Section 3.2.2. Figure 4.4 grants us various insights. The first insight is that dictionary value degradation
in some form does indeed seem necessary: Any configuration with dt ≥ 0.95 was completely unstable,
showing divergent behaviour. Configurations were found to be most stable around dt = 0.80. dt = 0.00,
which is analogous to not retaining any value in the dictionary at all, was able to learn a near optimal
policy, albeit relatively slowly, solely by maximising over hashing within each training batch. This shows
us that the dictionary could be omitted altogether when using a sufficiently large batch size. This is,
however, not likely to scale well to larger, more complex environments, as the maximisation step still
requires sufficiently many similar configurations to maximise over.

4.3. Scaling Up the Environments
As expected in Section 3.4.1, the most straightforward implementation, using unique hashes for each
state configuration, works with simple/small environments when provided a suitable learning param-
eter configuration. The other side of this expectation is, however, that the results we have seen in
Section 4.1 are likely not attainable within a ’reasonable timeframe’ for larger and more complex en-
vironments due to scalability issues. To explore whether or not these scalability issues truly exist, we
perform an experiment in which we scale up the environment, thereby increasing the number of unique
hashes and consequently likely the burn-in time / exploration required to gather enough information
from configuration encounters to ensure the maximisation step comes to fruition.
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Experiment: Scaling Up the Environment

Evaluated Algorithms IQL, DMQL

Environment
Observation Observing Full State
Punishment 100%r with r = 10
World Size x× x with x ∈ {4, 5, 6}
Agents / Prey 2 / 1

Shared
γ 0.95
ϵ 1 → 0.05 over

[10, 1000]kT after
[0, 900]kT delay

DMQL
Hashing strategy Full State Information
Degradation factor dt 0.8
Soft update factor us 0.005

Figure 4.5: Scaling Experiment, 4× 4 world.
(ϵ 1 → 0.05 over 60k T after 200k T delay)

Figure 4.6: Scaling Experiment, 5× 5 world.
(ϵ 1 → 0.05 over 60k T after 500k T delay)

Figure 4.7: Scaling Experiment, 6× 6 world.
(ϵ 1 → 0.05 over 60k T after 700k T delay)

For our environments of increasing sizes, the numbers of unique hashes to consider are 1680, 6900, and
21420 respectively. As can be seen in Figures 4.5 through 4.7, which once again show the averages
over the runs for the best encountered configuration for a given environment configuration, the burn-in
time required before DMQL is able to learn a cooperative policy increases substantially with the size of
the environment. At an environment size of 6× 6 we observe no clear difference from IQL.
This validates our expectation that this most straightforward variant of DMQL does not scale well with
an increasing number of unique hashes to consider.

4.4. Exploiting Similarity: SimHash (DMQL-R)
As discussed in Section 2.16, SimHash is a methodology for determining similarity between states
which is used a lot in related literature. Whilst it is true that SimHash provides a measure of similarity
between state configurations, its definition of similarity might not align with what is required for DMQL to
function. To determine whether using SimHash alone is sufficient to improve performance compared to
the most straightforward DMQL implementation, as it was for many other works, we perform an experi-
ment in which we compare its performance to that implementation directly. We vary the parameters of
SimHash, where greater values of k prevent collisions and therefore exploitation of SimHash’s notion
of similarity, and vice versa. The experiment is performed on an environment configuration found to
work in Section 4.3.
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Experiment: SimHash-based Similarity

Evaluated Algorithms IQL, DMQL, DMQL-R

Environment
Observation Observing Full State
Punishment 100%r with r = 10
World Size 5× 5
Agents / Prey 2 / 1

Shared
γ 0.95
ϵ 1 → 0.05 over

60kT after
500kT delay

DMQL(-R)
Hashing strategy SimHash on State Information
Degradation factor dt 0.8
Soft update factor us 0.005
SimHash k [10, 200]

Figure 4.8: SimHash Experiment.

Figure 4.9: SimHash Experiment, number of unique encountered hashes.

The usage of SimHash reduces the theoretical maximum number of encounterable hashes to 2k. In
practice, however, this difference is even greater due to the fact that not all these hashes will be used:
if two state configurations have sufficiently little angular distance between them they likely will be rep-
resented by the same hash.

As can be seen in Figure 4.9, the number of encountered hashes was indeed reduced significantly
through the use of SimHash. As can be seen in Figure 4.8, this reduction in the number of hashes to
explore for does not translate into performance increases. For larger values of k, DMQL-R performs
worse than the previous implementation, yet not significantly so. Lowering k further prevents learning,
likely due to too many instances of Hash Problem 2 occurring (Section 3.4.3). The fact that usage of
SimHash does not degrade performance significantly when greater values of k are used shows that we
can have collisions in our hashing methodology, likely even some which exemplify Hash Problem 2. It
should however be noted that a subset of runs was unable to provide a cooperative policy, even with
k = 100.

This experiment therefore shows that SimHash is not a suitable solution to achieve increased perfor-
mance by reducing the number of hashes to consider, when one omits a pre-processing step such as
an auto-encoder. Whether or not the inclusion of such as pre-processing step will allow SimHash to
cluster states together in a suitable manner remains to be explored.
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4.5. Exploiting Similarity: Environmental Insights
As discussed in Section 3, we have established that there exists a ’weak’ notion of similarity. Crucially,
this notion of similarity depends on roughly similar ratios of Q-values in contexts.

4.5.1. Contextual Hashes (DMQL-C / DMQL-CS)
As the notion of similarity we use is centered around agents, we experiment with contextual hashes,
hashes which are based on subsets of the information contained in the state configuration which look
similar to agent observations. In this experiment, the first major difference between this and previous
hashing strategies is that the coordinate system is no longer absolute, but relative to the agents. The
second major difference in this strategy is identity indifference: if there should be no functional differ-
ence between actors in the environment, we do not represent them either. This strategy collides all
translations of configurations with the same relative entity positions to the same hash, as well as all
permutations of actor locations within type groups. For the Hunter-Prey environment, identities of en-
tities in the environment should be mostly irrelevant, with the exception of actor type identification, i.e.
what type of actor it is (e.g. a hunter or a prey). This experiment therefore also explores whether it
is reasonable to disregard actor identities for determining similarity when it is reasonable to do so in
observations.
As we assume homogeneity between agents for this hash, we can augment the dictionary system to
allow multiple agents to share the same values. This allows us to share information from learning from
experiences between agents, and aids us in reducing the required amount of exploration before the
maximisation strategy is able to achieve its goals. This experiment therefore also explores whether
performance increases can be gained from sharing our dictionary mechanism between agents, if the
agents are homogeneous.

Experiment: Similarity from Insights: Contextual Hashing (DMQL-C / DMQL-CS) Entire Envi-
ronment Size Included

Evaluated Algorithms DMQL, DMQL-C,
DMQL-CS

Environment
Observation Observing Full State
Punishment 100%r with r = 10
World Size 5× 5
Agents / Prey 2 / 2

Shared
γ 0.95
ϵ 1 → 0.05 over

[250, 500]kT after
[0, 500]kT delay

DMQL(-C(S))
Hashing strategy (Agent-Centred)

Full State Information
(Disregarding Identities)

Degradation factor dt 0.8
Soft update factor us 0.005

Figure 4.10: Disregarding Identities Experiment.
(DMQL: ϵ 1 → 0.05 over 200k T after 700k T delay)
(DMQL-C: ϵ 1 → 0.05 over 200k T after 300k T delay)
(DMQL-CS: ϵ 1 → 0.05 over 200k T after 200k T delay)

Figure 4.10 shows that introducing an additional actor into the environment prevents the first DMQL
implementation from learning within a reasonable timeframe given this environment configuration. The
experiment shows that a significant improvement in performance can indeed be gained by removing
unneeded information from the hash calculation (DMQL-C). The results for DMQL-CS, a variant disre-
garding identities and sharing dictionaries between agents, shows even more substantial performance
benefits.

It can be argued that the strategy employed for this contextual hashing strategy still includes unneces-
sary information in the form of information about actors which are not near to the agent in question. The
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next experiments shall evaluate whether we can safely disregard this information, or that Hash Prob-
lems 2a and 2b prove to be significant hindrances, and whether or not this can lead to performance
increases.

In order to provide initial insights into the impact of Hash Problem 2a, we perform an experiment on
an environment with two hunters and two prey. Experiments are run with 2-step and 3-step windows
of information inclusion. As this environment has few actors, the number of hashes to consider for
the larger window does not exceed realistic bounds. This setup allows us to ascertain the impact of
disregarding information further than n steps removed from the agents, and more specifically Hash
Problem 2a, as Hash Problem 2b cannot be encountered due to there being only one possible pair of
hunters. If Hash Problem 2a occurs often enough, we expect the 3-step variant to converge significantly
closer to the theoretically optimal mean reward. We additionally expect degression of mean rewards
after the initial stage of rapid mean reward growth, due to the increased impact of our maximisation
strategy when high values are stored for the ’uninformative contexts’ (which takes time to pass down
from rewardable configurations).

Experiment: Exploring Hash Problem 2a (1/2)

Evaluated Algorithms DMQL-CS

Environment
Observation Observing Full State
Punishment 100%r with r = 10
World Size 6× 6
Agents / Prey 2 / 2

Shared
γ 0.95
ϵ 1 → 0.05 over

200kT after
200kT delay

DMQL-CS
Hashing strategy Agent-Centred

State Information Subsets
Disregarding Identities

Degradation factor dt 0.8
Soft update factor us 0.005

Figure 4.11: Exploring Hash Problem 2a.

Figure 4.11 shows a significant difference between DMQL variants using 2- and 3-step windows. The
2-step windows should be sufficient to establish a collaborative policy when only considering reward-
able configurations. Whilst the 3-step variant initially seems to converge slower due to the increased
amount of irrelevant information available to it, it degresses far less than the 2-step variant.

If one takes all possible state configurations and generates views for both variants, we see that views
without any actor information constitute 39.5% and 18.5% of the total possible configurations for the
2-step and 3-step variants respectively. Whilst this type of view arguably is the least informative for
our maximisation step, other views might also not provide sufficient information. Views containing both
an agent and at least one prey, which should be relatively informative for this setup, constitute 13.1%
and 32.2% respectively. It should be noted that these ratios are not necessarily representative of actual
encounter rates, yet might be indicative. These insights and the results observed in Figure 4.11 give
rise to interesting questions: what views are informative enough, and can results be improved when
the maximisation step is no longer applied to uninformative hashes?
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4.6. Exploiting Similarity: Selective Utilisation
In order to explore what views are informative and whether excluding uninformative views from the
maximisation step yields better results, we introduce selectors based on properties of the state con-
figuration within the view. This allows us to prevent maximisation from being utilised when insufficient
information is present. This has the benefit of allowing our maximisation step to be used solely where
it is able to provide benefits, with other situations being handled by IQL, using all available information
from histories.
In order to provide further insights on Hash Problem 2a, we utilise selectors for the 2-step variant of the
previous experiment. The various selectors used reflect various levels of insights into the Hunter-Prey
problem, with more specific selectors targeting situations in which relative overgeneralisation can occur
more specifically, letting conventional IQL handle all other situations.
Our most specific selector, ’catchable’ selects only views in which the hunter in question can attempt to
catch a prey, with another hunter present in the view which could do the same for this same prey. ’see
both’ selects views in which the other actors required to successfully get rewarded are present (at least
one other hunter and at least one prey). ’adjacent prey’ selects views in which the agent can attempt
to catch a prey (even when there is no other agent present, therefore yielding punishments), and ’see
agent’ and ’see prey’ are selectors which select views in which at least one agent or at least one prey
are present respectively.
We expect the ’catchable’ selector to yield the best results, as it most specifically targets relative over-
generalisation, and therefore only includes the most informative views. We additionally expect the other
selectors to yield results between the results for this selector and the earlier results using no selector,
with better results indicating that a selector was more informative and vice versa. We expect ’see both’
to be the second-most effective selector due to it excluding most completely uninformative contexts as
well. In addition, we expect the ’see agent’ selector to be the least effective, as contexts in which ’at
least one other agent is present’ are likely only marginally more informative for decision making than
the baseline on average.

Experiment: Exploring Hash Problem 2a (2/2)

Evaluated Algorithms DMQL-CS

Environment
Observation Observing Full State
Punishment 100%r with r = 10
World Size 6× 6
Agents / Prey 2 / 2

Shared
γ 0.95
ϵ 1 → 0.05 over

200kT after
200kT delay

DMQL-CS
Hashing strategy Agent-Centred 2-Step

State Information Subsets
Disregarding Identities
Using Selectors

Degradation factor dt 0.8
Soft update factor us 0.005

Figure 4.12: Exploring Hash Problem 2a
(using selectors).

Figure 4.12 shows us the performance of our various selectors. The environment used in this experi-
ment is the same as the one from the previous experiment, allowing us to compare the results for these
2-step context strategies directly.

It can be observed that, as expected, the most specific selector, ’catchable’, was most effective. By lim-
iting DMQL’s maximisation step to only contexts in which relative overgeneralisation can occur, Hash
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Problem 2a was fully prevented. As expected, the ’see both’ selector was also quite effective, yet
performed marginally worse than the ’catchable’ selector, which was caused by Hash Problem 2a, as
Hash Problem 2b could not have occurred in this environment with only two agents.

Unexpectedly, the ’adjacent stag’ selector also performed quite well, on par with the ’see both’ selector
even. We speculate this is due to the fact that the number of contexts in which stags are adjacent to
the agent are quite limited, whilst this adjacency also is a requirement for encountering relative over-
generalisation.

The fact that the number of contexts in which stags are adjacent to the agent are quite limited is the
main factor which differentiates it from the ’see stag’ selector. Whilst having a stag in the context is a
requirement for encountering relative overgeneralisation, this selector does not exclude nearly as many
contexts as the previous one, allowing Hash Problem 2a to once again take place.

Lastly, the ’see agent’ selector was the least informative of the ones selected for this environment. Sim-
ilarly to the previous selector, this selector does not seem to have excluded nearly enough contexts
to prevent Hash Problem 2a from taking place, causing performance to be nearly as bad as when we
used no selector at all.

The results of this experiment show that DMQL agents using contextual hashes can converge to coop-
erative policies consistently when one prevents Hash Problems 2a and 2b.

4.7. Partial Observability
One of the main benefits we stated during the introduction of DMQL was that it should work for par-
tially observable environments. In addition, we would still like to validate whether DMQL works for
even larger environments than considered until now, and with more than one agent pair, which was not
feasible to do in any other experiments due to resource constraints. Hence, we shall experiment with
partially observable environments to both evaluate the performance of DMQL when partial observabil-
ity is introduced, and evaluate whether DMQL can successfully operate on larger and more complex
environments without requiring significantly more time resources.

In order to explore both of these aspects, we shall approximately double the environment size (from
a 6 × 6 world to 8 × 8 and 9 × 9 worlds), double the number of actors in the environment, and restrict
observability to a square of size 7× 7 (which occupies 25.0%− 76.6% and 19.8%− 60.5% of the envi-
ronments respectively). In addition, we shall perform an experiment applying DMQL usage decay, as it
could potentially yield great benefits in partially observable environments such as these, where agents
can actually benefit from taking the information in their histories into account (with full observability,
agents had access to almost all state information, mostly preventing the need).
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Experiment: Partial Observability

Evaluated Algorithms IQL, DMQL-CS

Environment
Observation Observing Full State,

or 7× 7 square (or = 3)
Punishment 100%r with r = 10
World Size x× x with x ∈ {8, 9}
Agents / Prey 4 / 4

Shared
γ 0.95
ϵ 1 → 0.05 over

200kT after
200kT delay

DMQL-CS
Hashing strategy ’Catchable’ only

2-Step
Degradation factor dt 0.8
Soft update factor us 0.005
Usage schedule 1 → 0 over 200kT after

400kT delay when ’decay’,
else 1 throughout.

Figure 4.13: Partial Observability Experiment

Figure 4.14: Partial Observability Usage Decay
Experiment

The first thing Figure 4.13 shows us that DMQL agents are able to develop cooperative policies in en-
vironments which are approximately twice as big as the ones considered up to this experiment, and
which contain double the agents of the previous experiments. These results were achieved within the
same timeframe, and with the same DMQL configurations, as the results of the previous experiment.
This signifies that this version of DMQL scales relatively well.

In addition to this, the methods which prevent Hash Problem 2a seem to be sufficiently successful
at limiting the impact of Hash Problem 2b, which had become a concern as multiple agent pairs are
present in the environments of this experiment.

Most interestingly, DMQL was able to develop cooperative policies in partially observable environments
without any configuration changes. In fact, DMQL was able to perform just as well in environments with
partial observability as it could in environments without it.
When DMQL was run in an environment of size 9 × 9, it was able to find equally good policies as it
could in the same timeframe for environments of size 8× 8, despite the larger environments being 27%
larger. This, in combination with our earlier findings, suggests that we have successfully been able to
remove environment size as the primary limit on which environments we can learn cooperative policies
for.

Lastly, looking at Figure 4.14, we are able to see the impact of introducing usage decay, which de-
creased utilisation of DMQL’s maximisation step from 100% to 0% linearly between time steps 400.000
and 600.000. As expected, we see no significant change between the results for fully-observable en-
vironments. For partially-observable environments, we are able to observe a slight, yet significant,
increase in performance.



5
Discussion & Conclusion

In this work, we introduced DMQL, a methodology which aims to prevent relative overgeneralisation in
Deep Learning processes employing independent learners. Without exploiting similarity, this methodol-
ogy was able to match results expected from Distributed Q-Learning. As expected, however, exploita-
tion of similarity was required to scale well. After defining practical similarity heuristics and deriving
hashing strategies to cluster similar states and, therefore, histories, DMQL scales significantly better.
The development process of these hashing strategies can, however, be plagued by various problems.
Various strategies have been devised which be employed to combat these problems, including selec-
tive utilisation of DMQL’s core maximisation step.

DMQL is able to prevent relative overgeneralisation from inhibiting the development of cooperative poli-
cies in a scalable manner, and is able to function in partially observable environments. Through the use
of hash-action pseudo-maximum target estimation value dictionaries, we were able to cluster similar
states and, therefore, histories together, whilst preventing overestimations from causing divergent be-
haviours. Clustering histories was achieved by incorporating notions of similarity into hash generation
strategies, of which the output formed partial keys to our dictionaries. Divergent behaviours were pre-
vented by using pseudo-maximum values derived frommaximums taken over target network estimates,
instead of taking maximum values from outdated network parameterisations directly.

5.1. Discussion and Future work
In retrospect, Hash Problem 2b, which was introduced in this work and was entirely caused by the
fact that reward causality could often not be included in hashes, could have been entirely prevented
by augmenting the reward function defined in Section 2. Instead of defining this collaborative reward
function such that rewards would be received by all agents irrespective of if they caused the reward to
happen, or if they could observe the cause at all, we could have opted to only assign rewards to the
actors which directly caused it to be granted, i.e. we could have calculated the collective reward as
the sum of individual rewards instead of the approach used in this work. This would have caused our
agents to only ’observe’ the reward if they had been responsible for it, hence preventing lack of clarity
about causality in our dictionary entries.

Interestingly, we believe to have accidentally prevented another common pathology ’miscoordination’
from manifesting when our value degradation strategy is employed:
The pathology known as ’miscoordination’ happens in the special case of two Nash Equilibria having ex-
actly the same value. To exemplify this, one can imagine the Hunter-Prey environment used in this work
requiring the coordinated action of two agents through two different actions, e.g. ’distract’ and ’stab’.
Normally, as both actions should have the same value for two homogeneous agents, one would need
to device a strategy to break the ties in the Nash Equilibrium formed, as our optimistic learners could
otherwise greedily select joint actions such as (’distract’, ’distract’), which are not effective. For DMQL,
the establishment of induced Nash Equilibria with the same exact value like these is prevented auto-
matically: if both actions have different values given some context, agents are exceptionally unlikely to
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’reverse roles’ through random exploration sufficiently often to bring dictionary values for these actions
to equality. If miscoordination occurs due to exploration, the value is degraded in equal proportions for
both agents. Whilst this could lead to both agents ’preferring’ the same action, this is combatted by the
degradation mechanism: if both agents choose the same value, the respective dictionary entries are
degraded due to the lack of a reward. This process can continue until one of the agents performs an
exploratory action, or when the highest values for the two catch actions becomes the other catch ac-
tion after degradation, once again yielding joint action (’distract’, ’stab’). In short, when the degradation
mechanism is used, the situations in which these two actions would have the same dictionary values
would be unstable, and vice versa.

We suggest various directions for future works, and some opportunities to further improve efficiency:

5.1.1. ‘Transfer Learning’
In this work, we construct dictionaries which map hash-action pairs to our pseudo-maximum target
estimate values, the hashes used can be based on agent-centric representations of the state which
can take information within any specified range of the agent. Additionally, we can store dictionaries to
re-use them at a later time. As contexts, and thus the hashes derived from them, do not have to be run-
or even environment configuration-specific, it would be interesting to explore whether or not we can
train DMQL once on one environment, filling the dictionary with realistic targets given some contexts,
and then use the data again in another, possibly much larger environment with the same rules.
As the dictionary should already contain pseudo-maximum target estimate values for one environment
with the same rules, agents would not even need to encounter ’good’ outcomes of situations in which
relative overgeneralisation can occur before they could be granted ameans to introduce optimism. This,
in turn, could help to significantly improve convergence speed. In addition, we expect issues relating to
Q-values being lower on average for the larger environments to be mostly prevented by the dictionary
value degradation strategy. Whether or not these expectations are valid, remains to be explored.

5.1.2. Advantage-based Approaches
As the keen reader might have picked up on, this work exploits a weak notion of similarity which is
described to aim to cluster histories with similar action Q-value ratios together, yet clusters contexts to-
gether which should have similar advantage ratios, not Q-value ratios. Whilst this work shows that it is
certainly possible to achieve collaborative policies this way, the Q-values estimated by our Q-networks
may end up relatively high. As advantages tell us what action would be the best one to take from
where in the environment the agent happens to be at any given moment, they are the deciding factor
in (non-stochastic) decision making, and hence ideally should be the values we work with instead.

5.1.3. Fully Decentralised Learning
We expect DMQL to be able to function as a fully decentralised learning approach if parameter sharing
and shared dictionaries are disabled, and if one designs hash functions based on representations of
the current observation or a subsection of the action-observation history.
Whilst disabling parameter sharing and shared dictionaries would most definitely impact convergence
speed, it should, for some environments, most definitely be possible to develop such a hashing strategy
(in this work, the 2-step contexts consistently contains information which is a subset of the information
contained in the respective observations for the same agents).

5.1.4. Exploiting Symmetries
Whilst we do mention spatial symmetries in this work, as a way to adhere to our strict notion of similarity
whilst still reducing the number of hashes to consider, we do not exploit these symmetries when we
are working with our weak notion of similarity, due to the added layer of complexity. Utilising these
symmetries would, however, still provide similar benefits when employing the weak notion of similarity.
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5.1.5. Retroactive Selection Procedures
Whilst we use ’selectors’, or ’selection functions’, in this work, these could be completely omitted in a
practical manner by retroactively selecting contexts which have yielded coordinated joint actions and
adding them to a ’whitelist’, as opposed to ’blacklisting’ all contexts which do not meet some require-
ments determined beforehand. This way, the equivalent of a ’catchable’ selector could be implemented
without requiring anywhere near as much knowledge about the environment.
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A
Plotting Methodology

In order to be able to plot results for various runs of the same algorithm as one line despite the dat-
apoints of these runs not lining up with each other on the x-axis, we apply histogram smoothing to
each seed with bins containing equal sections of the integer number line between 0 and the maximum
number of time steps we train the algorithm for. For each seed, we determine a mean for each bin.
Subsequently, we use these means per seed to calculate a mean and standard deviation between
seeds.

In order to provide a clear representation of the results, the means for differing configurations are
depicted as solid lines of various colours, with shaded areas with the same color (but different opacity)
representing the standard deviation between seeds. IQL runs are consistently depicted with the color
black. Zero is represented by a dotted line, and if applicable the theoretical maximum value attainable
by the algorithm is depicted using a dashed line. The range of values depicted is chosen to be the
entirety x-axis occupied by results, whereas the range of the y-axis is limited to ranges between −105%
and 105% of the maximum attainable value if applicable.
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B
Hunter-Prey Environment Rules

The environment is initialised with all actors at random positions in a grid world, none of them overlap-
ping.

At any time step t, the environment shall provide agents with their respective observations and avail-
able actions, after which each agent will provide the environment with the action they chose from the
set of provided available actions. The ’Idle’ action is always available to agents, movement options are
only available if they would not move the agent into a wall, and if an agent has not been removed from
the grid. Catch actions are available if a prey is adjacent. Prey follow the same rules for action avail-
ability as agents/hunters, but alwaysmove randomly and do never have catch actions available to them.

After actions have been provided to the environment, hunters’ actions are processed first. Attempted
catch actions are the first to be processed. For each prey in the environment, in random order, we
check if adjacent hunters are performing a catch action. If only only one hunter is performing a catch
action, a collective punishment is issued. If multiple hunters perform a catch action, a collective reward
is issued, and all catching hunters and the prey are removed from the grid. If no prey or no hunters
remain, the game ends.

Agent movement actions are processed after catch actions. The order in which agents are allowed
to move is random. If the location to which an agent is attempting to move is already occupied, the
movement action is aborted. Agent movements yield neither punishments nor rewards.

After agent actions have been processed, all prey move randomly, in random order, with the same
restrictions on movement actions being completed.

An interesting consequence of the rule that catch actions are considered from the perspective of prey,
and in a random order, is that the outcome of the same joint (’catch’, ’catch’) action can be different, if
at least one of the hunters has an additional prey adjacent to it.
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C
Exploratory Experiment

Figure C.1: Exploratory experiment comparing stateless tabular cases of the Hunter-Prey environment for a strategy without
optimism, one with a discardment-based strategy, and one with a replacement-based strategy.

In Figure C.1, runs for various strategies are depicted. In this experiment, there is no state, the agents
are repeatedly asked to perform one of the actions of the Hunter-Prey environment. For this experi-
ment, we used simple tabular Q-learning and the following parameters:

Punishment 10
Reward 10

time steps 2500
ϵstart 1
ϵend 0.01

ϵ-decay time steps 2000
Learning rate 0.05

runs 1000

Table C.1: Exploratory experiment configuration

Here one can see that the usage of optimism enables the agents to learn that collaborating is good, and
results in the optimal policy. Apart from a slight increase in convergence speed, there is no significant
difference between the outcomes for both optimistic strategies.
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