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ABSTRACT
Multimodal arterial signal coordination for buses and passenger vehicles
can improve arterial travel smoothness and efficiency. However, uncer-
tainty in bus operations requires signal priority at intersections, which
impacts coordination and increases stop times for other traffic types. There-
fore, this study proposes a stochastic priority-integrated signal coordina-
tion (SPIC) method. It includes an offline stochastic programme to deter-
mine the arterial signal coordination, i.e. cycle length and offsets, consid-
ering the stochastic signal priority, and an online mixed-integer nonlinear
programme to determine the signal priority together with the bus arrival
and departure times at and from stops and intersections in a connected
vehicle environment. A scenario-based heuristic algorithm is proposed to
solve the SPIC efficiently. Numerical studies have validated that SPIC can
improve the efficiency of buses and passenger vehicles. Sensitivity analy-
ses show that the SPIC effectively reduces delays with fluctuations in the
bus travel time, dwell time, and passenger vehicle demands.
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1. Introduction

Arterial signal coordination is a cost-effective solution widely implemented in urban areas to allow
the continuous movement of vehicles, thereby reducing stop times and delays. In densely populated
areas, where public transport is a major concern, it is crucial to implement arterial signal coordina-
tion for transit and passenger vehicles to ensure efficient and reliable transit services (He, Head, and
Ding 2014; Ma et al. 2019). However, uncertainty in bus operation can result in a bus missing con-
secutive green lights, rendering signal coordination ineffective. To address this problem, real-time
signal priority based on existing signal coordination has been proposed to guarantee bus progres-
sion in the arteries (Das, Vasant Altekar, and Head 2023). However, uncertain signal priority can affect
the optimality of the existing coordination plan, increasing the stop times and delays for other traffic.
Moreover, only a few studies have considered the influenceof bus signal priority onarterial signal coor-
dination. Therefore, this study focuses on developing an arterial signal coordination control method
that considers the impact of uncertain signal priority.

Traditional signal coordination control can be classified into two categories. The first category aims
to maximise the bandwidth along the artery (Cho, Huang, and Huang 2019; Gartner et al. 1990). This
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approach provides progression bands along an artery for vehicles to pass through consecutive inter-
sections without stopping. However, it is less effective when high-volume traffic enters an artery or
busy streets because these flows are not considered. The second category aims to optimise traffic-
related indicators such as delay (Zhou, Hawkins, and Zhang 2017), capacity (Su et al. 2023), and travel
time (Van De Weg et al. 2019), providing a more comprehensive representation of the overall traffic
performance by considering all flows in the system.

With the increasing importance of transit vehicles, multimodal signal coordination control has
gained considerable attention. Therefore, bandwidth-oriented methods that considered multiple
modes, including buses and passenger vehicles, were proposed (Florek 2020; Ma et al. 2019). How-
ever, buses often have sparse and uncertain arrival times, making it difficult for them to remain within
the provided progression band. Other studies proposed optimisation methods that minimised pas-
senger delays (Chen, Cheng, and Chang 2021), passenger travel time (Estrada et al. 2016), and transit
reliability levels (Chowet al. 2021). However, thesedeterministicmethodsdidnot account for real-time
bus operations, such as uncertain travel times, resulting in unrealistic models and poor signal control
in the real world.

Studies have been conducted on arterial signal control, considering uncertainties in bus opera-
tions. Arterial coordinated signal priority methods were developed with regard to the bus dwell time,
travel time, and downstream progression (Liang et al. 2023; Truong et al. 2019). However, these stud-
ies focused on bus efficiency and neglected passenger vehicle efficiency. Traffic demand uncertainty
was also frequently considered by building multistage stochastic programmes for coordinated signal
controlminimising systemdelays (Li et al. 2022; Li, Huang, and Lo 2018) ormaximising throughput (Su
et al. 2023). However, they primarily focused on avoiding overflow of passenger vehicles. Moreover,
adaptive signal controlmethods for arteries were proposed to address uncertain bus operations using
adaptive signal coordination and coordinated signal priority. Adaptive signal coordination adjusted
the offsets according to real-time traffic states (Li, Huang, and Lo 2018; Xiang and Chen 2016). How-
ever, frequently adjusting the offsetsmay disrupt vehicle platoons on the artery. The practical benefits
of adaptively and dynamically changing the signal coordination plans should be carefully evaluated.
Coordinated signal priority methods were developed for region-wide intersections by considering
coordination as a form of priority (Das, Vasant Altekar, and Head 2023), considering bus operating
benefits at downstream intersections (Li et al. 2021; Ma et al. 2013), or restricting priority conditions
according to the existing signal coordination by imposing strict progression-breaking prevention
constraints (Beak, Head, and Feng 2017; Liang, Xiao, and Flötteröd 2021) or relaxed progression-
breaking penalties (He, Head, and Ding 2014). However, the effectiveness of these signal priority
methods is restricted by existing signal coordination plans. The signal coordination in these studies
was typically predetermined and did not consider the impacts of uncertain bus signal priority at inter-
sections. In real-world applications, adaptive signal prioritymaybreak the existing signal coordination,
thereby increasing travel delays for other traffic on arteries and side streets, thus making it neces-
sary to develop a multimodal signal coordination method that considers stochasticity in the signal
priority.

Fortunately, connected vehicle (CV) technologiesmake it easier to implement arterial signal coordi-
nation with stochastic signal priority at intersections. In a CV environment, historical bus operational
data can be collected and analysed to understand the bus travel characteristics. Despite the avail-
ability of real-time bus operational data, the signal coordination plan is more suitable for remaining
unchanged for aperiodduringwhich thebusoperational parameters tend tobe stochastic. The impact
of this stochasticity on bus operation affects the signal coordination performance, thusmaking it nec-
essary to include the effects of the stochastic bus operation when optimising the signal coordination
plan. Moreover, real-time information on buses, such as speed and location, can be obtained using
signal controllers, allowing improved signal priority efficiency (Yang,Menendez, andGuler 2019; Zeng
et al. 2021). Auxiliary control methods such as speed advisory and adaptive signal control at intersec-
tions can reduce the impact of buses on signal coordination in CV environments (Hu et al. 2021; Wu
et al. 2018).
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System performance measures are crucial for developing signal coordination control methods.
Delays are commonly used as indicators of system efficiency; however, there are limited vehicle delay
estimationmethods under coordinated signal control. These can be classified into the shockwave the-
ory and residual queue effect-based approaches. By combining the shockwave theory and Bayesian
networks, vehicle delay prediction methods for two adjacent intersections with coordination were
developed with known vehicle arrival rates (Mohajerpoor, Saberi, and Ramezani 2017; Wang, Huang,
and Lo 2020). However, they did not consider the delays caused by other traffic joining the artery
from side streets. Another delay predictionmethod that incorporates the effects of the residual queue
at downstream intersections, offsets, and stochastic traffic arrivals was proposed (Li, Huang, and Lo
2018). Similarly, a coordinated adaptive control focusing on reducing overflow based on residual
queueeffectswasdeveloped (Ma,An, andLo2016).However, thesemethodshavehighcomputational
complexity and do not consider acceleration/deceleration delays, which reflect travel smoothness.
Therefore, a delay estimation method suitable for arterial signal coordination control with stochastic
bus operations and fluctuating traffic arrival profiles needs to be proposed.

Notwithstanding the abundant studies, ignoring bus operation stochasticity leads to unrealis-
tic models and poor signal control, thus making it necessary to evaluate multimodal arterial signal
coordination control considering the stochastic signal priority. A stochastic programme (SP) and a
mixed-integer nonlinear programme (MINLP) are formulated to cooperatively determine the opti-
mal cycle length, offsets, and signal priority strategies at intersections. The objective function aims
to minimise the weighted bus and passenger vehicle delays. Signal priority control, bus trajectories,
and passenger vehicle delays were explicitly modelled. A novel passenger vehicle delay estimation
method that considers arterial signal coordination is proposed. The bus travel time, dwell time at the
stops, and arrival time at the artery are stochastic parameters. This study aims to develop a stochastic
priority-integrated coordination (SPIC)method for arterial signal control with the following features.

(1) Offline signal coordination: We design a signal coordination method that considers the influence
of future signal priority control.

(2) Online signal priority: We provide a coordinated signal priority control method with a signal
coordination background.

(3) Stochasticity consideration: We consider the stochastic signal priority because of the uncertainty
in the bus travel time, dwell time, and arrival time at the artery.

(4) Connected bus guidance: We plan the bus arrival/departure times at bus stops and intersections
as guidance in a CV environment.

The remainder of this paper is organised as follows. Section 2 describes this problem. Section 3
introduces the SPIC control method together with the signal priority control method. Section 4
describes the proposed solution algorithm. Section 5 discusses the numerical studies, analyses the
results and tests the sensitivity of the proposed methods. Finally, Section 6 concludes the study.

2. Problem description

The left side of Figure 1 shows an artery with buses and passenger vehicles equipped with dedicated
bus lanes. Bus stops are built where buses must stop to serve passengers. For example, the proposed
method uses an artery with leftmost dedicated bus lanes. The model can also be applied to the case
of the rightmost dedicated bus lanes by imposing modified phase-conflicting restrictions. The buses
are connected in a CV environment equipped with roadside units for real-time communication; thus,
real-time bus location, speed, and historical operational information are available as data inputs to the
SPIC embedded in the roadside/central signal controller, while real-time control policies can be sent
to the buses, as shown on the right side of Figure 1. The bus dwell time and travel time are considered
stochastic parameters. The arrival profiles of passenger vehicles and their segment travel times are
known. Arterial buses are prioritised. Real-time signal priority is enabled by green extension and green
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Figure 1. Artery with connected buses and passenger vehicles under CV environment.

advance. An existing signal control plan exists for each intersection, and the phase sequences remain
the same as the existing sequences; overlapping of the non-conflicting phases is allowed. Buses and
passenger vehicles with the same traffic movement share the same phase.

The task is to minimise the total delays by adjusting the uniform cycle length along the artery
and the offset of each intersection considering the stochasticity of the signal priority strategies
at intersections due to the stochastic bus dwell and travel times, and to design signal priority
strategies at intersections to cater to time-varying bus operations. Using historical data (includ-
ing passenger vehicle arrival profiles at intersections, bus travel time, dwell time, and bus arterial
arrival times), existing road designs, and signal control plans, this study focuses on optimising the
cycle length and offsets offline, considering the impacts of the future stochastic signal priority, and
optimising the signal priority plans at intersections online, together with the bus arrival/departure
times at stops and intersections with real-time bus operational information. The bus operational
information is updated in real time and used to calculate the optimal signal priority plans and
bus arrival/departure times at the stops and intersections. There can be several signal coordina-
tion plans for different periods of the day. The following assumptions are made to analyse the
problem:

(1) The distributions of the stochastic bus dwell time and travel time over a period can be obtained
fromhistorical bus operational data (Johar, Jain, and Garg 2016). The real-time bus dwell time and
bus travel time in a dedicated bus lane can be predicted accurately using the real-time bus arrival
times (Bian et al. 2015; Ma et al. 2019).
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(2) Each bus can plan its trajectory to reach an intersection or stop at the optimal arrival time when it
is on the nearest upstream segment of the intersection.

(3) Dedicated bus lanes for buses are provided. Turning buses have to use lanes shared by passenger
vehicles.

3. Model formulation

This section develops an SP to optimise the cycle length and offsets and an MINLP to optimise the
green splits of intersections and bus arrival/departure times. The goal is to minimise the total delay
over a predefined horizon T for multiple signal control cycles. While the model formulation for one
cycle is provided, it applies to all cycles. Uncertainties in the bus travel time, dwell time, and arte-
rial arrival time are addressed using sample-average approximation (SAA). The objective function
J(x) = E[J(x, ξ)], where x denotes the decision variable and ξ is a stochastic element with a known
distribution that does not depend on x. SAA uses fixed samples ξ1, ξ2, . . . , ξn that follow the same and
known distribution as ξ to appropriate J(x) to ensure that deterministic optimisation algorithms can
be applied to solve the problemmin

x∈D
Jn(x), where D denotes the feasible domains of x. This study uses

a sample index s ∈ S, with fixed samples randomly drawn for the bus travel time, dwell time, and arrival
time. The sampling distributions of the stochastic parameters should be validated using the historical
bus operational data of the artery. Table 1 lists the notations used in this study.

3.1. Constraints

Constraints dealing with signal control (including signal coordination variable domains and signal
priority control rules), bus trajectories, and passenger vehicle delays are established in this section.

3.1.1. Signal coordination variable domains
The uniform cycle length C for the intersections of the arteries is bounded by the minimal and maxi-
mal lengths (Eq. (1)). The synchronisation of the signal timing along the artery in the two directions is
guaranteed by the relative offsetOi of each intersection, which is the time that the signal control cycle
of intersection i starts later than that of intersection 1. The relative offsets are bounded between zero
and one represented by the fraction of the cycle (Eq. (2)). In all samples, the cycle length and offsets

Table 1. Notations.

Notations Variable description unit

Sets and parameters
� Set of intersections on the artery,� = {1, 2, . . . , I}. /
Pi Set of phases at intersection i, Pi = {1, . . . , 8}, i ∈ �. /
Pci /P

d
i Set of phases for the artery/the side street approaches at intersection i. /

Pui (P
l
i) Set of phases of the outbound (inbound) ring at intersection i. /

S = {s} Set of samples. Each sample has given values of bus travel time, dwell times at stop, and arrival
time at the artery.

/

YsȲs Set of outbound (inbound) buses in sample s, s ∈ S. /
abs,y(ā

b
s,y) Outbound (inbound) arrival time at the artery of bus y in sample s, y ∈ Ys(ȲS) second

d̃a Passenger vehicle deceleration/acceleration delay caused by stop. second
ei Sum of yellow time and all red time for each phase at intersection i. second
G̃ri,p/G̃

e
i,p Original start/end point of phase p at intersection i, p ∈ Pi . fraction of cycle

gi,p Original phase duration of phase p at intersection i, including green time, yellow time, and all
red time.

fraction of cycle

ǧi,p Minimal phase duration of phase p at intersection i. second
ĝxi Maximal outbound green extension duration at intersection i. second
ĝvi Maximal outbound green advance duration at intersection i. second
h̃rs,i/h̃

e
s,i Cycle starting time of the next cycle/cycle end time of the previous cycle at intersection i. fraction of cycle

(continued).
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Table 1. Continued.

Notations Variable description unit

q̃ai,m(t) Number of arrival passenger vehicles of movement m at intersection i at time step t,
t ∈ Z ∩ {x|x < T}, m ∈ {1, . . . , 12}, representing movements of a left turn (LT), going
through (GT), and a right turn (RT) from the west approach, LT, GT, and RT from the south
approach, LT, GT, and RT from the east approach, and LT, GT, and RT from the north approach,
respectively.

pcu/ second

qui,p Saturated departure rate of phase p at intersection i. pcu/ second
tai (t̄

a
i ) Travel time of outbound (inbound) passenger vehicles between intersection i and intersection

i + 1, i ∈ �, i �= I.
second

tbs,i,y(t̄
b
s,i,ȳ) Travel time (excluding stop dwell time) of outbound (inbound) bus y along the upstream road

segment towards intersection i in sample s.
second

tsafe Safe headway between a pair of buses. second
ubs,i,y(ū

b
s,i,ȳ) Dwell time of outbound (inbound) bus y at the bus stop along the downstream segment of

intersection i in sample s.
second

γi,p,m 1, if phase p in intersection i allows movementm to pass, wherem ∈ {1, . . . , 12}; 0, otherwise. /

Decision variables
C Uniform cycle length. second
Oi Difference between the start time of the first phase of intersection i and that of intersection 1,

namely the relative offsets, i ∈ �.
fraction of cycle

gs,i,p Duration of phase p at intersection i in sample s, s ∈ S, i ∈ �, p ∈ Pi . fraction of cycle

Auxiliary variables
D
a
s /D

b
s Total delay of passenger vehicles/buses in sample s. pcu· second

Das,i,p Delay of passenger vehicles of phase p at intersection i in sample s. pcu/ second
dbs,i,y(d̄

b
s,i,y) Stopping duration at intersection i of outbound (inbound) bus y in sample s. fraction of cycle

Grs,i Ḡ
r
s,i/G

e
s,i(Ḡ

e
s,i) Start/End point of the priority period in the outbound (inbound) direction at intersection i in

sample s.
fraction of cycle

hrs,i(h̄
r
s,i)/ h

e
s,i(h̄

e
s,i) Cycle start/end point in the outbound (inbound) direction at intersection i in sample s. fraction of cycle

ls,i,p(t) Passenger vehicle queue length (the number of vehicles) of phase p at time step t at intersection i
in sample s.

pcu

Nss,i,p(t) Number of passenger vehicles that stop at intersection i during phase p at time step t in sample s. pcu
qas,i,p(t) Number of arrival passenger vehicles of phase p at time step t at intersection i in sample s. pcu/ second
qds,i,p(t) Number of departure passenger vehicles of phase p at time step t at intersection i in sample s. pcu/ second
wb
s,i,y(w̄

b
s,i,y) Difference between the departure time of outbound (inbound) bus y in sample s and the start

time of phase 1 at intersection i.
fraction of cycle

α1
s,i(ᾱ

1
s,i) 0, if signal priority is adopted in the outbound (inbound) direction at intersection i in sample s; 1,

otherwise.
/

α2
s,i(ᾱ

2
s,i) Binary variables related to signal priority type in the outbound (inbound) direction at intersection

i in sample s.
/

βs,i,y(β̄s,i,y) 1, if bus y leaves intersection i in sample s during the original green time; 0, if bus y leaves
intersection i in sample s in the outbound (inbound) direction during the signal priority period.

/

δbs,i,y(δ̄
b
s,i,y) 1, if Grs,i and G

e
s,i are non-positive (when green advance is conducted); 0, otherwise. /

ηbs,i,y(η̄
b
s,i,y) Number of cycles that outbound (inbound) bus y takes to reach intersection i from its upstream

intersection in sample s.
/

	s,i,y1,y2 1, if bus y2 leaves intersection i earlier than bus y1 in sample s; 0, otherwise. /
ω1
s,i,p(t) 1, if there are queues of passenger vehicles of phase p at time step t at intersection i in sample s; 0,

otherwise.
/

ω2
s,i,p(t) 1, if the discharging rate for passenger vehicles of phase p is zero at time step t at intersection i in

sample s; 0, if the discharging rate is saturated.
/

remain unchanged.

Č ≤ C ≤ Ĉ (1)

0 ≤ Oi < 1,∀i ∈ � (2)

where Č and Ĉ denote the minimal andmaximal cycle lengths; and� denotes the set of intersections
along the artery.

Figure 2 shows the standardNEMA ringbarrier structure used in this study. Theblue arrow indicates
the reference time for theoffsets. The structure includes twobarrier groups, separatingeast–west from
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Figure 2. NEMA ring barrier structure.

north–southmovements, starting and ending simultaneously in both rings. Each phase follows a pre-
defined sequence, which remains unchanged in this study, indexed from one to eight. The prioritised
phases located in barrier group 1 are phases 1 and 5, phases 1 and 6, phase 2 and 5, or phases 2 and
6. Figure 2 illustrates the signal plans before and after the green extension in Phase 1. With the green
extension, the phase durations are adjusted to minimise the total delay. Phase 5 is extended to pre-
vent overlap, with the durations of the other phases reduced. The optimisation yields an overlap of
Phases 7 and 4.

3.1.2. Signal priority control rules
(1) Signal priority rules

At any intersection along the artery, two types of signal priority methods, green extension, and
green advance, can be adopted according to the bus arrivals. However, these processes cannot be
conducted simultaneously at an intersection. Two auxiliary binary variables α1

s,i and α2
s,i are introduced

to represent the three signal priority control situations for modelling and the meaning of their values
are shown in Figure 3. Notably, the inbound variables with an overbar (ᾱ1

s,i and ᾱ2
s,i) have a similar

meaning as those (α1
s,i and α2

s,i) of the outbound direction. The signal priority plans differ from each
other in different samples, indexed by s ∈ S.

In the following section,we use the outbounddirection constraints as an example. The correspond-
ing constraints for the inbound direction can be obtained by simply replacing the related variables
such as replacing α1

s,i by ᾱ1
s,i, etc. In each signal priority situation, the priority green time denotes the

extra green time given to buses compared with the original signal timing. The original signal timing

Figure 3. Signal priority situations.
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refers to the existing signal control plan used in the real world. The fractions of the cycle Gr
s,i and Ge

s,i
denote the start and end of the priority green period, respectively, as shown in Figure 3. Gr

s,i and Ge
s,i

are constrained according to the priority rules of the three situations. If no signal priority control is
conducted (α1

s,i = 1), then Eqs. (3)–(4) hold. This indicatesGr
s,i = Ge

s,i = G̃r
i,pai

, whichmeans zero priority

time:

− (1 − α1
s,i)M + G̃r

i,pai
≤ Gr

s,i ≤ G̃r
i,pai

+ (1 − α1
s,i)M,∀i ∈ �;∀s ∈ S (3)

− (1 − α1
s,i)M + G̃r

i,pai
≤ Ge

s,i ≤ G̃r
i,pai

+ (1 − α1
s,i)M,∀i ∈ �;∀s ∈ S (4)

where M is a sufficiently large number; and G̃r
i,p denotes the fraction of cycle representing the original

starting point of phase p. The same constraints are established for the inbound direction.
Remark: The design of the extra priority green period (rather than adjusting the durations of the

existing phases) enables the model to include phase insertion for future extensions.
In the green extension situation (α1

s,i = 0, α2
s,i = 0), Gr

s,i should be the end of the original green time

(Eq. (5)). It should be noted that G̃e
i,pai

denotes the original endpoint of phase pai including the yellow

time and all red times ei, but the green extension should be conducted exactly at the end of the green
time. Therefore, the start of the green extension Gr

s,i should be the end of the prioritised phase minus

the yellow time and all red times, G̃e
i,pai

− ei/C. In addition, Ge
s,i should be bounded by the minimal and

maximal green extension times summed up with Gr
s,i (Eq.(6)). Similarly, in the green advance situa-

tion (α1
s,i = 0 and α2

s,i = 1), Ge
s,i should be the start of the prioritised phase (Eq. (7)), and Gr

s,i should be
bounded by the minimum and maximum green advance times (Eq. (8)).

− α1
s,iM − α2

s,iM + G̃e
i,pai

− ei
C

≤ Gr
s,i ≤ G̃e

i,pai
− ei

C
+ α1

s,iM + α2
s,iM, ∀i ∈ �; ∀s ∈ S (5)

− α1
s,iM − α2

s,iM + Gr
s,i ≤ Ge

s,i ≤ Gr
s,i + ĝxi /C + α1

s,iM + α2
s,iM, ∀i ∈ �; ∀s ∈ S (6)

− α1
s,iM − (1 − α2

s,i)M + G̃r
i,pai

≤ Ge
s,i ≤ G̃r

i,pai
+ α1

s,iM + (1 − α2
s,i)M,∀i ∈ �;∀s ∈ S (7)

− α1
s,iM − (1 − α2

s,i)M + Ge
s,i −

ĝvi
C

≤ Gr
s,i ≤ Ge

s,i + α1
s,iM + (1 − α2

s,i)M, ∀i ∈ �; ∀s ∈ S (8)

where ei denotes the sumof the yellow time and all red time for eachphase at intersection i in seconds;
ĝxi denotes themaximal green extension times; ĝvi denotes themaximal green advance times; and G̃e

i,pai
denotes the fraction of the cycle representing the original endpoint of phase p.

As the prioritised phase is Phases 1 or 5, the cycle starts earlier if the green advance priority is con-
ducted. Thus, to consider the effects on and of the previous cycle, variables denoting the relative
cycle start times, hrs,i, are introduced. It is zero if the cycle start time does not change and negative
if the cycle starts earlier. Its absolute value denotes the change in the cycle start time. Therefore,
hrs,i = −(Ge

s,i − Gr
s,i) if the green advancepriority is conducted (α

1
s,i = 0 andα2

s,i = 1), as shown in Eq. (9).
Otherwise, hrs,i = 0, as expressed in Eqs. (10)–(11).

− α1
s,iM − (1 − α2

s,i)M − (Ge
s,i − Gr

s,i) ≤ hrs,i ≤
− (Ge

s,i − Gr
s,i) + α1

s,iM + (1 − α2
s,i)M, ∀i ∈ �; ∀s ∈ S (9)

− (1 − α1
s,i)M ≤ hrs,i ≤ (1 − α1

s,i)M, ∀i ∈ �; ∀s ∈ S (10)

− α2
s,iM ≤ hrs,i ≤ α2

s,iM, ∀i ∈ �; ∀s ∈ S (11)
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(2) Phase splits

The splits of each phasemay change accordingly with the signal priority; however, they are subject

to barrier constraints and physical restrictions. If no signal priority is conducted (α1
s,i = 1),

=
g
s,i,p

= gi,p,

which means the phase time equals the corresponding original phase time, as shown in Eq. (12). The
minimal green time restriction is given by Eq. (13). Changes in the phase durations due to the sig-
nal priority must be within the allowable proportion (Eq. (14)). The phases in different barrier groups
cannot overlap (Eq. (15)). The phase overlap in the north–south movement barrier group is restricted
(Eq. (16)) because the through-going and left-turn movements must be separated because of the
leftmost through-going dedicated bus lanes.

−(1 − α1
s,i)M + gi,p ≤ gs,i,p ≤ gi,p + (1 − α1

s,i)M, p ∈ Pui ;∀i ∈ �;∀s ∈ S (12)

gs,i,p ≥ ǧi,p/C, p ∈ Pui ;∀i ∈ �; ∀s ∈ S (13)

−ϕ ≤ gs,i,p − gi,p
gi,p

≤ ϕ, p ∈ Pui ;∀i ∈ �;∀s ∈ S (14)

2∑
p=1

gs,i,p =
6∑

p=5

gs,i,p,∀i ∈ �; ∀s ∈ S (15)

gs,i,1 = gs,i,5,∀i ∈ �; ∀s ∈ S (16)

where gi,p and gs,i,p denote the original and the optimal phase splits of phase p at intersection i, includ-
ing the green time, yellow time, and all red time; ǧi,p denotes the minimal phase length of phase p; ϕ
denotes themaximal proportion that the phase duration can be shifted because of the signal priority.
The minimal green time ǧi,p is determined by the minimum pedestrian crossing time, which is related
to the crossing distance and the pedestrian walking speed.

Optimal green splits should be adjusted according to the signal priority control. When the green
extension or green advance is conducted (α1

s,i = 0), the split of the prioritised phase gs,i,p is its original
splits gi,p in addition to the priority period Ge

s,i − Gr
s,i (Eq. (17)). Other green split durations should be

consistentwith the start timeof the priority timeGr
s,i. When the green extension is applied (α1

s,i = 0 and

α2
s,i = 0), gs,i,1 − ei/C = Ge

s,i, which indicates that the priority phase green time ends at the end time of
the extra priority period (Eq. (18)).

−α1
s,iM + gi,p + Ge

s,i − Gr
s,i ≤ gs,i,p ≤ gi,p + Ge

s,i − Gr
s,i + α1

s,iM, p = 1, 5; ∀i ∈ �; ∀s ∈ S (17)

−α1
s,iM − α2

s,iM + Ge
s,i ≤ gs,i,1 − ei/C ≤ Ge

s,i + α1
s,iM + α2

s,iM,∀i ∈ �; ∀s ∈ S (18)

The cycle length may change because of the green advance priority. Consequently, the sum of the
phase durations should consider the cycle start time hrs,i and cycle end time hes,i, as shown in Eq. (19).

In addition, the cycle end time hes,i and start time of the next cycle h̃rs,i should be consistent, as shown
in Eq. (20).

p′+3∑
p=p′

gs,i,p = 1 − hrs,i + hes,i, p
′ = 1; ∀i ∈ �; ∀s ∈ S (19)
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hes,i = h̃rs,i (20)

where h̃rs,i is an input parameter denoting the start time of the next cycle. h̃rs,i = 0 if the cycle start time

does not change; and h̃rs,i is negative if the cycle starts earlier. Notably, when the optimisation horizon

is of several cycles, h̃rs,i is the variable linking successive cycles.
Remark: Eqs. (17)–(20) are constructed when the prioritised phases are Phases 1 or 5. In other cases

where the prioritised phases are Phases 2 or 6, these constraints can be easily adjusted by changing
the start and end times of the prioritised phase and removing the cycle start time adjustment.

The signal priority can only be accommodated for passing buses. A binary variable βs,i,y is intro-
duced. βs,i,y = 1 if bus y leaves intersection i during the original green time in sample s; otherwise,
βs,i,y = 0. If signal priority is conducted (α1

s,i = 0), at least one bus should pass through the intersection
during the priority time (βs,i,y = 0), as shown in Eq. (21).

α1
s,iM +

∑
y∈Y

(1 − βs,i,y) ≥ 1, ∀i ∈ �; ∀s ∈ S (21)

3.1.3. Bus trajectories
(1) Arrivals at downstream intersections

As shown in Figure 4, the time at which the bus crosses the stop line of intersection i + 1 equals
the time at which it crosses its upstream intersection i plus the travel time on the road segment tbs,i,y ,

the dwell time at the stop ubs,i,y , and the waiting time at intersection i + 1, dbs,i+1,y , (Eqs. (22)−(23)).
Relative offsetsOi andOi+1 should also be added for time synchronisation. It should be noted that the
bus-turning directions do not affect Eqs. (22)–(23) but affect the original start and end points of the
prioritised G̃r

i,pai
and G̃e

i,pai
. Moreover, the stop-line crossing time of the first intersection on the artery

in both directions should be the bus arrival time summed up with the waiting time, as expressed in

Figure 4. Bus trajectories between adjacent intersections.



TRANSPORTMETRICA B: TRANSPORT DYNAMICS 11

Eq. (24).

0 ≤ wb
s,i,y < 1, ∀i ∈ �; ∀s ∈ S;∀y ∈ Ys (22)

Oi + wb
s,i,y + tbs,i,y/C + ubs,i,y/C + dbs,i+1,y = Oi+1 + wb

s,i+1,y + ηbs,i+1,y , ∀i ∈ �, i �= I; ∀s ∈ S;∀y ∈ Ys (23)

abs,y/C + dbs,1,y = wb
s,1,y + ηbs,1,y , ∀s ∈ S;∀y ∈ Ys (24)

where wb
s,i,y denotes the difference between the departure time of bus y and the start time of the

traffic cycle that the bus crosses the stop line of intersection i in sample s, with a unit of fractions of the
cycle; tbs,i,y and ubs,i,y denote the travel time and dwell time of bus y of the upstream segment towards

intersection i in seconds; abs,y denotes the arrival time at the first intersection of the artery of bus y in

sample s; dbs,i,y denotes the stopping duration at intersection i in sample s in the form of fractions of the

cycle; ηbs,1,y is an integer variable, denoting the number of cycles that bus y takes to reach intersection
i from its upstream intersection in sample s; Ys denotes the set of the outbound buses on the artery.
The model follows the first-come-first-serve and first-finish-first-leave rules at the bus stops.

(2) Departures from intersections

Bus y crossing the stop line of intersection i in sample s, which is denoted by wb
s,i,y , can occur dur-

ing the original green time or priority time. Eqs. (25)–(28) describe the bus passing situations. For the
no signal priority case (α1

s,i = 1), Eq. (25) applies, limiting the bus passage to the original green time.
Constraints without equal signsmake the feasible domain of the problem an open set that potentially
lacks an optimal solution. Therefore, a small ε is used to transform < to the ≤ sign. When signal pri-
ority is conducted (α1

s,i = 0) and βs,i,y = 0, bus y passes intersection i during the extra priority period,

which means Gr
s,i + δbs,i,y ≤ wb

s,i,y < Ge
s,i + δbs,i,y as shown in Eq. (26). δbs,i,y is a binary variable for model

feasibility. It is one when Gr
s,i and Ge

s,i are non-positive (when a green advance is conducted); other-
wise, it is zero. Eq. (27) describes the situation when the green extension is in effect (α1

s,i = α2
s,i = 0)

when βs,i,y = 1. In this situation, bus y passes intersection i during the original green time (between
the original green start time G̃r

i,pai
and green extension start time Gr

s,i). Similarly, in Eq. (28), when green

advance occurs (α1
s,i = 0 and α2

s,i = 1) and βs,i,y = 1, the bus departure time wb
s,i,y falls within the orig-

inal green time (between the green advance end time Ge
s,i and original green end time G̃e

i,pai
). Buses

must leave the intersection with a headway greater than the safe headway tsafe. Hence, the headway
between buses y1 and y2,wb

s,i,y1
− wb

s,i,y2
, must either be larger than tsafe (	s,i,y1,y2 = 1, Eq. (29)), or less

than−tsafe (	s,i,y1,y2 = 0, Eq. (30)). Themodel adheres to the first-come-first-serve rule at intersections,
guaranteeing a safe headway between any pair of buses and thus preventing hindrances or collisions.

− (1 − α1
s,i)M + G̃r

i,pai
≤ wb

s,i,y ≤ G̃e
i,pai

− ε + (1 − α1
s,i)M,∀i ∈ �; ∀s ∈ S; ∀y ∈ Ys (25)

− βs,i,yM − α1
s,iM + Gr

s,i + δbs,i,y ≤ wb
s,i,y ≤ Ge

s,i − ε + δbs,i,y + βs,i,yM + α1
s,iM, ∀i ∈ �; ∀s ∈ S;∀y ∈ Ys

(26)

− (1 − βs,i,y)M − α1
s,iM − α2

s,iM + G̃r
i,pai

≤ wb
s,i,y

≤ Gr
s,i − ε + (1 − βs,i,y)M + α1

s,iM + α2
s,iM, ∀i ∈ �;∀s ∈ S;∀y ∈ Ys (27)

− (1 − βs,i,y)M − α1
s,iM − (1 − α2

s,i)M + Ge
s,i ≤ wb

s,i,y

≤ G̃e
i,pai

− ε + (1 − βs,i,y)M + α1
s,iM + (1 − α2

s,i)M,∀i ∈ �;∀s ∈ S; ∀y ∈ Ys (28)
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wb
s,i,y1 − wb

s,i,y2 ≥ tsafe

C
− (1 − 	s,i,y1,y2)M,∀i ∈ �;∀s ∈ S; ∀y1, y2 ∈ Ys, y1 �= y2 (29)

wb
s,i,y1 − wb

s,i,y2 ≤ tsafe

C
− ε + 	s,i,y1,y2M, ∀i ∈ �; ∀s ∈ S;∀y1, y2 ∈ Ys, y1 �= y2 (30)

(3) Bus delays

The total bus delay in sample s, Db
s , can be calculated by summing the stop delays dbs,i,y of buses at

the intersections:

D
b
s =

∑
y∈Ys

∑
i

(dbs,i,yC) +
∑
ȳ∈Ȳs

∑
i

(d̄bs,i,ȳC) (31)

3.1.4. Passenger vehicle delays
Passenger vehicle delays are calculated using cumulative arrivals, departures, and queue evolution
according to Ma, Li, and Yu (2022). In this study, stop delays as well as deceleration/acceleration
delays are summed at every time step. By including the deceleration/acceleration delays, the vehi-
cle stop times are alsominimised to further improve the travel smoothness of passenger vehicles. The
stop delay is calculated as the queue length (number of vehicles) multiplied by the time step length.
The deceleration/acceleration delays are computed by multiplying the number of stopping vehicles
Nstop
s,i,p (t), by a constant deceleration/acceleration delay value d̃a in Eq. (32). The queue lengths ls,i,p(t)

evolution over time in Eqs. (33)–(34) is from Ma, Li, and Yu (2022). The time t is discrete and the time
step 
t are integers.

Da
s,i,p =

T−1∑
t=0

(ls,i,p(t)
t + Nstop
s,i,p (t)d̃a),∀i ∈ �; ∀p ∈ Pi;∀s ∈ S (32)

ls,i,p(t) = ls,i,p(t − 1) + qas,i,p(t)
t − qds,i,p(t)
t, t = 1, . . . , T − 1; ∀i ∈ �; ∀p ∈ Pi; ∀s ∈ S (33)

ls,i,p(0) = l0s,i,p + qas,i,p(0) − qds,i,p(0),∀i ∈ �; ∀p ∈ Pi;∀s ∈ S (34)

where Da
s,i,p denotes the total passenger vehicle delay of phase p at intersection i; qas,i,p(t)/q

d
s,i,p(t)

denotes the number of arrival/departure passenger vehicles of phase p at intersection i at time step
t; and l0s,i,p denotes the initial queue length of phase p at intersection i at the start time of the control
horizon.

To calculate the deceleration/acceleration delay, the number of vehicles stopping at each time step
must be derived. Three situations are shown in Figure 5. The presence of a queue at intersection i at
time step t is indicated by a binary variable ω1

s,i,p(t). Similarly, a binary variable ω2
s,i,p(t) describes the

two discharge scenarios (either zero or saturated departures) when queues are present (ω1
s,i,p(t) = 1).

If queues exist at time step t, then Eqs. (35)−(36) hold (ω1
s,i,p(t) = 1) with the number of departure

passenger vehicle qds,i,p(t) being zero in situation 1 or saturated in situation 2. Otherwise (ω1
s,i,p(t) = 0,

Eq. (37)), the passenger vehicle departure is unsaturated in situation 3. When a queue exists at time
step t, all arriving vehicles at time step t stop to join the queue, making Nstop

s,i,p (t) equal to the number

of arrival vehicles qas,i,p(t)
t, (Eq. (38)). Otherwise, Nstop
s,i,p (t) are zero, (Eq. (39)).

qds,i,p(t) ≤ (1 − ω1
s,i,p(t))M + (1 − ω2

s,i,p(t))M, t = 0, . . . T − 1; ∀i ∈ �; ∀p ∈ Pi;∀s ∈ S (35)

qds,i,p(t) ≥ qui,p − (1 − ω1
s,i,p(t))M − ω2

s,i,p(t)M, t = 0, . . . T − 1; ∀i ∈ �; ∀p ∈ Pi; ∀s ∈ S (36)
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Figure 5. Situations of passenger vehicle departures.

− ω1
s,i,p(t)M + 0 + ε ≤ qds,i,p(t) ≤ qui,p − ε + ω1

s,i,p(t)M, t = 0, . . . T − 1; ∀i ∈ �;∀p ∈ Pi;∀s ∈ S (37)

− (1 − ω1
s,i,p(t))M + qas,i,p(t)
t

≤ Nstop
s,i,p (t) ≤ qas,i,p(t)
t + (1 − ω1

s,i,p(t))M, t = 0, . . . T − 1; ∀i ∈ �;∀p ∈ Pi;∀s ∈ S (38)

− ω1
s,i,p(t)M ≤ Nstop

s,i,p (t) ≤ ω1
s,i,p(t)M, t = 0, . . . T − 1; ∀i ∈ �; ∀p ∈ Pi; ∀s ∈ S (39)

where qui,p denotes the saturated passenger vehicle departures of phase p at intersection i; ω2
s,i,p(t) is

an auxiliary binary variable for modelling.
The passenger vehicles at an intersection are identified based on the departure profile of the

upstream intersection. Three types of upstream vehicles contribute to the downstream arriving vehi-
cles: vehicles passing through, left-turn vehicles, and right-turn vehicles, as shown in Figure 6. We
consider the outbound-direction phase as an example. In the arterial approach phase, the number

Figure 6. Composition of vehicles from upstream intersection.
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of passenger vehicles arriving at intersection i at time step t depends on the departure of passenger
vehicles at the upstream intersection at time step t − tai−1 − Oi + Oi−1 (Eq. (40)). The volumes of the
arterial input approaches at the first intersectionof the artery and side streets are known (Eq. (41)–(42)).

qas,i,p(t) = θi,p(q
d
s,i−1,pti−1

(t̂) + qd
s,i−1,pli−1

(t̂) + q̃a
i−1,mR

i−1
(t̂)), t̂ = t − tai−1 − Oi + Oi−1,

t = 0, . . . T − 1; ∀i ∈ �, i �= 1; p = pai ;∀s ∈ S (40)

qas,i,p(t) =
12∑

m=1

γi,p,mq̃
a
i,m(t), t = 0, . . . T − 1; ∀i ∈ �;∀p ∈ Pdi ;∀s ∈ S (41)

qas,1,p(t) =
12∑

m=1

γ1,p,mq̃
a
1,m(t), t = 0, . . . T − 1; p = pai ; ∀s ∈ S (42)

where θi,p denotes the turning ratio of phase p at intersection i; q̃a
i−1,mR

i−1
(t) denotes the number of

input arrival passenger vehicles of movement mR
i−1 at intersection i − 1; mR

i−1 denotes the right turn
movement that goes from the side street to the artery at intersection i − 1; pti−1 and pli−1 denote
the phase indices of the movements that go through on the artery approach and turn left from the
side street to the artery, respectively; Pci and Pdi denote sets of phases from the artery approaches
and the side street approaches, respectively; Pui denotes the phase set of ring 1; γi,p,m is a binary
parameter related to the phase-movement corresponding relation at intersection i. It is one, if phase
p corresponds to movementm; otherwise, it is zero.

The vehicle departure profile at time step t depends on the phase states. If vehicles from phase p
are discharged at time step t, the number of departure passenger vehicles qds,i,p(t) can be either a satu-
rateddeparturewith aqueuepresentor anunsaturateddeparturewhichequals thenumberof arriving
passenger vehicles when there is no queue, i.e. qds,i,p(t) should be the smaller value between the satu-

rated vehicle departures and queue length. Otherwise, qds,i,p(t) is zero, as shown in Eqs. (43)–(44). The
boundary condition at the start of the control horizon is expressed by Eqs. (45)–(46). pai denotes the
prioritised phase index of the outbound direction at intersection i.

qds,i,p(t) =
{
min{qui,p, ls,i,p(t − 1) + qas,i,p(t)}, if t ∈ [G̃r

i,p, G̃
e
i,p) ∪ [Gr

s,i,G
e
s,i)

0, otherwise
,

t = 1, . . . T − 1; p = pai ;∀i ∈ �; ∀s ∈ S (43)

qds,i,p(t) =
{
min{qui,p, ls,i,p(t − 1) + qas,i,p(t)}, if t ∈ [G̃r

i,p, G̃
e
i,p)

0, otherwise
,

t = 1, . . . T − 1; p ∈ Pu, p �= pai ;∀i ∈ �; ∀s ∈ S (44)

qds,i,p(0) =
{
min{qui,p, l0s,i,p + qas,i,p(0)}, if t ∈ [G̃r

i,p, G̃
e
i,p) ∪ [Gr

s,i,G
e
s,i)

0, otherwise
,

∀i ∈ �; p ∈ Pui , p = pai ;∀s ∈ S (45)

qds,i,p(0) =
{
min{qui,p, l0s,i,p + qas,i,p(0)}, if t ∈ [G̃r

i,p, G̃
e
i,p)

0, otherwise
,

∀i ∈ �; p ∈ Pui , p �= pai ;∀s ∈ S (46)

The total passenger vehicle delay D
a
s , is given by the summation of the vehicle delays of all phases

at all intersections, as shown in Eq. (47).

D
a
s =

∑
i

∑
p

Da
s,i,p, ∀s ∈ S (47)
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3.2. Objective functions

Owing to the SAAmethod used tomodel the stochastic optimisation, the optimal signal coordination
variables, which are the uniform cycle length and offsets, are determined by solving the following
offline problem:

(P1)

min J1 = 1
|S|

∑
s∈S

(Ka,f Np,a
D
a
s + Kb,f Np,b

D
b
s ) (48)

s.t. Eqs. (1)–(47).
The coefficients Ka,f and Kb,f are determined by policymakers to balance the delay values between

passenger vehicles and buses. Np,a and Np,b denote the average numbers of passengers in passenger
vehicles and on buses, respectively. Therefore, the objective of P1 is to minimise the total weighted
passenger delays of passenger vehicles and buses. This is used as the performance measure because
it is tangible, commonly used, and calculable. The numbers of continuous variables, integer variables,
and constraints are O(T × S × I × P) in P1.

P1 obtains an optimal signal coordination plan considering the uncertainties in bus operations,
which also affects passenger vehicle delays, by giving signal priority. In real-world bus operations, the
fixed cycle length andoffsets obtainedbyP1are applied. For a specific bus arrival and running informa-
tion in a cycle in real-time operation, online signal priority optimisation P2 is conducted to realise bus
signal priority control. The online signal priority control (including the priority green period start and
end points at each intersection) and bus trajectories along the artery (including bus arrival/departure
times at each stop and intersection) are determined by solving the following problem:

(P2)

min J2 = Ka,nNp,a
D
a
s + Kb,nNp,b

D
b
s (49)

Constraints includeEqs. (3)–(47), for the sample set that only containsone realised scenariobecause
the bus arrivals are known, and the bus dwell time and travel time have been predicted as parame-
ters for the sample. The coefficients Ka,n and Kb,n are also decided by policymakers. The numbers of
continuous variables, integer variables, and constraints are O(T × S × I × P) in P2.

P1 and P2 are applied in different stages. P1 is designed to optimise the cycle length and offsets
offline using historical data over a period. The optimal solutions to P1 include a set of bus trajectory
samples with signal priority strategies. Only the optimal cycle length and offsets are applied to real-
world operations for intersection control. P2 is designed to optimise the real-time signal priority and
bus arrival/departure time at stops and intersections with real-time bus operational information. P2
is a specific scenario of P1 with a set of deterministic parameters. Real-time signal priority strategies
calculated by P2 are dynamically applied. Therefore, P2 can be considered a subroutine of P1. P1 and
P2 cannot be merged to one because they have different requirements for update frequency. Signal
coordinationplans optimisedbyP1 aremore suitable tobe adjustedover a longer periodduringwhich
vehicles pass throughmultiple intersection, whereas signal priority and bus trajectories aremore suit-
able to be optimised in real time to adapt to varying bus operating states. We separate P2 from P1 to
clarify the application of offline signal coordination and online signal priority processes.

4. Solution algorithm

The biggest challenge in solving the proposed SP (P1) lies in its large dimensions, and the decision
variable cycle length C is divided in Eqs. (23)–(24). The number of samples increased linearly with the
size of P1. Thus, a scenario-based heuristic algorithm (SBHA) is designed to separate the calculation of
the signal coordination plan from the computation of the signal priority control and bus trajectories,
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which differ for different samples. In the SBHA, the cycle length is determined by enumeration, and
the offsets are determined based on the genetic algorithm (GA):

Step 0: Initialise cycle length C = C0 and the offset population in GA.

Step 1: Initialise iteration κ = 1.

Step 2: Select 50% of the individuals in the population based on their performance.

Step 3: Arithmetic crossover, non-uniform mutation, and merging the selected and mutated populations as
offspring.

Step 4: Calculate fitness Fκ ,ind for every individual by Fκ ,ind = 1
|S|

∑
s∈S Fκ ,ind,s . Fκ ,ind,s is the fitness of individual ind

in scenario s by solving P2.

Step 5: Select the best individual O∗
κ with the best fitness F∗

κ .

Step 6: If κ > 1 and |F∗
κ − F∗

κ−1| ≤ ε, go to Step 7. Otherwise, κ = κ + 1 and go to Step 2.

Step 7: If C + 
C ≤ Ĉ, FC = F∗
κ , update C = C + 
C, and go to Step 1. Otherwise, select the best individual F∗

C in
FC .

Specifically, in Step 4, P2 is solved independently in every scenario using parallel computation. The
large dimension of P2 lies in the combination of feasible signal priority plans. Thus, P2 is solved by
selecting the signal priority plan with the least system delay from the signal plans, calculated by con-
sidering the arrival times of the buses at every intersection. Notably, the cycle length and offsets are
computed offline based on P1 in advance by the proposed SBHA, whereas the dynamic signal priority
strategies are calculated online based on P2 in Steps 4.0 to 4.5:

Step 4.0: Initialise bus index y = 1.

Step 4.1: Calculate the arrival time at the downstream intersection tbuss,y of bus y and signal priority plan TSPy .

Step 4.2: If y + 1 ≤ Y , y = y + 1 and go to Step 4.1.

Step 4.3: Merge the signal priority plans TSPy1 and TSPy2 for every pair of signal priority plans into TSPmz if they do
not conflict. Otherwise, TSPmz1 = TSPy1 and TSPmz2 = TSPy2 .

Step 4.4: Calculate system delay Dz of every TSPmz .

Step 4.5: Select the best TSP∗
z with the least system delay D∗

z .

Remark: Owing to CV technologies, buses can adjust their speeds or trajectories to avoid stops
at intersections, e.g. slow down (Varga et al. 2020), to reduce deceleration/acceleration delay at
intersections.

5. Case study

In this section, we evaluate the benefits of the proposed stochastic priority-integrated coordination
(SPIC) for arterial signal control in terms of efficiency and coordination. The total delay represents
the efficiency, and the stop times indicate the coordination along the artery. To validate the effec-
tiveness of SPIC, we compare it with four other methods. The original plan (ORGP) serves as the
benchmark strategy. We also test stochastic priority-integrated signal coordination-passenger vehicle
(SPIC-PV) only, which does not include signal priority but considers passenger vehicles alone to evalu-
ate the effects of signal priority.We also compareMAXBANDandPMBAND to analyse the performance
differences between the band-oriented models and delay minimisation models.

5.1. Simulation setup

A typical three-intersection artery in Zhengzhou, China is used. Figure 7 shows the artery layout, signal
control plans, passenger vehicle travel time, and intersection delays. The orange line represents the
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Figure 7. Layout and information of applied artery.

Table 2. Passenger vehicle and bus information inputs.

Passenger Vehicle Input Data

Saturated Flow (pcu/h) Phase 1 Phase 2 Phase 3 Phase 4 Phase 5 Phase 6 Phase 7 Phase 8

I 1 3300 1550 3300 1550 4950 1550 3300 1550
I 2 3300 1550 1163 1650 3300 1550 868 3100
I 3 3300 1450 4950 1550 3300 1550 1650 1550

Volume (pcu/h) or Turning Ratio West-bound South-bound East-bound North-bound

Turning L T R L T R L T R L T R

I 1 152 32 4 84 316 16 56 52 4 30% 65% 5%
I 2 48 24 24 15% 80% 5% 48 60 12 20% 75% 5%
I 3 96 144 24 30% 60% 10% 252 348 36 48 372 204

Bus Input Data Outbound Inbound

Travel time (second) Origin to I 1 I 1 to I 2 I 2 to I 3 I 3 to I 2 I 2 to I 1 I 3 to Origin

(Mean, standard deviation) (12.5, 3.4) (54.24, 8.34) (48.23, 17.1) (53.9, 5.8) (58.65, 4.63) (18.3, 5.6)

Outbound buses Inbound buses

Dwell time (second) I 1 to I 2 I 2 to I 3 I 3 to I 2 I 2 to I 1

(Mean, standard deviation) (20, 2) (20, 2) (20, 2) (20, 2)

Note: I ∗ denotes Intersection ∗ ; L, T, and R denote left turn, through going, and right turn, respectively; the percentages are the
turning ratios.

arterial route. Each intersection has four arms. Phases 1, 3, 5, and 7 have yellow and all-red times of 3
s, whereas phases 2, 4, 6, and 8 have 6 s. The original green splits remain the same as those in the real
world. Table 2 presents the saturated flow rates, passenger vehicle volumes, and turning ratios.

The artery has a low traffic demand and delays, as shown in Figure 7. We conduct a sensitivity anal-
ysis of the traffic demand to evaluate its effects. The cycle lengths range from 80 to 160 s at 10-second



18 S. OU ET AL.

intervals. In GA, the population size is 40. The crossing probability is 90%, whereas the variation prob-
ability is 20%. The variation parameter is 3. The sufficiently small number ε is 0.001. Ten scenarios are
considered in the experiments; the scenarios remain the same during the GA tests to save time and
computation resources. The maximum number of iterations is 120, and the algorithm converges if
the best individual remains unchanged for 40 iterations. The coefficients Ka,f and Ka,n are both 0.25,
whereas Kb,f and Kb,n are both 0.75. The time step 
t is 1 s. The optimisation horizon is 640 s.

For the bus information, the bus segment travel time and dwell time follow Gaussian distributions
with the parameters listed in Table 2. Only positive values from the Gaussian distributions are used;
negative values are discarded and regenerated. The bus arterial arrival time follows a uniform distri-
bution within the optimisation horizon. The average bus arrival headway at the artery is 60 s in each
direction. The maximum green extension and advance time are both 12 s.

Thesemethods are implemented using Python 3.7.0. The experiments are conducted on a desktop
computer with an Intel CPU 1.60GHz and 8.00 GB memory. A parallel computation with two threads
is utilised. The average computation times for P1 and P2 are 3.35 × 105 s and 0.24 s, respectively. The
computation time canbe further reducedwithmore computers,which is feasible despite the relatively
long computation time of P1 because the cycle length and offsets are determined offline. The solution
time for P2 is sufficiently short to derive the real-time signal priority to accommodate time-varying bus
operations.

5.2. Results and discussions

The total delays for the passenger vehicles and buses aremeasured, with the cycle lengths and offsets
optimised using P1 and other comparison methods. Table 3 presents the results of the signal coordi-
nation plan. Subsequently, P2 is conductedwith the background signal coordination control of ORGP,
MAXBAND, PMBAND, P1 of SPIC-PV, and P1 of SPIC. The same bus priority strategies are used for the
five background signal coordination plans listed in Table 3.We test 50 stochastic bus operation scenar-
ios and calculate the average delays under five background signal coordination plans. Figure 8 shows
the results, with the proposed SPIC achieving the best performance compared to ORGP, MAXBAND,
PMBAND, and SPIC-PV. The total and bus delays are reduced by 36% and 56%, respectively, com-
pared to ORGP. It indicates the cooperation between the online signal priority and offline SP performs
well owing to the considerations of the stochastic signal priority. SPIC also has a 23% delay reduction
compared to MAXBAND and a 46% reduction compared to PMBAND. PMBAND increases delays for
passenger vehicles and buses due to its lack of consideration of the stochastic signal priority. Compar-
isons among the SPIC, MAXBAND, and PMBAND show that delays represent traffic conditions better
than progression bandwidths. Therefore, the proposed SPIC effectively reduces system delays under
time-varying bus operations.

In addition to travel delays, intersection stop times reflect the smoothness of travel along the artery
and signal coordination effects. Table 4 lists the average stop times and their decreases compared
to the ORGP at intersections. SPIC can significantly reduce the stop times of passenger vehicles at
intersections from 2.07 times to 1.42 times, a 31.4% reduction. However, MAXBAND has the lowest
stop time, followed by PMBAND, because it creates bands where vehicles can pass without stopping.

Table 3. Optimal solutions.

Offsets (second)

Methods Cycle length Intersection 1 Intersection 2 Intersection 3

ORGP 120 0 0 0
MAXBAND 80 0 33 70
PMBAND 160 0 123 72
SPIC-PV 80 0 2 9
SPIC 80 0 2 5
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Figure 8. Delays in online cases.

Table 4. Passenger vehicle and bus stop times at intersections.

Passenger Vehicles Buses

Methods
Average

Stop Times
Decrease of Average

Stop Times (%)
Average

Stop Times
Decrease of Average

Stop Times (%)

ORGP 2.07 – 1.46 –
SPIC 1.42 31.40 1.31 10.27
SPIC_PV 1.40 32.37 1.44 1.37
MAXBAND 1.23 40.58 1.43 2.05
PMBAND 1.32 36.23 1.33 8.90

PMBAND also establishes bus bands that slightly impact passenger vehicle bands. For buses, the stop-
time reductions are limited. SPIC decreases the bus stop times by 10.27%, followed by the PMBAND
(8.9%). SPIC-PV and MAXBAND do not consider the bus benefits and thus show little improvement in
the bus efficiency. These observations align with our intuition and the SPIC can reduce both vehicle
delays and stop times at intersections.

5.3. Sensitivity analyses

Sensitivity analyses are conducted to evaluate the effects of the input parameters on themethod per-
formance. The bus travel time anddwell time deviation are stochastic, affecting the bus arrival times at
each intersection, further influencing the online signal priority. The traffic demands of the passenger
vehicles on the artery also affect the queue lengths and delays. The weights of the passenger vehicles
and buses in the objective function directly influence the benefit balance between the two modes.
A deterministic method is compared with the SPIC to evaluate the contribution of the stochasticity
considerations of the bus operations. ORGP is used as the benchmark and considered a starting point
for improvements in the delay-reduction calculations. The cycle lengths for SPIC and ORGP are 80 and
120 s, respectively.
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5.3.1. Deviation of bus travel time and dwell time
Six levels of the standard deviation (SD) for the bus dwell time and travel time are tested, ranging from
0 to 25 s. Figure 9 shows the decrease in the total delay, passenger vehicle delay, and bus delay with
varying SD for bus dwell times. The total delay improvement decreases slightly from ∼ 50% to ∼ 42%
as the SD increases. A higher level of bus operation uncertainty causes the deterministic solution to
deviate from the optimal solution. The reduction in bus delays mainly contributes to the total delay
decrease, ranging from 59.89% to 69.04%. Thus, the proposed SPIC method handles the bus dwell-
time uncertainty well. The bus delay always decreases with the SPIC, whereas the passenger vehicle
delay increases slightly, attributed to the benefit shifting from passenger vehicles to buses; however,
the impacts on passenger vehicles are limited, ranging from −6.88% to −10.98%. Similar trends are
observed in Figure10with varyingSD forbus travel timesbecause theybothaffect thebus arrival times
at the downstream intersections simultaneously. Overall, the SPIC performs well with fluctuations in
the bus dwell and travel times.

5.3.2. Traffic demands
Ten levels of traffic demands have been tested to evaluate the performance of the method under
different passenger vehicle demands. The traffic demand is the product of the demand factor and
the traffic demand in the base case. The demand factor varies from 0.5–5. Figure 11 shows the delay
decrease in SPIC compared to ORGP at different traffic demands. For traffic demand factor ≤ 2.5, the
total delay improvements decrease from 60.47% to 28.93%. For a traffic demand factor > 2.5, the
method performance increases slightly from ∼ 31% to ∼ 41% and drops back to 35.43% for a traf-
fic demand factor of 5. The bus delay reduction remains steady at 65% to 73% because the bus arrivals
are not affected by the varying passenger vehicle demands. The passenger vehicle delay reduction
increases from negative to positive percentages with increasing traffic demand, except for demand
factors of 0.5 and 5, thus suggesting that SPIC improves passenger vehicle efficiency at high demands
(demand factors ≥ 2). When the traffic demand factor is 0.5, there is little traffic on the road, and sig-
nal coordination results in only a marginal improvement (∼ 7%). Passenger vehicle delay reduction
stays at ∼ 30% for demand factors≥ 4. At a traffic demand factor of 5, the traffic demand approaches
capacity, resulting in a slight drop in delay improvements. In summary, the SPIC performs well with

Figure 9. Impacts of SD of bus dwell time.
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Figure 10. Impacts of SD of bus travel time.

Figure 11. Impacts of traffic demands on delay.

varying passenger vehicle traffic demands, bringing more efficiency benefits to passenger vehicles at
higher demands. The bus delays are not sensitive to the varying passenger vehicle demands.

5.3.3. Weights in the objective function
The effects of the weights Ka,f and Kb,f on the objective function of P1 are tested by varying Kb,f from
zero to one. Bothweights are standardised between zero and one. Figure 12 shows the delay decrease
percentage of SPIC compared to ORGP with varying Kb,f . As Kb,f increases, the overall performance
steadily improves. Specifically, the passenger vehicle delay reduction slightly decreases from ∼−4%
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Figure 12. Impacts of weights in the objective function on delay.

to ∼−10% for Kb,f ≤ 0.9 and drops drastically for Kb,f > 0.9. Additional experiments with Kb,f values
of 0.92, 0.94, 0.96, and 0.98 confirm this trend. When Kb,f approaches one, passenger vehicle benefits
are almost not included in the objective function, leading to a significant reduction in passenger vehi-
cle delay improvements. When Kb,f = 0, the bus delay is reduced by approximately 55%, primarily
because of the adjustment in the cycle length. These observations provide reference values for set-
ting Kb,f and Kb,f , including a) highlight bus benefits for 0.2 ≤ Kb,f ≤ 0.9; b) SPIC performance is not
sensitive for 0.2 ≤ Kb,f ≤ 0.9; and c) avoid setting Kb,f in the range of (0.9, 1] because it significantly
increases the passenger vehicle delay.

5.3.4. Uncertainty considerations
Experiments using deterministic methods are designed to evaluate the effects of the scenario-based
method compared with the deterministic method. In the deterministic method, only one scenario is
conducted to calculate the optimal signal coordination plan, i.e. the cycle length and offsets. In this
scenario, the bus travel time and dwell time are set as themean values of the distributions used in the
stochastic method, with the bus arterial arrival times sampled according to the same uniform distri-
bution used in the stochastic method. The average performance of the scenarios conductedwith P2 is
compared between the optimal signal coordination plans from the stochastic and deterministicmeth-
ods. Figure 13 shows the delay performances of the ORGP, SPIC, and deterministic methods. The SPIC
outperforms the deterministic method, with a delay reduction of ∼ 36% and a bus delay reduction of
∼ 56%. Thedeterministicmethodachieves ∼ 24%overall delay reductionand ∼ 39%busdelay reduc-
tion, implying that not considering the bus operation uncertainty in the deterministic method leads
to suboptimality in the coordinated signal control. Histograms of the delays of the ten deterministic
experiments are shown in Figure 14 to illustrate their performance distribution. The total weighted
delay varies from ∼ 28000 s to ∼ 40000 s, which is a large deviation. Passenger vehicle delays range
from ∼ 66000 s to ∼ 69500 s, whereas bus delays span a wide range from ∼ 15000 s to ∼ 32500 s –
a reasonable result because stochasticity is related to bus operations. Compared to the histograms of
the stochastic method, the delay distributions in the deterministic experiments tend to have higher
values and larger ranges. Therefore, the SPIC effectively handles bus operation stochasticity in the
signal coordination control.
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Figure 13. Delay comparisons between deterministic and stochastic methods.

Figure 14. Histogramsofdelayswithdeterministic and stochasticmethods. (a)Deterministicmethod; (b) Stochasticmethod (SPIC).

6. Conclusions

This study proposes a stochastic priority-integrated signal coordination (SPIC) method that combines
an SP approach to determine the uniform cycle length and offsets along an artery and an MINLP for
determining signal priority strategies. In the SPIC, the bus travel time, dwell time, and arterial arrival
time are stochastic in a CV environment, where buses share real-time information and receive speed
advisories. The objective is to minimise the weighted total passenger delays for passenger vehicles
and buses. This novel method estimates passenger vehicle delays by considering the signal coordina-
tion control and stochastic signal priority. SPIC determines the cycle length and offsets by solving the
SP offline, and signal priority strategies are determined online using MINLP to adapt to real-time bus
operating conditions. Numerical studies validate the advantages of the proposed methods, reducing
the total delay and bus delay by up to 36% and 56%, respectively. SPIC also enhances the system effi-
ciency and arterial coordination effects by reducing the vehicle stop times. Sensitivity analyses show
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that: a) SPIC performswell with varying bus travel time, dwell time, and traffic demands for vehicles, b)
it brings more efficiency to vehicles with higher traffic demands and benefits buses within a range of
0.2 ≤ Kb,f ≤ 0.9, while avoiding Kb,f ∈ (0.9, 1] which significantly increases vehicle delays, and c) SPIC
effectively handles bus operational stochasticity compared to deterministic methods.

While this study focuses on arterial traffic, the extension of the proposedmethod to a network-level
area with multiple arteries is another interesting research topic. Automatic bus trajectory planning is
assumed with a given arrival time at an intersection or stop. Future studies could also include trajec-
tory planning for buses and passenger vehicles while considering energy consumption and vehicle
emissions.
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