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Abstract

With the advancement of technology and the integration of Large Language Models, interactive robots

are entrusted with more significant tasks that contribute to human well-being. This transition is partic-

ularly significant in educational settings, where social robots assume diverse roles such as teacher, tutor,

and instructional tool, aiming to enhance learning experiences. Engagement emerges as a central theme

in Human-Robot Interaction studies, especially within pedagogical contexts, where it has a significant im-

pact on learning outcomes. However, optimizing engagement rather than maximizing it may yield superior

learning results. This thesis investigates the correlation between the employment of engagement strategies

and learning outcomes in prompt-driven discussions with robots, focusing on facilitating self-reflection and

understanding personal values among children. Due to limitations with the target population, a total of 55

university students conversed with the robot in two different sessions, where they discussed different situa-

tions, how they would react in each, and the reasoning behind their behavior, using the Schwartz values as a

basis for the choices. The participants were divided into two conditions, to examine the effect of techniques

such as motivational interviewing, cues to images, feedback, and the use of a memory model on the quality

of their arguments and their ability to recollect the interaction. Results suggest that the strategies lead to

significantly more reflective arguments for the first session, but they equalize in the second interaction. No

significant effect was found between condition and participants’ identifying their value profile which led to

an examination of the assumptions made by the robot. Participants who agreed with the assumptions were

more likely to identify their values correctly, but, generally, the value model was unable to fully capture the

intricacies of human motivation. Participants found the robot equally likable, a possible result of the novelty

effect. On recollection quality, the data shows that the effect of the session is too strong to allow room for

the condition. Overall, this study contributes valuable insights into the influence of engagement strategies

on learning outcomes in educational interactions, offering guidance for designing more effective and engaging

interactions in the future.
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Chapter 1

Introduction

As technology advances in the realm of interactive robots, the objective of research is shifting

from simply facilitating conversations, to ensuring their value and benefit to humans. The

introduction of Large Language Models (LLM) has enhanced natural language processing,

enabling robots to understand complex human speech and respond more effectively. This

transition becomes even more crucial when we take into account how these advancements

affect children within educational settings. In recent years, social robots have been utilized

in ”in the wild” studies, meaning deployed in actual classrooms and not in a controlled

environment, and have assumed many different roles, such as teacher, teaching assistant,

tutor, instructional tool, and peer learner[1]. In terms of goals, robots have been employed

to facilitate tutoring[2], language learning[3], as well as interventions in special education[4],

to name a few.

A common theme in Human-Robot Interaction studies, particularly in the pedagogical

context, is engagement during the interaction. Engagement has many definitions, but a

widely accepted one, that is also adopted for this study, is the one by Snider[5]: ”Engagement

is the process by which the individuals involved in an interaction start, maintain and end

their perceived connection to each other”. A further distinction is often made between task

engagement and social engagement [6], which refers to the receiver of the user’s attention.

The user being engaged with the agent is referred to as social engagement, while being

engaged with the agent, as well as the task, is referred to as task engagement. In studies where
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an activity is part of the interaction, task engagement is more commonly studied, whereas

social engagement is more prominent in studies where the activity is the conversation, and

often includes an affective component. The importance of engagement is highlighted when

considering that students are more motivated and engaged and achieve better results in terms

of learning outcomes when they are instructed through active learning, meaning involving

students in the learning process[7]. The contexts within which robots have been employed in

classrooms are inherently interactive and directly involve the students actively participating

in the interaction. Therefore, it can be inferred that engagement is directly correlated with

the accomplishment of the learning outcomes.

Multiple measures have been used to assess and quantify engagement, including self-

report, manually annotated media such as video and voice recordings, multi-modal machine-

learning models, and even more invasive methods such as wearable devices and monitoring

brain activity through EEG[8]. Whereas most studies consider maximum engagement the

best for the interactions, Nasir et al. [9] challenge the link between maximizing engagement,

in terms of human-annotated media, and increased learning outcomes, and they instead

propose that optimizing engagement should be the goal. They define the term ’Productive

Engagement’ as ”the level of engagement that maximizes learning” and explore how success-

ful learning can be predicted by machine-learning models. Following that line of thought,

this study will attempt to provoke and optimize engagement, not measured by any of the

aforementioned methods but by assessing the learning outcomes.

Before defining the learning outcomes, it is important to establish the context of this

research. The experiment will involve a two-session prompt-driven discussion with a robot

about personal values and decision-making in different scenarios. A similar experiment

first took place in the context of a pilot study earlier in the year and several things were

adapted from that design. The study was performed by Franziska Burger, who designed the

experiment around personal values, as expressed by Schwartz [10]. These values represent

basic human motivations and understanding one’s values can increase confidence in decision-

making, and enhance self-awareness and relationships with others. The goal was to study

how a memory model for a conversational agent could assist children in navigating various
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situations within the school context and engaging in self-reflection to determine their values.

The children were presented with a binary behavior choice, where each option represented a

personal value. The premise of the interaction shall remain the same and more information

regarding the design and the implementation is presented in following sections.

Particularly in interventions where learning is the objective, engagement is often studied

concurrently with the learning outcomes of the interaction, and information retention is

frequently considered a learning outcome and an indicator of engaged participants[11, 12].

It is an intuitive assumption that the more engaged people are in a conversation or a task,

the more they will be able to recall it after the fact. Subsequently, information recall about

the scenarios discussed will be considered one of the learning outcomes of this interaction.

However, another learning goal of the experiment is to promote self-reflection and un-

derstanding of one’s motivation behind decisions. During the discussion, participants are

prompted to argue about their choices. The quality of those arguments, or rather their

improvement, will be the second learning outcome that this study will try to maximize.

This research, along with the pilot study that preceded it, is part of the ePartners4all

Project. The objective of the project is to address health promotion challenges in children,

particularly those facing economic disadvantages or with specific health needs. As part of

this innovative initiative, this study focuses on creating an interaction that revolves around

personal values and the understanding of inner motivation. It is an opportunity to en-

hance self-awareness and alignment with one’s goals, which are key for motivation, personal

growth, and good mental health. This utilization of tailored and interactive e-health solu-

tions can eliminate the need for one-on-one time with experts who are severely understaffed

in classrooms, and give access to children who would otherwise be deprived of it.
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Chapter 2

Background

2.1 Schwartz values

Introducing the Schwartz Values is crucial for setting the frame of the experiment as it

serves as the foundation of the interaction for evaluating participant engagement and un-

derstanding. The Schwartz Values are a set of universal values, developed by psychologist

Shalom H. Schwartz [10], which represent basic human motivations. Schwartz proposed a

theory of these motivations grouped into a model of 10 core values organized into a circular

structure known as the ”circumplex model” (Figure 2.1). These values are thought to be

cross-culturally relevant and have been applied in numerous research projects to understand

the motivations and priorities of individuals in diverse societies.

The Schwartz model includes the following ten fundamental values, along with their main

goals:

1. Self-Direction: emphasizing independent thought and action, creativity, and exploration

of one’s own ideas

2. Stimulation: seeking excitement, novelty, and challenge in life

3. Hedonism: pursuing pleasure and sensuous gratification for oneself

4. Achievement: striving for personal success through demonstrating competence accord-

ing to social standards

8
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Figure 2.1: Schwartz circumplex model[13]

5. Power: seeking influence or control over people and resources

6. Security: desiring safety, stability, and harmony of society, of relationships, and of self

7. Conformity: restraining actions and impulses that are likely to upset others and violate

social norms

8. Tradition: respecting and adhering to cultural or religious customs and ideas

9. Benevolence: valuing and protecting the well-being of those with whom one is in close

personal contact (the ’in-group’)

10. Universalism: emphasizing understanding, appreciation, tolerance, and protection for

the welfare of all people and nature

The circumplex model arranges the values in a circular structure, where more compatible

values appear closer together in the circle, whereas those opposite each other are in tension.

Individuals may prioritize and internalize these values differently, and the importance given

to each value depends on the individual and their cultural background.
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2.2 Self-Determination Theory

When attempting to optimize engagement, it is important to consider what is engagement

and where it stems from. During an interaction, engagement manifests as observable behav-

ior, while motivation is the underlying reason for such behavior [14]. Therefore, to enhance

engagement, it is first necessary to reinforce the motivational factors that prompt individu-

als to actively participate in the interaction. One theoretical framework that unravels these

factors in distinct categories is the Self-Determination theory. Self-Determination Theory

(SDT ) is a theory formulated by Deci and Ryan[15], which aims at explaining human moti-

vation and behavior. According to SDT, there are three basic psychological needs that drive

people: competence (having the skills to perform a certain task), relatedness (feeling a sense

of closeness and support by those around them), and autonomy (feeling independent and in

control of their behavior). When individuals have self-determined reasons for their actions,

they are more likely to be engaged in those actions. In the following sections, an exploration

of the approaches employed to address the three basic needs and achieve higher motivation

is undertaken.

2.2.1 Autonomy

Motivational Interviewing

Motivational Interviewing (MI ) is a counseling approach for supporting behavior change

formulated by Miller and Rollnick[16]. Although this method aims to resolve ambivalence

and prepare people for change, in the context of this thesis, MI techniques will be employed

to help them gain a deeper understanding of their own motivations and thoughts, which

will hopefully promote self-awareness and better argumentation about their choices. MI

has been applied in multiple studies where an agent was interacting with the participants,

mainly to provoke behavior changes for health-related advantages. Schulman et al.[17] de-

signed a conversational agent to promote long-term health behavior change by implementing

MI techniques, producing results that were rated significantly high by both experts and users.

Kanaoka and Mutlu [18] used MI and a physically embodied agent to increase physical activ-
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ity. While the study did not provide the expected results, they attribute it to inconsistencies

in the dialogue flow and speech recognition that were necessary for an adaptive interaction.

More recently, Samrose and Hoque[19] developed a motivational interviewing chatbot to im-

prove conversational skills and the user’s confidence. The results of their study show that

participants followed the MI agent’s suggestions and feedback more often than those who

interacted with the non-MI agent. Consequently, it can be surmised that the application

of MI techniques through an agent can yield positive effects on users. Within an educa-

tional context, Standage et al.[20], albeit without a robotic agent, showed that providing

an autonomy-supportive environment can have significant effects on self-determined motiva-

tion. This study aims to integrate these findings and explore the feasibility of applying MI

techniques in decision-making scenarios to improve argumentation quality.

2.2.2 Relatedness

Social Penetration Theory

The Social Penetration Theory (SPT ), developed by Altman and Taylor [21], describes

the process of information exchange in interpersonal relationships and how relationships

progress to more intimate and meaningful connections through self-disclosure[22]. The more

a relationship develops, the more it grows in depth, which, according to Altman and Taylor,

allows for the sharing of values and beliefs. In human-robot interaction, self-disclosure can

enhance the human-like qualities of the robot, making it more relatable, strengthening the

bond between participant and agent, and providing emotional support and encouragement.

As a result, the participants can internalize the motivations of the agent, and therefore their

own self-motivation will be enhanced.

Burger et al.[23] studied the effect of self-disclosure on relatedness, utilizing an appli-

cation for diabetic children where an avatar accompanied them, prompting self-disclosure

questions. The results indicated that the ratio of active disclosures, meaning cases where

the participants responded to the robot in self-disclosure attempts, to total disclosures, sig-

nificantly predicted the feeling of relatedness. Furthermore, they found that relatedness was

also significantly linked with consistency and average time of activity, which can be evidence
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of their intrinsic motivation to use the application. Another study that performed a second

language learning experiment[24] showed that attempting to evoke relatedness during the

interaction is more effective than when excluding it.

2.2.3 Competence

Feedback

To enhance the perceived feeling of competence during the interaction, an important factor is

the feedback provided, which can be in the form of motivational feedback, positive feedback,

and gestures. Motivational feedback, in the context of motivational interviewing or feedback

to the speaker’s response, aims at re-engaging the participants if that is deemed necessary.

The goal is to reignite their interest and active participation in the conversation.

Positive feedback is not about rewarding correct responses, since there are no wrong or

right answers in the design for this study. Instead, giving non-generic praise to the partici-

pants based on their responses will be imperative, specifically if they demonstrate depth and

thoughtful consideration, in order to encourage similar argumentation. Research has shown

that non-generic praise can have a more significant impact on intrinsic motivation than

generic praise[25, 26]. Additionally, positive feedback can be given in the next interactions,

based on the participants’ overall involvement in the previous sessions, further promoting

their motivation and engagement.

Lastly, gestures can be utilized in two forms during the interactions. Firstly, as positive

feedback, such as a thumbs-up gesture[27], to provide affirmation and encouragement. Sec-

ondly, gestures as deictic means, directing the participants’ attention towards elements that

require their focus.

2.3 Memory

A significant advantage of long-term interaction is the ability to incorporate memory into the

robot and have it recall information established in previous sessions. Personalizing the in-

teraction has been shown to maintain the willingness to continue with the interaction across
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multiple sessions[28]. Some ways this can be achieved is through mentioning the partici-

pant’s name[29] or recalling shared experiences[30], where moments from past interactions

are mentioned in conversation to increase affect and deepen the relationship. Shared experi-

ences are also relevant in the context of motivational interviewing since they can be used to

adjust the feedback in a more personalized and meaningful manner[31]. Since the personal-

ized feedback takes into account shared memories, it can be more relevant and engaging to

the participants.

Dialogue templates are a common way to personalize the interaction where blanks are

filled with the information provided by the participants [28, 32]. Kruijff-Korbayova et al.[33]

apply a persistent user model to signal familiarity with the user, mentioning name and refer-

ences to previous interactions and performance in the activity. Fu et al.[Fuetal2021] share

experiences to evoke empathy. Those experiences are injected into the dialogue flow and

reference pre-determined memories of the robot that do not include the subject, however,

they are unrelated to the participants. This is mitigated in a similar study[35] where the

dialogue input is analyzed and stored in a database. The robot then proceeds to match the

memory with previous experiences and generates utterances based on them. Leite, Pereira,

and Lehman[36] use persistent memory to establish familiarity and rapport. The robot has

access to information provided by the participants out of view and that it can use in tem-

plated dialogue to relate more to the subjects. In the study performed by Churamani et al.

[37], a model of the robot’s world is created. The interactions center around the participants

teaching the robot the whereabouts of specific objects, and a personalization condition is

defined for which a language module is developed. This module utilizes Natural Language

Understanding (NLU) and Named Entity Recognition (NER) to extract information from

the user’s utterances, then updates the knowledge base, and generates relative dialogue with

Natural Language Generation (NLG) and template sentences.

A different way to incorporate the memory and shared experiences is through adapting

the interaction based on different situations. Ahmad, Mubin, and Orlando[38] designed a

game of snake and ladders between children and a robot, where the robot stores various

relevant information about the children, their friends, their game performance, and their
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reactions. In a series of related papers[Ahmadetal2022, 39], the robot’s response unit is

refined to include modules for emotional event calculation, memory mechanism generation,

and a behavior selection unit. Events are stored in relation to the emotions evoked at the

time and an appropriate response is chosen.

A different approach is a simulation of a human long-term memory system. In cognitive

science theory, the memory system is comprised of both episodic and semantic memory[40].

Episodic memory refers to recollections about specific events, and the tempo-spatial connec-

tions between them, and is mostly related to personal experiences. Semantic memory, on the

other hand, deals with general knowledge that a person possesses about the world, without it

being related to a particular event[41]. Ho et al.[42] propose the modeling of short-term and

long-term memory. Short-term memory includes the active, completed, or violated goals of

the interaction, while long-term memory is comprised of general event representations, world

knowledge, and autobiographic memory, which are constantly examined against the short-

term goals of the interaction. Yumak and Thalmann[43] also simulate episodic long-term

and short-term memory. As part of the long-term interaction, a face recognition module is

incorporated and a Hierarchical Task Network (HTN) planner is used for memory retrieval.

Experiences are first stored in the short-term memory, and then only those that are emo-

tionally salient are chosen to be stored in the long-term memory to be mentioned at a later

time. A machine with a human-like memory system that includes both episodic and seman-

tic memory has been implemented before[44] and has shown to outperform similar machines

without this structure in their system. For this study, a similar system is implemented,

combining information from both memories to achieve a more realistic information callback

in the second interaction.

2.4 Research Question

The main objective of this study is to research the impact of the discussion with the robot on

the understanding of the chosen topic and to what degree engagement strategies and memory

can support this goal. To explore this objective, the following hypotheses are drawn:

H1: Participants in the memory condition will have a better quality of argumentation,
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especially in the second interaction. The strategies employed in the memory condition

are expected to enhance the participants’ cognitive processes and assist the participants in

providing better quality of argumentation. Introducing the memory aspect during the second

interaction will further improve the arguments’ quality.

H2: Participants in the memory condition are more likely to agree with the robot’s value

profile about them.

By the end of the experiment, participants in the memory condition are expected to have

a better understanding of their personal values. That would lead them to identify more

easily the value profile attributed to them by the robot, and with greater confidence.

H3: Participants whose arguments reflect the assumed value of their choice are more likely

to identify the robot’s value profile correctly.

Regardless of the condition, participants whose arguments better match the assumptions

of the robot about their behavior will be able to correctly identify the value profile attributed

to them by the robot.

H4: Participants in the memory condition will find the robot more likable and lifelike.

In the memory condition, there are strategies to increase the relatedness of the robot,

which will enhance the overall interaction quality, leading to a more positive perception of

the robot’s likability and lifelikeness among participants.

H5: Participants in the memory condition will have better recollection quality than those

in the baseline condition.

Participants in the memory condition are expected to be more engaged during the interac-

tion, leading to improved retention of information and more accurate recounting of moments

from the conversation.
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Robot Design

3.1 Discussion Topic

The topic of the conversation between the robot and participants is several school-related

scenarios where the subjects are presented with a binary behavior choice and each option

reflects a personal value. The personal values can be one of the following: Benevolence,

Achievement, Conformity, and Self-Direction, and they each represent one of the four quad-

rants from the Schwartz circumplex model (Section 2.1). Thus each scenario has a value

conflict (e.g. Benevolence vs. Self-Direction) and all possible combinations(6) are presented

within the first session.

However, most people don’t necessarily react the same way in every situation, and they

might choose one value over the other depending on the context. Therefore, an additional

variable is introduced, the situational characteristics which are derived from the DIAMONDS

taxonomy [45], and used to make the agent aware of the context in each scenario. For this

experiment, the 3 most psychologically relevant characteristics were chosen to be included,

namely Duty, Intellect, and Adversity, and most of the combinations of their presence or

absence are taken into account (6/8 combinations).

A few examples of the scenarios discussed, along with their value conflict, and situational

characteristics are presented in Table 3.1. A full list can be found in Table A.1 of Appendix

A.
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# Value Conflict D.I.A. Scenario description
1 Self-Direction vs Benevolence 0,0,1 you play tag and your friend denies that you tapped

her
2 Achievement vs Benevolence 0,1,0 the person sitting next to you can’t concentrate well

during a math course and starts distracting you
3 Conformity vs Self-Direction 0,1,1 you have to prepare a group presentation but you dis-

agree with the topic chosen by the group
4 Conformity vs Achievement 1,1,1 your friends would like to go to an environment strike

but the professor also wanted to teach an important
lesson

Table 3.1: Examples of scenarios to be discussed. Situational characteristics (Duty, Adversity, Intellect) are
denoted with 1 if present and 0 if absent.

3.2 Cue to Images

In the pilot study, images were displayed on a screen in front of the participants to depict

the scenarios and give a better understanding of the situation. The images would include

two pictures, each representing one of the behavior choices, and the main character was

introduced at the beginning and remained consistent throughout all the situations. The

background and the amount of other people in the pictures varied depending on the scenario.

Some examples of those images can be found in Figures 3.1 and 3.2.

Figure 3.1: ”A friend accuses you of stealing her
pen. Do you defend yourself or help find it?”

Figure 3.2: ”Your friends want to go to a protest
but the professor wants to teach an important
lesson”

Initially, this was a medium to assist participants in following the scenario, especially

since the pilot study was done on children. However, research stemming from this experi-

ment showed that participants who could reproduce ’high quality’ recollections of a scenario,

spent more time looking at the screen during the specific scenarios[46]. Therefore, a research
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opportunity arises to try and reverse the finding. The assumption would be that if par-

ticipants spend more time looking at the screen, they will remember the scenarios better

after the interaction. To challenge this assumption, the robot cues towards the images at

the beginning of each scenario using phrases such as ”Look at the screen! It will help you

understand the scenario better.” or ”You can now study the pictures in front of you showing

the different options.” with the expectation that participants will indeed pay more attention

to the pictures.

3.3 Memory System

For this experiment, the existence of a memory system that utilizes both episodic and seman-

tic memory to store and retrieve relevant information during the interaction is imperative,

as explained in section 2.3.

The episodic memory stores data related to the scenarios, the decisions each participant

made, and the reasoning behind them. These are later mentioned in the conversation to

remind the participants of the specific event and ask them to further argue about their

choices. This is expected to elicit more positive reactions about the robot and lead to

participants perceiving it as better liked and accepted[34]. Additionally, the participants’

names are stored in episodic memory, utilized for the same reason at the beginning and end

of the interactions. Similar studies [33, 38, 37] have used first names, in addition to shared

memories, to implement a personalized interaction with mostly great results regarding the

robot’s likeability and intelligence. The method of storing these values is a simple .csv file

with records for each of the scenarios discussed.

The semantic memory allows for the robot to make deductions about the value profile of

each participant based on their overall interaction and their decision-making process through-

out all of the scenarios. For the storing of this abstract information, the participants’ choices

and the words used to motivate them are used to build a Bayesian network that links the

situational variables to the specific values. A representation of the network can be seen in

Figure 3.3.

At the start of session 1, the network is initialized, and probabilities are assigned initial
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Figure 3.3: Graph representation of the Bayesian network for the semantic memory

values. These values are informed by the situational characteristics associated with each

Schwartz value and the participant’s personal ranking of the Schwartz values at the beginning

of session 1. More specifically, each Schwartz value is intuitively linked with the situational

characteristics. For example, it can be deduced that ”Achievement” is positively linked to

”Intellect” but usually negatively linked to ”Duty”, while ”Adversity” has no significant

effect. On the other hand, ”Benevolence” is the exact opposite. Similarly, ”Conformity”

is positively linked to ”Duty” and negatively linked to ”Adversity”, with no obvious links

to ”Intellect”, while, for ”Self-Direction”, it can be said the opposite: ”Duty” can affect it

negatively, and ”Adversity” in a positive way. Since these are intuitive rules, the change

of the priors is relatively small, where they are set to 0.4 (or 0.6) in the case of negatively

(or positively) affected by the two linked characteristics, and they are set to 0.5 if they

counteract each other.

Since the scenarios and the time to update the network are limited, a piece of stronger

information was considered as a prior for the initialization. Before the first interaction,

participants are asked to rank several Schwartz values, depending on how important they

find them. According to their position in the ranking, and using the value provided by
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the situational characteristics computations, the priors are changed once more to better

reflect the participant’s view of each value. If the value was ranked at positions 1-3, a small

number, appropriate to the ranking, was added to the prior, whereas at positions 4-6, it was

subtracted.

The Bayesian network updates every time there is new information about the participant,

meaning when a participant’s decision and its argumentation are provided. The data that

the network uses as input is the context of the scenario (the combination of situational

characteristics), the subject’s chosen and discarded values, and their argument. First, the

argument is analyzed for the use of vocabulary that could indicate a specific value. For this

purpose, a dictionary specifically developed to assess references to personal values [47] was

utilized, and points were awarded for each of the values depending on the detected words.

Using these points, the network updates the conditional probability of the chosen value,

given the specific context.

When the agent has completed the updates, it can calculate the conditional probabilities

of each value and, depending on which ones are more prevalent, can choose the corresponding

scenarios to discuss further and get more information on. The ultimate use of this system

emerges in the second session of the experiment where the two memories work in tandem.

The robot uses semantic memory to make a general statement about the participant and their

values, then substantiates this generalization with an example from the episodic memory.

3.4 Follow-up questions

For the semantic memory to achieve a value profile as close to the participant as possible, the

Bayesian Network needs to be updated with a sufficient amount of data. Since a minimal

combination of values and situational characteristics are tested with the scenarios, there

needs to be a way to enhance the network to more accurately calculate the value profile

and reduce uncertainty. Since introducing new scenarios would be too time-consuming, a

change to the original scenarios is proposed. In the second session, after discussing the

importance and consequences of their decision, the robot suggests a slight alteration in a

way that changes the situational characteristics of the specific scenario, while the options,
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# Original
D.I.A.

Follow-up
D.I.A.

Possible Alteration

1 0,0,1 1,0,1 she had done the same to others before, but they did not speak up
2 0,1,0 0,1,1 it was a really good friend of yours and would accuse you of being a

bad friend
3 0,1,1 0,1,0 there were more people in the group that did not agree with that topic
4 1,1,1 1,0,1 it was just a normal class, but your professor strongly disagreed with

the strike

Table 3.2: Examples of follow-ups previous scenarios. Situational characteristics (Duty, Adversity, Intellect)
are denoted with 1 if present and 0 if absent.

and therefore the value conflict, remain the same. The alteration depends on the previous

answer of the subject, while subtly attempting to push them towards the other option. The

Bayesian Network is updated with this new information and the assumption is that the

conditional probabilities will be more in line with the participant’s behavior. The proposed

alterations for the example scenarios of Table 3.1 are given in Table 3.2.

3.5 Feedback

As described in Section 2.2.3, the feedback provided to the participants is meant to motivate

them and increase their feeling of competence so they’re more engaged during the conversa-

tion. Feedback during the interaction is given in 2 ways. Firstly, when the subject is asked

to justify their decisions if their argument is not sufficiently explained, the robot inquires

further about their reasoning, selecting from a pool of more in-depth questions, which are

designed to extract more information from the participant, while stating that what they just

provided is not adequate (e.g. ”It’s not quite clear to me yet why you would do this, can

you talk a little more about it?”). If they fail to do so for a second time, an encouraging

but critical prompt is given (e.g. ”Maybe think on it for a little longer and we’ll talk about

it next time.”). Furthermore, after an argument has been provided, the robot gives positive

non-generic feedback, praising the quality of the explanation but not the choice itself (e.g.

”Great explanation!”). Another great form of feedback that this particular study would have

benefited from is gestures. However, the limited capabilities of the robot, in combination

with the noises produced during its movements, would have impacted the user’s experience

and the data collection greatly and therefore gestures were not included in the final design.
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3.6 Robot manipulation

A major issue that was apparent during previous studies is the speech recognition of robots,

and more specifically the NAO robot[48, 49, 50]. The noises produced by the robot itself, the

distance from the participant that is talking, the participant’s pitch and volume, and noises

from the environment, are all things that can severely affect the speech recognition software

[51] and reduce the quality of the interaction, and subsequently the participant’s engagement.

For this reason, a decision was made to manipulate the robot through a Wizard of Oz(WoZ )

interface. The robot’s dialogue was scripted and programmed into the application, but the

participant’s answers were provided by the experimenter by choosing between buttons on

a different program, unbeknownst to the participant, to maintain the illusion of an actual

conversation with the robot. The WoZ program was designed to only register answers to

multiple-choice questions or advance the dialogue since the delay in typing an answer to an

open-ended question would give away the pretense.

3.7 Argument Quality

For the ultimate goal of the experiment, which is to enhance the participant’s understanding

of values, it is important to set learning goals in the beginning and define what the partici-

pants should gain from the interaction. To measure this aspect, the quality of argumentation

is introduced and the goal is to improve the quality over the two sessions.

Self-regulated learning (SRL) refers to the proactive process of taking control of the

learning experience and can facilitate the setting of goals. It involves assessing oneself, setting

goals, employing appropriate strategies, and monitoring one’s progress with the intention of

academic advancement[52]. Many SRL models have been developed over the years [53],

but the one referenced in this thesis is the cyclical phase model Zimmerman and Moylan

adapted[54] (Figure 3.4).

SRL is closely intertwined with motivation and can have a reciprocal effect. On the one

hand, it can enhance and maintain motivation through self-motivation beliefs. On the other

hand, when motivation is high, the effects of SRL can be more impactful.
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Figure 3.4: SRL model adapted from Zimmerman and Moyle[54]

To assess the quality of the participants’ arguments, multiple schemes were considered.

The first scheme considered was the Structured of Observed Learning Outcomes (SOLO) tax-

onomy[55], which categorizes the arguments into five distinct levels: prestructural, unistruc-

tural, multistructural, relational, and extended abstract levels. Despite the comprehensive

nature of this taxonomy, the nature of the questions does not allow for answers of sufficient

length to cover the whole spectrum and, therefore there is a need for an alternative scheme.

Given that the objective of the experiment is to elicit insightful arguments that analyze the

reasons for certain behaviors, it was important to consider both categories of arguments, as

well as levels of arguments. The combination of the two has been used before, as documented

by Ullmann[56], and it entails a two-stage coding system that addresses the two dimensions,

depth (categories) and breadth (levels) is widely used to map both qualities.

For the first dimension, two categories were chosen: descriptive and reflective. An argu-

ment is characterized as descriptive if it provides a description of the current situation, or of

the possible outcomes given the behavior choices. Respectively, an argument is characterized
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Depth Dimension Breadth Dimension
Categories Explanation Value Levels Explanation Value
Reflective thoughts going through their

mind, expressing likes and be-
liefs(values)

1.0 Report no mention of any value -1.0

Descriptive description of the situation in
the real world, or possible out-
comes of the options

0.0 Mention brief or implied mention of a
value

-0.5

Express direct or implied expression of a
value

0.5

Analyze in-depth expression and analysis
of a value

1.0

Table 3.3: 2-stage argument quality assessment scheme

as reflective if it includes the thoughts going through the participant’s mind, not limited to

describing the situation, or if it expresses their likes and beliefs. For the second category,

there needed to be distinct levels of value inclusion in the provided arguments. Isaacs et.

al [57] define a similar scheme in their paper regarding the emotional depth of participants’

reflections. Their scheme regards four mutually exclusive levels: Report, Mention, Express,

and Analyze. For the purposes of this study, this scheme has been altered to reflect the depth

of value reference. An argument that made no mention, explicit or implicit of any value, is

considered to be of level ”Report”. If there is a brief mention of a value, that argument is

considered to be in the ”Mention” level. However, if there is a direct or implied expression

of a value, that argument belongs in the ”Express” level. Subsequently, the ”Analyze” level

is reserved for arguments that include an in-depth expression and analysis of a value.

Since this study aims to elicit thought and reflection, a reflective argument is considered

better than a descriptive one, and respectively, the Breadth levels can be considered ordinal,

with ”Report” being the lowest one, and ”Analyze” being the highest. Therefore, they can

be quantified and mapped to a value. The values associated with each level, as well as an

overview of the assessment scheme for argument quality, can be found in Table 3.3.
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Method

4.1 Participants

A total of fifty-five adults participated in the experiment, ages between 22 and 38. The initial

participants were fifty-seven, but two of them did not complete the second session within the

decided time window and were therefore excluded from the study. The number of subjects

that identified as male is significantly larger (37) than female (18). The participants were

recruited at the TU Delft campus and were mostly students, former students, or employees of

the university. Two of the subjects have completed their high school education, thirteen have

attained their Bachelor’s diploma, thirty-seven have Master’s level education, and three were

at a level of Ph.D. or higher. The participants were separated into two conditions randomly

and of the 55, 28 were in the baseline condition, whereas 27 were in the memory condition.

4.2 Material and Setup

Throughout all interactions, the setup remained consistent (Figure 4.1). The robot that

was used is the NAO V6 of Interactive Robotics and it was positioned on a desk while the

participant sat in a chair facing towards it. Between them, there was a screen that displayed

the images relevant to each scenario. A microphone was placed in front of them, next to

the screen, and connected to the experimenter’s laptop to record the conversation and the

subsequent interview with the experimenter. The experimenter was seated to the back left
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Figure 4.1: Study Set-up

of the participant with a Dell XPS laptop which was used to run the application. The audio

was recorded through the Audacity program.

4.3 Questionnaires

4.3.1 Pre-Session 1 Questionnaire

Throughout the study, participants are asked to complete two questionnaires: one before the

first session, referred to as the pre-session 1 questionnaire, and one after the second session,

termed the post-session 2 questionnaire.

The pre-session 1 questionnaire includes some demographic questions, a subset of the

Revision of the Self-Monitoring Scale, and a ranking of their personal values.

Self-Monitoring Scale

The Self-Monitoring Scale, initially developed by Snyder[58], and later revised by Lennox

and Wolfe[59], is used to investigate consistency in expression across situations and would in-

dicate which participants are more in control of their reactions. The Revised Self-Monitoring
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Scale is comprised of two subscales, ”Ability to modify self-presentation” and ”Sensitivity

to expressive behavior of others”, which can be considered together, as well as separately.

In this study, the most relevant of the two is the ability to modify self-presentation and thus

is the one included in the questionnaire. The items of the subscale are as follows:

1. In social situations, I have the ability to alter my behavior if I feel that something else

is called for.

2. I have the ability to control the way I come across to people, depending on the impression

I wish to give them.

3. When I feel that the image I am portraying isn’t working, I can readily change it to

something that does.

4. I have trouble changing my behavior to suit different people and different situations.

5. I have found that I can adjust my behavior to meet the requirements of any situation

I find myself in.

6. Even when it might be to my advantage, I have difficulty putting up a good front.

7. Once I know what the situation calls for, it’s easy for me to regulate my actions accord-

ingly.

The above items are measured with a 6-point Likert scale represented by levels of agree-

ment with the statements. The choices available to the participants were: ’Always true’,

’Generally true’, ’Somewhat true’, ’Somewhat false’, ’Generally false’, and ’Always false’.

Personal Value Ranking

Participants are also tasked with ranking six of the Schwartz personal values based on their

perceived importance. In addition to ”Benevolence”, ”Achievement”, ”Self-Direction”, and

”Conformity”, the values included in the list are ”Power” and ”Hedonism”. These values

are provided as a distraction so that the participants are not biased when responding to the

scenarios later on, as well as to have a better estimation of the relative distance between the
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Concept Items

Anthropomorphism
Fake – Natural
Machinelike – Humanlike
Artificial – Lifelike

Animacy
Stagnant – Lively
Apathetic – Responsive
Inert – Interactive

Likeability
Unfriendly – Friendly
Awful – Nice

Perceived Intelligence
Incompetent – Competent
Foolish –Sensible

Table 4.1: Subset of items from the Godspeed Questionnaire included in the post-session 2 questionnaire.

considered values. The participants were given papers representing each value and, initially

starting with two, were asked to place them in a descending order of importance. A new

value was introduced at every step until all values were ranked. In the same questionnaire,

the participants were also asked about their confidence in the ranking, with a 5-point Likert

scale. The same variable is gathered in the post-session 2 questionnaire, in the same manner.

4.3.2 Post-Session 2 Questionnaire

The post-session 2 questionnaire includes a subset of the Godspeed questionnaire, a choice

between two value profiles in the form of radar plots, and, once again, a personal ranking of

a subset of the Schwartz values.

Godspeed Questionnaire

The Godspeed Questionnaire [60] was developed as a standardized measurement tool for

human-robot interactions and measures 5 concepts: anthropomorphism, animacy, likeability,

perceived intelligence, and perceived safety. Each of these concepts is evaluated through

different items using a semantic differential scale that ranges from 1 to 5. A total of 10 items

were selected for this study, comprising 3 each from the ”anthropomorphism” and ”animacy”

concepts, and 2 each from the ”likeability” and ”perceived intelligence” concepts. No items

were included from the ”perceived safety” concept as it was deemed unrelated to the topic.

The full list of items in the questionnaire can be found in Table 4.1.
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Value Profile Plots

At the end of the experiment, the participants are asked to choose between 2 value profiles,

meaning the robot’s estimation of how important they consider each of the 4 values. One

of the profiles constitutes the true probabilities estimated by the Bayesian network, while

the second is initialized as such but then a random number between 0.8 and 1.5 is added

or subtracted from each of the original values. The participants are shown an image that

displays both value profiles on the same radar plot, the function of a radar plot is explained

to them, and then they are given time to look at and interact with the plot to make their

decision. After choosing the one which they think better represents them and how important

they find these values, they are asked to give a confidence score for their choice.

4.4 Procedure

4.4.1 Session 1

Before the first session, the participants are asked to read and sign the consent form which

is also explained to them verbally. At this point, they also fill in the first questionnaire, and

the researcher keeps track of their value ranking to input into the system.

In the next stage, the subject takes their place in front of the robot, the experimenter

enters the ranking of the values into the program and initiates the audio recording, the

WoZ interface, and the robot application. In session 1, the interaction is almost identical

for the two conditions (baseline/memory). First, the robot provides a brief introduction,

introducing itself and explaining the purpose of their conversation. For each of the six

scenarios, the robot describes the situation and the different behavior options, while it shows

the corresponding image on the screen in front of it. In the case of the memory condition, at

this moment, the robot verbally cues toward the screen so that the participant pays closer

attention to the images. In the baseline condition, no such cue is given. The robot then asks

for the participant’s behavior choice in that situation, the reasoning behind their answer, as

well as two questions regarding how difficult it was to make the decision and if they have

previously been through a similar situation. When all the scenarios have been discussed, a
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brief outro is presented, marking the conclusion of the interaction. After the first session, the

experimenter interviews the subjects regarding their recollections of the scenarios discussed.

The full process is described later in this section (4.4.4).

4.4.2 In-Between Sessions

Between session 1 and session 2, the experimenter goes through the audio files and records

the given answers which will be used in session 2. These are restructured to be more clear

and concise.

The goal was to keep the time that transpires between the two sessions around 7 days,

with the final average calculated at 8.164 days. According to Ebbinghaus’s Curve of Forget-

ting[61], which refers to the retaining of newly learned information during learning, humans

will forget almost 75% of the acquired knowledge within 2 days. Since Ebbinghaus’s study

attempted the retention of nonsensical syllables which can be hard to remember, in this

study a longer time window is considered to account for the more meaningful information,

that although new, should be easier to remember within the context.

4.4.3 Session 2

For session 2, the difference between the two conditions is more prominent and should be

described separately. For the baseline condition, after a short introduction where the robot

does not show any signs of recognizing its conversation partner, three scenarios are picked

randomly, from those that were not discussed during session 1. For these scenarios, the

order of events is similar to session 1. A short description is given, followed by the choice

sequence, where the subject has to decide and justify their choice, as well as answer about

the difficulty and the relatability of the scenario. At this point, the concepts of values and

context are introduced. The participant is asked to self-reflect on why they consider their

choice important, and what its consequences are, and finally, the robot asks the follow-up

question. When the robot has discussed all three scenarios, a small outro is given which

provides a quick summary of the interactions.

For the memory condition, the robot greets the participant by name and introduces
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the topic of this interaction. The three values with the highest posterior probabilities are

extracted from the Bayesian Network of the semantic memory, and, for each value, one

scenario discussed in session 1 where that value was chosen is selected to be discussed further.

The robot reminds the participant of the scenario, cues towards the images on the screen, and

then asks if they remember what they had answered in the previous conversation. The robot

responds accordingly, reminds the participant of their argument, and, after introducing the

values and the contexts, asks the subject to self-reflect on why that choice was important to

them. Similarly to the baseline condition, they then move on to talk about the consequences

of their choices, and a follow-up question about an alternative context, while the interaction

ends with a short conclusion. The interview regarding recollections is repeated for this

interaction, similar to session 1.

After the second interaction, the post-session 2 questionnaire is given to the participants.

4.4.4 Post-Interaction Interview

Immediately after each interaction, the experimenter conducts a short interview to assess

the quality of the recollections and the memorability of the scenarios. This factor indicates

the participants’ attentiveness during the conversation, and various reasons may account

for the differences in recollections among individuals. The interview follows a semi-scripted

format where specific questions are posed to all participants, but the experimenter is free

to seek additional information depending on the responses and the expressiveness of each

subject. The general script is adapted from the one crafted by Nikkels[46] for Burger’s

study, and the two-part format, which was optional, was established for all individuals.

First, the participant is questioned on memories of the interaction that they can freely

recall, and second, the experimenter presents the images that appeared on the screen during

the scenarios and inquires further about them. The script that was followed can be found in

Appendix B.
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Figure 4.2: Subvalue Structure for Value Annotation

4.5 Variables

In the following section, different variables collected during the experiment or the processing

of the data are described in detail, before moving to the Data Analysis chapter.

4.5.1 Argument Annotation

Each of the arguments provided by the participants was annotated according to the scheme

described in Section 3.7 for argument quality and therefore are associated with a category

of ”Depth” and a level of ”Breadth”. Moreover, the argument is examined for the value

it expresses, according to the Schwartz circumplex model and the subvalue structure[13]

(Figure 4.2), and therefore has an ”Argument Value” label.

During the first session, one argument was collected per scenario discussed, with a total of
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6 scenarios per participant. For the second session, in the baseline condition, two arguments

were collected for each scenario, while in the memory only one, with a total of 3 scenarios

discussed. This is due to the fact that, in the baseline condition, a new scenario was in-

troduced, so the robot asked for the reason for choosing a behavior (’choice’ argument). In

both conditions, the subjects are questioned on whether they consider a particular value im-

portant based on the robot’s assumptions, and the reason for their perspective(’importance’

argument). The information about their agreement or disagreement with that assumption

is also recorded and shall now on be mentioned as ”Assumption Perception”.

Additionally, each argument has an ”Assumed Value” based on the value associated with

the chosen behavior. To verify that this assumption made by the robot is correct, the

”Assumed Value” is compared to the ”Argument Value” and it is determined if these two

values match. Two methods of comparison are introduced and will be studied in the Data

Analysis Section. The first is the ”Exact Match”, meaning that the values match exactly.

However, the Schwartz model is circular and many of the values can be close to two or more

others. Since this study only examines 4 of the 10 Schwartz values, it is only understandable

that it cannot cover all the values displayed by the participants, and it is deemed beneficial

to perform a ”Close Match”, meaning matching the two variables in the case that they are

next to each other in the Schwartz circumplex model.

In summation, each argument is characterized by 6 (or 7) annotations: Depth, Breadth,

Argument Value, Assumed Value, Exact Match, Close Match, and Assumption Perception

in the case of the ’importance’ arguments.

4.5.2 Recollections Quality

The recollections gathered during the post-interaction interviews were categorized into 3

levels, each of incremental quality, for every scenario mentioned by the participant. These

annotations were derived from the experimenter’s notes taken during the interview and are

defined as follows: at level ’Low’, the participant could recall the scenario and its details, at

level ’Medium’, the participant could also describe the images displayed on the screen with

some inaccuracies, and at level ’High’, the participant could accurately recollect the presented
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Figure 4.3: Labeling Hierarchy for reasons for remembering

images along with the scenario details. For better analysis of the data, a quantitative scale

from 1 to 3 is defined for the three possible levels.

4.5.3 Reasons for Remembering

Regarding the reasons for remembering particular scenarios, due to the shared topic of con-

versation, the annotations are based on the analysis done by Nikkels[46], which is also loosely

based on the work of Tsfasman[62]. Nevertheless, these annotations have been tailored to

the specific themes inherent in the dataset. The resultant thematic analysis is presented in

Figure 4.3.
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4.5.4 Plot Choice

For each participant, the information about which Value Profile Plot they chose, and with

what confidence, will be important for the analysis. The plot choice is a binary variable

with values ’Robot’s Plot’ and ’Random Plot’, while the confidence is measured in a 5-point

Likert scale where 1 is Not Confident, and 5 is Very Confident.

4.5.5 Godspeed Questionnaire results

The recorded answers to the Godspeed questionnaire are also of importance for Hypothesis

4. Each of the questions is answered on a 5-point Likert scale and, for each concept, all

questions are considered of equal weight. Therefore, the average for each concept will be

examined instead.
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Data Analysis

In this section, a thorough explanation of the processing and analysis of the data collected

during the experiment will be provided. Subsequently, the results will be interpreted in an

attempt to prove the hypotheses presented in section 2.4.

5.1 Data Processing

5.1.1 Interrater reliability

Since a large portion of the variables consist of manually annotated data, an interrater

reliability test is required to establish the validity of the annotations. This regards the

variables of the arguments, meaning their Depth, Breadth, and Value. The total amount of

the arguments were annotated by the main researcher, while 15% of them were annotated

by a second annotator who was given the argument quality scheme and instructions on

how to assess the arguments. Krippendorff’s alpha was used to evaluate the inter-annotator

agreement. For the Depth variable, using an ordinal kernel, the value achieved was α = 0.819,

for the Breadth variable, an ordinal kernel was used which resulted in α = 0.846, while for

the Argument Value variable, a circular kernel was applied, to account for the Schwartz

circumplex model, and produced a value of α = 0.777. We can therefore conclude that for

the Depth and Breadth variables, the agreement was reliable (α > 0.8), whereas for the

Argument’s Value variable, tentative conclusions can be made (α > 0.667).
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Figure 5.1: Percentage of Reflective Arguments
per Condition per Session

Figure 5.2: Frequency of Breadth Level Values
per Condition per Session

5.1.2 Incomplete data

Two of the total subjects in the study participated only in the first session of the experiment.

The data from those sessions was disregarded and is not included in the analysis.

5.2 Statistical Analysis

5.2.1 Hypothesis 1

Participants in the memory condition will have a better quality of argumentation, especially

in the second interaction.

The quality of argumentation is defined by a 2-level scheme as delineated in section 3.7.

For the Depth variable, only the reflective arguments will be reported as the two values

are complementary. In Figures 5.1 and 5.2, the frequency of the values for the Depth and

Breadth variables are presented.

Firstly, the correlation between the two variables needs to be examined. The Shapiro-

Wilk test reveals that both variables are non-normally distributed (Depth: W = 0.61, p <

2.2e−16, Breadth: W = 0.87, p < 2.2e−16). The more fitting correlation test is Spearman’s

correlation coefficient which weakly relates the two variables (r = 0.28, p = 4.325e − 10),

therefore they can be explored independently.
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Figure 5.3: Distribution of Difference of Normal-
ized Averaged Depth Level per Condition

Figure 5.4: Distribution of Difference of Normal-
ized Averaged Breadth Level per Condition

In Figure 5.1, a noticeable difference can be observed for session 1 between the two

conditions. To further examine the effect, we average the number of reflective arguments

per participant, and the ANOVA test reveals a significant difference (F (1, 53) = 6.62, p =

0.0129, r = 0.673) between the baseline and the memory condition with a large effect size.

Therefore, even from the first interaction, participants in the memory condition seem to

reflect more in their arguments.

Since the interest is in the improvement of the argumentation quality over the 2 ses-

sions, the difference between the 2 sessions is considered. First, both Depth and Breadth

levels are normalized per condition using z-score to account for the differences between par-

ticipants in the conditions. Then, for each participant, the Depth and Breadth levels are

averaged per session and their difference is calculated. After confirming that the data fol-

low a normal distribution (Depth: W = 0.97, p = 0.275, Breadth: W = 0.96, p = 0.067),

and are homogeneous for both conditions (Depth: F (1, 53) = 0.68, p = 0.413, Breadth:

F (1, 53) = 0.04, p = 0.842), a one-way ANOVA test was performed which showed a sig-

nificant effect between Depth progression and condition with large effect size (F (1, 53) =

4.83, p = 0.0324, r = 0.553). No significant effect was found between Breadth progression

and condition (F (1, 53) = 0.054, p = 0.817, r = 0.007). The distribution of the differences in

average levels for Depth and Breadth can be found in Figures 5.3 and 5.4.
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The difference for Depth in the baseline condition seems to be larger, looking at figures

5.1 and 5.3, but that is because reflective arguments were already more frequent for the

memory condition in session 1, so there was no room for much improvement.

About the arguments’ Breadth, it can be said from Figure 5.2 that ’Report’ arguments

seem to decrease while ’Analyze’ arguments seem to increase for both conditions, however,

overall, no significance can be attributed to this effect.

5.2.2 Hypothesis 2

Participants in the memory condition are more likely to agree with the robot’s value profile

about them.

To test this hypothesis, the variables for Plot Choice and Confidence will be utilized.

Figure 5.5 shows which plot participants identified as more representative of their own values

for each condition. The number of participants that correctly identified the robot’s plot is

the same for both conditions, while the only difference in the random plot is because of the

uneven number of subjects in the conditions. This means that the hypothesis cannot be

confirmed, however, it is still interesting to study to try and understand why this happens.

Looking at the frequency of the confidence scores (Figure 5.6), the participants in the

memory condition seem to overall rate their confidence in choosing the correct plot higher.

The Shapiro-Wilk normality test showed that the distribution for confidence is not normal

(baseline: p = 0.0014, W = 0.858, memory: p = 0.0006, W = 0.836). The Wilcoxon rank-

sum test shows that the confidence of choice between the baseline condition group(Mdn =

4.0) and the memory condition group(Mdn = 4.0) does not differ significantly (W =

284.5, p = 0.0916, r = −0.228), while the difference of confidence between participants that

chose the robot’s plot (Mdn = 4.0) and participants that chose the random plot (Mdn = 4.0)

is also not significant (W = 384, p = 0.704, r = −0.0512). Even if there is no significance to

the data, in Figure 5.7 there is a clear trend of the memory condition group that chose the

random plot to be the most confident of their choice.

The reason for this discrepancy should be more clear after the next hypothesis exploration.
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Figure 5.5: Number of Participants per Plot Choice per Condition

5.2.3 Hypothesis 3

Participants whose arguments reflect the assumed value of their choice are more likely to

identify the robot’s value profile correctly.

In the previous hypothesis, although it was not possible to confirm it, an interesting dis-

crepancy was identified and the reason for it could be linked to the results of this hypothesis.

Since the robot’s model only includes 4 of the 10 Schwartz values, the assumptions that the

robot makes are not going to always be correct. Human motivation is multi-faceted and

cannot always be limited to one reason. Therefore, the participants in the memory condition

that chose the random plot might understand their values much more, but the robot might

not have been as good at assessing them. In this section, the link between plot choice and

the assumptions of the robot will be explored.

For each participant, a percentage of matching values was determined from the overall ar-

guments provided. For the two variables of ’Exact Match’ and ’Close Match’, the distribution

of those percentages per Plot Choice can be seen in Figures 5.8 and 5.9.
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Figure 5.6: Frequency of Confidence values per Condition

Figure 5.7: Distribution of Confidence for participants in the two conditions per Plot Choice
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Figure 5.8: Exact Match Percentage distribution
per Plot Choice

Figure 5.9: Close Match Percentage distribution
per Plot Choice

It appears that the overall percentages of the Close Match tend to be higher(Mdn =

58.33) than those of the Exact Match(Mdn = 44.44). Both variables don’t follow a normal

distribution according to the Shapiro-Wilk normality test (Exact: W = 0.96, p = 0.043,

Close: W = 0.95, p = 0.02), so the Wilcoxon rank-sum test is performed to compare between

the different plot choices. As is apparent from Figures 5.8 and 5.9, no significant difference

was found between participants that chose the Robot’s plot (Exact: Mdn = 47.22, Close:

Mdn = 61.31) and those that chose the Random Plot (Exact: Mdn = 41.67, Close: Mdn =

55.56) for either Exact Match (W = 450, p = 0.132, r = −0.203) or Close Match (W =

465.5, p = 0.077, r = −0.238). Close Match is slightly more significant and also is a better

representation of value relations, so for the rest of the analysis, when discussing matching

argument values, it is assumed that they are closely matching.

At this point, it is important to explore the self-reported measure of Assumption Per-

ception, which denotes how participants perceived the assumptions made by the robot. In

Figure 5.10, the frequency of each of the values is displayed per Plot Choice. Participants

who chose the robot’s plot appear to have answered ”sometimes” three times more often

than those who chose the random plot (22,73% vs 7.14%), which could indicate that they

understand the intricacies of decision-making, and how context can play an important role.

It is also important to note that participants who chose the random plot disagreed two times
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Figure 5.10: Assumption Perception Frequency per Plot Choice

more often with the robot’s assumption (7.58% vs 16.33%). That is aligned with the theory

that the model for the values was not able to fully capture the subjects’ value profile.

To further investigate this theory, the relation between matching values and assumption

agreement is explored. In Figure 5.11, the percentages of agreement (both ’yes’ and ’some-

times’) are considered depending on which plot was chosen and if the values of the arguments

match. Although not significant, the frequency of agreement is lower for those who chose

the random plot. Additionally, between arguments in which the values matched and those

that didn’t, for both plot choices, the agreement was lower, which is expected.

5.2.4 Hypothesis 4

Participants in the memory condition will find the robot more likable and lifelike.

For this hypothesis, we will utilize the results of the Godspeed questionnaire. The distri-

bution of the ratings per question is shown in Figure 5.12, and per section of the questionnaire

in Figure 5.13. The question ratings for each section have similar distributions, while overall,
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Figure 5.11: Assumption Agreement frequency for Plot Choice and Value Matching

’Likability’ is rated the highest, and Anthropomorphism the lowest.

Figure 5.14 shows the ratings for each section per condition. A one-way independent

t-test proves that none of the sections are significantly higher in the memory condition, with

Likability even being slightly lower (Anthropomorphism: t(53) = 0.375, p = 0.355, Ani-

macy: t(53) = 0.865, p = 0.195,Likability: t(53) = −0.227, p = 0.589, Perceived Intelligence:

t(53) = 1.403, p = 0.0832).

5.2.5 Hypothesis 5

Participants in the memory condition will have better recollection quality than those in the

baseline condition.

First, the average number of scenarios that participants remembered is explored for this

hypothesis. In Figure 5.15, the boxplot shows the number of scenarios that participants

remembered in session 1 for the baseline (M = 4.25, SD = 1.076) and for the memory
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Figure 5.12: Godspeed Questionnaire Ratings
Distribution per Question

Figure 5.13: Godspeed Questionnaire Ratings
Distribution per Section

Figure 5.14: Godspeed Questionnaire Ratings per Condition per Section
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condition (M = 4.0, SD = 1.24), as well as in session 2(baseline:M = 2.71, SD = 0.535,

memory: M = 2.89, SD = 0.32). Since in session 2, only three scenarios were discussed,

which was reportedly easier to remember, it is expected that the means are closer to the

total number.

Figure 5.15: Distribution of Number of Remembered Scenarios per Session per Condition

Looking at the Quality Level of those scenarios in Figure 5.16, along with the percentage of

those that were not mentioned, participants seem to remember the scenarios more accurately

and for the most part can describe the images. In session 1, participants in the baseline

condition seem to recollect scenarios with high quality more than those in the memory

condition (55.62% vs 48.15%), while in session 2 the opposite is observed (82.56% vs 86.59%).

To better study the quality of recollections, the average quality per participant is calcu-

lated according to the enumeration explained in section 4.5. In Figure 5.17, the distribution

of the participants’ average quality level is shown. The Shapiro-Wilk normality test reveals
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Figure 5.16: Frequency of Quality Levels per Ses-
sion per Condition Figure 5.17: Distribution of Participants’ Aver-

age Quality of Recollections per Session per Con-
dition

that the data does not follow a normal distribution (W = 0.66, p << 0.001). Performing a

Kruskal-Wallis test, we conclude that the quality average is not significantly affected by the

condition (H(1) = 0.047, p = 0.828).

At this point, it is also interesting to look at the reasons that participants provided

for remembering specific scenarios. The frequency of all the sub-labels per condition and

the categories of labels per condition and session can be found in Figures 5.18 and 5.19

respectively.

It is worth mentioning that the ’Feelings’ category is much more prominent during session

1, while ’Thought & Ability’ rises in session 2. That makes sense considering that the

questions in session 2 are more complicated and require participants to reflect more within

themselves. A chi-square test is attempted to explore the relation between the quality of

recollections and the reason for remembering, but due to the low number of ’medium’ level

recollections, it is required to merge that level with another, which will be the ’low’ level,

since those recollections still fail to provide an accurate description of the pictures. The

test shows a significant association between the categories of recollections and the quality

(χ2(4) = 11.89, p = 0.0181). The full contingency table can be found in Figure 5.20, as well

as the respective mosaic plot (Figure 5.21). From the mosaic plot, it becomes apparent that

participants who were not able to describe the images accurately or at all, provided a reason
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Figure 5.18: Frequency of Sub Labels per Con-
dition

Figure 5.19: Frequency of Categories of Labels
per Condition

from the category ’Feelings’ as the main reason for remembering scenarios, while those that

could detail the images, considered ’Content’ the major factor. Comparing the two sessions,

it appears that ’Session’ has a big impact on reasons for remembering, not allowing room

for ’Condition’ to have an effect.
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Figure 5.20: Contingency Table for chi-square
test between ’Category’ of recollection and Qual-
ity

Figure 5.21: Mosaic of the categories of recollec-
tions per quality levels
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Chapter 6

Discussion

6.1 Implications

After the analysis of the data, the findings and implications of this study can now be discussed

regarding the impact of engagement strategies and memory on understanding during human-

robot interactions in education. No previous study was found that directly correlated the

quality of argumentation and engagement strategies (H1, 2.4). Our findings suggest that

initially there is a significant effect between the depth of participants’ arguments and the

use of engagement strategies. The hypothesis can be confirmed regarding the first interaction

but not in its entirety since the effect disappears in the second interaction, and additionally,

no effect was noticed on the Breadth level.

No relation was detected between the employment of engagement strategies and the par-

ticipants’ ability to correctly identify the value profile extracted from the robot’s memory

model (H2 ), with more people choosing the incorrect one. A very similar study was im-

plemented by Saveur[63], using a different memory model and taking into account all of

Schwartz’s values. In their study, almost all participants interacting with the complete

memory condition were able to identify the robot’s plot as the closest to their own. This

leads to the exploration of whether the value profile was accurate and if participants agreed

with the robot in its assumptions (H3 ). There is a slight indication that for the participants

who chose the plot generated by the robot’s memory model, the value assumptions made

by the robot and the values displayed by their arguments tended to coincide more often.
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Nevertheless, it is not enough to confirm the hypothesis and a more complete value model

like the one employed by Saveur might be necessary.

Likability in human-robot interaction has conflicting results in the existing literature.

Some studies have been able to show an increase in the likability of the robot by using a

memory model and incorporating shared experiences [34, 37]. Leite, Pereira, and Lehman[36]

noticed mixed results, depending on the age of the participants, where younger children

preferred the control version, and older the enhanced one. Saravanan et al.[31] observed

no notable change to any of the Godspeed sections. Our hypothesis about the connection

between personalization in the memory condition and likeability (H4 ) cannot be confirmed

by the data, and no significant effect can be reported for any of the other sectors as well.

Given the very high ratings of likability, the novelty effect could be an explanation for the

lack of difference between the two conditions.

The last hypothesis regarding the recollection quality being increased for the memory

condition (H5 ) cannot be confirmed based on the analysis of the data. When also consid-

ering the reasons for remembering, there is a clear pattern of different reasons being more

prominent for each session, indicating that the effect of the session was too strong to allow

room for the condition to have any effect. Similar studies that measure information retention

during the interaction mostly focus on easily measurable outcomes, such as words learned[38]

or mathematics score[64], rely on quantity over quality and have been shown to increase the

learning results. Quality, however, is not so easy to quantify, and although there are studies

that explore the quality of recollections[46, 65], it is not in regards to engagement strategies,

therefore it is not possible to compare them.

6.2 Limitations

6.2.1 Children-centered experiment with Adults

The study was initially designed for children, as the pilot was also performed with younger

ages. However, there were challenges in securing participation, either because the parents

were hesitant to give consent, the school’s scheduling did not allow for it, or because of the
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language barrier; the study was conducted in English in the Netherlands, so an international

or bilingual school was required. The only successful attempt at procuring children partici-

pants led to 6 children with informed consent, of which only 3 completed the experiment in

full, due to technical issues, scheduling conflicts, or issues with understanding the language.

Thus, the sample was deemed too small to deduce any results of statistical significance,

leading to the decision to conduct the experiment with adults.

Since the topic and visual content were tailored to a child audience, and despite the in-

struction that was given to answer the questions from the position of their current self, and

not of their past, child self, it is acknowledged that adults may not find the materials as

relatable. Additionally, the inherent differences in behavior, mental capacity, and commu-

nication style between adults and children raise concerns about the generalizability of the

findings to the intended target audience. Moreover, adults may articulate their thoughts

differently, potentially influencing the quality of the collected data.

6.2.2 Non-diverse Population

The participant population is another limitation, primarily consisting of university students

and employees, resulting in a sample that is highly educated and potentially not representa-

tive of a more diverse demographic. The study’s location at a technical university contributed

to a skewed gender distribution, with a larger male population. This may limit the broader

applicability of the study’s results, particularly in contexts with different educational and

gender compositions. Furthermore, while only 14 of the 55 participants had previous ex-

perience with the NAO robot, the technological background of many of the participants

implies a certain familiarity with newer technologies, that might not be present in a different

demographic.

6.2.3 Recollections Quality

The labeling scale for the quality of recollections also poses limitations. Due to the imprac-

ticality and the time investment of individually annotating interviews with the proposed

scheme by Nikkels[46], a different scale was devised. However, this alternative system may
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lack the necessary granularity to effectively differentiate between types of recollections and

provide any statistical significance.

6.2.4 Time of Interaction

Finally, the participants’ availability introduced a constraint on the experiment’s scheduling,

with sessions taking place at varying hours of the day. This flexibility, while practical, may

have influenced the participants’ attention and receptivity during the sessions, considering

the demonstrated variation in learning effectiveness at different times of the day, impacting

the overall quality of the collected data.

6.3 Further Research

6.3.1 Value Profile

One avenue for further research could involve exploring improved methods for creating the

value profiles and assessing and comparing values within the context of the study. Cur-

rently, the restricted number of values potentially limit the accuracy of representation in

the Bayesian network. Furthermore, another form of semantic memory could be considered,

since the updates to the Bayesian Network don’t seem to suffice to create a reflection of

the participants’ values. Expanding the range of values to capture a more comprehensive

spectrum, would enable a more nuanced understanding of participants’ value profiles. Ad-

ditionally, investigating ways to incorporate the importance of context into the information

conveyed to the participants could enhance their understanding of their values.

6.3.2 Better Recollection Quality Scheme

Enhancing the labeling scheme for recollections represents another area of potential research.

The current challenges in capturing levels of remembering, particularly in a large sample

size, suggest a need for a more practical and efficient system. Future research could ex-

plore the development of a labeling system that allows for better granularity in assessing

recollection quality, while also being feasible for large-scale experiments. An automated or

Page 53



Social Engagement in Children-Robot Interaction
Over Multiple Sessions Chapter 6

semi-automated system that can be filled during the interview process might offer a more

realistic and scalable approach to data annotation.

6.3.3 Visual Expressions

Given the participants’ feedback on the impact of expressions in images on their understand-

ing and decision-making, there is potential for further research into visual messages and their

role in information retention. Exploring how facial expressions influence participants’ per-

ception of scenarios and contribute to memory retention could offer valuable insights. This

line of research could involve controlling facial expressions in images to observe their effects

on decision-making and recollection. Understanding the interaction between visual cues and

cognitive processes may contribute to the development of more effective visual communica-

tion strategies within the context of interactive e-health solutions.
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Chapter 7

Conclusion

In this study, the main research theme was how a robot enhanced with engagement strategies

affects the understanding and the retention capacity for information when reflecting on

personal values. The robot discussed with the participants their behavior choices in different

situations and attempted to improve their understanding of the topic in general and of their

values.

In the context of this research, the effect of the engagement strategies between sessions

was studied in terms of the quality of the arguments the participants provided. A unique

scheme was developed for this purpose. Additionally, the accuracy of the robot’s assumptions

regarding the behavior choices is tested through plots reflecting the importance of the values

and a combination of self-reported agreements and annotated-assumed value consensus. The

behavioral impact of the robot is also studied, and more specifically its likability. Finally,

the effect of the engagement strategies on information retention is explored and the quality

and reasons for remembering are analyzed and linked.

Even though the experiment was not possible to be performed with children at this time,

several takeaways can be utilized in similar educational contexts. A significant improvement

between the two conditions was not found but some trends were identified that provide

insight for further research. Participants in the memory condition seem to be more confident

regarding their Plot Choice which could indicate a deeper understanding of their values. They

also seem to not find the robot as likable, but they do perceive it to be more intelligent. That
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could be attributed to the sharing of previous experiences, where the robot will reference the

participants’ arguments in the next session. The quality of recollections was much higher

for the second session since only 3 scenarios were discussed, compared to the 6 of the first

session, explained by the less cognitive stress, and in some cases the prior knowledge of

the process. An interesting connection was made between two of the categories of reasons

for remembering and the quality of recollections: in cases where the subject was not able to

recall the image displayed on the screen, the reason for remembering was mostly attributed to

’Feeling’, while when they provided an accurate description of the picture, the most probable

reason was ’Content’.

In conclusion, this study contributes to the growing body of research investigating the

influence of engagement strategies employed by robots in educational contexts. It not only

introduces an effective scheme for assessing argument quality as a learning outcome but also

offers meaningful insights into the nuances of attention and engagement dynamics during

human-robot interactions. By examining the reasons for retaining information and their

implications for conversation points, this study provides valuable guidance on how to strate-

gically capture attention and maintain engagement in human-robot interactions. These

findings offer a better understanding of the relationship between engagement and learning

outcomes, paving the way for more refined approaches in designing effective and engaging

human-robot educational interactions.
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Value Conflict D.I.A. Scenario description
Self-Direction vs Benevolence 0,0,1 you play tag and your friend denies that you tapped her
Self-Direction vs Benevolence 0,0,1 you are falsely accused of stealing a pen
Achievement vs Benevolence 0,1,0 you and your best friend have to fill in a worksheet but they

don’t understand it while you find it easy
Achievement vs Benevolence 0,1,0 the person sitting next to you can’t concentrate well during

a math course and starts distracting you
Conformity vs Self-Direction 0,1,1 you have to prepare a group presentation but you disagree

with the topic chosen by the group
Conformity vs Self-Direction 0,1,1 you think the professor is wrong
Benevolence vs Conformity 1,0,0 you see a classmate being bullied but your friends seem to

find it funny
Benevolence vs Conformity 1,0,0 a friend asks you if he can copy your assignment
Self-Direction vs Achievement 1,1,0 you have trouble concentrating on your test and an oppor-

tunity presents itself to peer at the person sitting next to
you

Self-Direction vs Achievement 1,1,0 you saw someone getting hurt but had to run back to class
for an exam

Conformity vs Achievement 1,1,1 you know a lot about the teaching material and the professor
asks you to help her with the teaching

Conformity vs Achievement 1,1,1 your friends would like to go to an environment strike but
the professor also wanted to teach an important lesson

Table A.1: Full list of scenarios used
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Interview Script

B.1 Free recall Section

I will now ask you a few questions about the conversation you just had with Robin.

1. Can you tell me some things that you remember from the discussion with the robot? If

the answer is not specific enough, rephrase the question, e.g.

• Do you remember any of the situations that you discussed?

2. Do you remember a specific moment when this happened?

• Can you tell me some more details from this moment?

• Do you remember the scenario/decision that you were discussing at that time?

3. Do you remember what was on the screen during that particular moment?

If not enough details are given, prompt for more information

• Can you describe the background/people/actions?

4. Why do you think that you remember this moment in particular?

• Do you think there is a specific reason that you remember this one better?

Try to identify whether the ‘why’ is related to:

• the robot’s behavior

65



Social Engagement in Children-Robot Interaction
Over Multiple Sessions Chapter B

• the visuals on screen

• the content/decision making process

5. Was there anything else that caught your attention and you would like to mention?

This can be about the interaction, the robot, the pictures, or even their thinking process.

An open question for free expression of thought.

B.2 Visual Stimuli Section

1. Pull out copies of the scenario visuals that they were shown

• Can you tell me which of these images you remember the best and why?

2. Is there anything else that you noticed? Another moment for free expression.
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