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Abstract: The past few decades have witnessed a growing popularity in Eulerian–Lagrangian solvers
due to their significant potential for simulating aerodynamic flows, particularly in cases involving
strong body–vortex interactions. In this hybrid approach, the two component solvers are mutually
coupled in a two-way fashion. Initially, the Lagrangian solver can supply boundary conditions to
the Eulerian solver, while the Eulerian solver functions as a corrector for the Lagrangian solution
in regions where the latter cannot achieve high accuracy. To utilize such tools effectively, it is vital
for them to be capable of handling dynamic mesh movements. This study builds upon the previous
research conducted by our team and extends the capabilities of the hybrid solver to handle dynamic
meshes. While OpenFOAM, the Eulerian component of this hybrid code, incorporates built-in
dynamic mesh properties, certain modifications are necessary to ensure its compatibility with the
Lagrangian solver. More specifically, the evolution algorithm of the pimpleFOAM solver needs to be
divided into two discrete steps: first, updating the mesh, and later, evolving the solution. This division
enables a proper coupling between pimpleFOAM and the Lagrangian solver as an intermediate step.
Therefore, the primary objective of this specific paper is to adapt the OpenFOAM solver to meet the
demands of the hybrid solver and subsequently validate that the hybrid solver can effectively address
dynamic mesh challenges using this approach. This approach introduces a pioneering method for
conducting dynamic mesh simulations within the OpenFOAM framework, showcasing its potential
for broader applications. To validate the approach, various test cases involving dynamic mesh
movements are employed. Specifically, all these cases employ the Lamb–Oseen diffusing vortex,
but each case incorporates different types of mesh movements, including translational, rotational,
oscillational, and combinations thereof. The results from these cases demonstrate the effectiveness of
the proposed OpenFOAM algorithm, with the maximum relative errors —when compared to the
analytical solution across all presented cases—capped at 2.0% for the worst-case scenario. This affirms
the algorithm’s capability to successfully handle dynamic mesh simulations with the proposed solver.

Keywords: OpenFOAM; dynamic meshes; hybrid Eulerian–Lagrangian solvers; vortex particle methods

1. Introduction

Hybrid Eulerian–Lagrangian solvers are attracting an increasing amount of attention
in recent years [1–5], particularly within the field of external aerodynamics. The funda-
mental concept behind the hybrid framework is to combine a mesh-based Eulerian solver
with a mesh-free Lagrangian solver in order to exploit their strengths while mitigating
their inherent weaknesses. Specifically, Eulerian methods, such as Finite Volumes, Finite
Elements, or Finite Differences, excel in resolving regions proximate to solid bodies, par-
ticularly boundary layers. They adeptly capture near-wall phenomena with efficiency
and high fidelity due to their capacity to leverage anisotropic elements. However, these
methods are in general dissipative and dispersive, making the deployment of vast amounts
of elements throughout the computational domain or the adoption of high-order discretiza-
tion schemes essential, increasing computational cost significantly. On the other hand, in
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Lagrangian approaches, like the Vortex Particle Method (VPM), the artificial diffusion can
be reduced significantly, especially in regions where viscous phenomena are not dominant
(e.g., wakes). Nevertheless, they are not capable of using anisotropic elements, making the
process of resolving boundary layers extremely difficult. An extensive description of VPMs
can be found in [6], while a detailed analytical review of the method was conducted in [7].
By combining these methods, hybrid solvers emerge, capable of utilizing the Eulerian
solver for the near-wall regions and the Lagrangian solver across the remainder of the
computational domain.

In the realm of external aerodynamic simulations, the presence of dynamic motions is a
ubiquitous phenomenon. This field encompasses a diverse range of applications, including
wind turbines, helicopters, cars, airplanes, and more. In Computational Fluid Dynamics
(CFD), the availability of tools capable of simulating flows around moving bodies is of
paramount importance. Simulation of moving bodies has been rigorously explored using
both Eulerian [8–10] and Lagrangian [11] solvers. Moreover, dynamic mesh simulations
have been successfully conducted through the integration of hybrid solvers. For instance,
in [12], simulations were conducted involving elastically mounted cylinders in a tandem
arrangement, utilizing their strongly coupled compressible Eulerian–Lagrangian solver.
In another noteworthy study, the authors of ref. [13] managed to simulate a four-bladed
advancing rotor by coupling compressible solver OVERFLOW with a VPM. Lastly, in
ref. [14], the authors carried out rotor simulations in hover conditions by employing a
hybrid method that combines an Eulerian-based Reynolds-averaged Navier–Stokes solver
with a Lagrangian-based viscous wake method.

In this study, the primary focus is on the hybrid solver introduced in [1], and specif-
ically the extension of the solver’s capability to handle dynamic meshes. The original
paper [1] presents a 2D hybrid Eulerian–Lagrangian solver that underwent validation in
fixed mesh cases. The Eulerian component of this hybrid solver was developed within the
OpenFOAM framework [15]. OpenFOAM is an open-source software tool renowned for its
capabilities in solving, pre-processing, and post-processing tasks related to Computational
Fluid Dynamics (CFD) and continuum mechanics problems. It is widely used in both
academia and industry since it is a powerful and flexible tool that allows for the customiza-
tion of existing solvers, the development of novel solver solutions, and the integration with
in-house software. The built-in solver of OpenFOAM that is used in this work is pimple-
FOAM, an incompressible, transient solver, which has been used in many studies [16,17].
Furthermore, OpenFOAM offers built-in features for handling moving meshes through
the utilization of the “dynamicMeshDict” dictionary. Various methods are available within
OpenFOAM for addressing the movement of bodies, with the most known in the field of
aerodynamics being the overset mesh, the morphing mesh and the sliding interfaces using
Arbitrary Mesh Interfaces (AMI). In ref. [9], the authors make a comparison between the
morphing and the overset mesh methods by simulating the forced and free oscillations of a
2D cylinder. In ref. [10], the authors use the sliding interfaces method to conduct airfoil
simulations. Solid-body motion, another available mesh motion in OpenFOAM primarily
used for internal flows like sloshing tanks [18,19], is less commonly employed in the field
of external aerodynamics.

In the context of a hybrid solver, where the Eulerian domain is placed in close proximity
to the simulated body, the use of solid-body mesh motion can be a potential method for
incorporating dynamic mesh options in the solver and so it is suggested here. This approach
involves enabling the entire computational mesh to be moved as a solid body while having
the requisite boundary conditions imposed by the vortex particle method. However, to
achieve this, modifications are required in the pimpleFOAM solver. In the original version
of pimpleFOAM, mesh updating and equation solving occur in the same time-step. To
establish coupling with the Lagrangian solver, these two steps need to be separated. As
a result, the mesh is first updated, followed by the calculation of necessary boundary
conditions by the Lagrangian solver, and finally the Eulerian solution is allowed to evolve.
The primary objective of this paper is to address the modification of pimpleFOAM to make
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it compatible with a VPM for dynamic mesh simulations and to validate the hybrid code’s
ability to handle dynamic mesh cases. For validation purposes, simple benchmark cases
are utilized, without the presence of any solid bodies. Specifically, these cases involve the
Lamb–Oseen diffusing vortex, with each scenario incorporating various types of mesh
movements, including translational, rotational, oscillational, and combinations thereof.

The structure of this paper is the following: Section 2 briefly describes the idea behind
the hybrid solver as well as the mathematics behind the VPM. Section 3 deals with the
modifications that are employed in the pimpleFOAM solver in order to achieve coupling
with the Lagrangian solver. Then, in Section 4, the validation of the proposed method
is presented. Finally, in Section 5, the conclusions of the study are presented, and the
potentials of the solver are discussed.

2. Hybrid Solver

The hybrid solver that is studied here employs the Domain Decomposition Method
that was proposed in [20] and applied in [1,21]. The way that the computational domain is
decomposed can be seen in Figure 1. The Eulerian solver is responsible for providing an
accurate solution near the solid, while the Lagrangian particles are evolving the solution
downstream, eliminating most of the artificial diffusion that the Eulerian solver introduces.
It has to be mentioned here that there is a complete overlap between the regions that are
resolved by each solver.

Figure 1. Domain decomposition of the computational domain for the hybrid solver. The Eulerian
mesh extends up to the numerical boundary, which is a short distance away from the solid boundary,
while the Lagrangian solver covers the entire computational domain.

2.1. Vortex Particle Method (VPM)

Here, a brief overview of the VPM is presented. For more comprehensive information
about this specific method, reference can be made to the analytic description in [6], review
paper [7], or the paper that outlines the current hybrid solver, [1].

VPM is a method which belongs to the Lagrangian approach family, where the observer
operates within the particle’s frame of reference. The fundamental quantity characterizing
the flow conveyed by particles is vorticity, which holds significant relevance in determining
the aerodynamic forces acting on bluff bodies. Lagrangian methods, including VPMs, can
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significantly reduce the numerical diffusion and numerical dispersion that Eulerian solvers
introduce. Furthermore, due to the inherent nature of the method, acceleration techniques
are widely adopted in VPMs, as the vorticity field originates from the linear solution of the
Laplace equation, allowing for efficient parallel solving using Graphics Processing Units
(GPUs) [22]. Additionally, Fast Multipole Methods (FMMs), as discussed in [23,24], can
significantly enhance computational speed, rendering VPMs a formidable tool for fluid
dynamics simulations.

In VPMs, the Navier–Stokes (N-S) equations are written in a velocity–vorticity formu-
lation:

∂ω

∂t
+ (u ·∇)ω = (ω ·∇)u + ν∇2ω in 3D (1)

∂ω

∂t
+ (u ·∇)ω = ν∇2ω in 2D (2)

The fluid is discretized into vortex elements, where the total field results from the
summation of the induced fields of all these elements. To achieve a smooth representation
of the vorticity field, as opposed to the spurious one produced by Dirac distributions,
mollified particles are frequently employed. The induced velocity and vorticity fields,
utilizing the Gaussian kernel as a smoothing function, are expressed as follows:

up(x) = −∑
p

1
2πσ2

1 − e
−
|x − xp|2

2σ2

 1∣∣x − xp
∣∣2 (x − xp)× ezΓp + u∞ (3)

ωp(x) = ∑
p

1
2πσ2 e

−
|x − xp|2

2σ2 Γp (4)

The particles are advected and diffused in time and space making use of the Viscous
Splitting Algorithm proposed in [25]. The algorithm is characterized by the following
equations:

∂ω

∂t
+ u · ∇ω = 0 advection step (5)

∂ω

∂t
− ν∇2ω = 0 diffusion step (6)

The convection step is resolved utilizing the fourth-order Runge–Kutta integration
scheme, while the diffusion process is represented by the Vortex Redistribution Method as
proposed in [26]. Further details regarding the Lagrangian solver employed in this context
can be located in the primary paper of this hybrid code [1].

2.2. Flowchart of the Hybrid Solver

The two component solvers of the hybrid solver are coupled in a two-way fashion.
Initially, in the first step, the Lagrangian particles compute boundary conditions for the
numerical boundary (refer to Figure 1) of the Eulerian solver. Subsequently, in the next
coupling step, the Eulerian solution is employed to correct the Lagrangian solution within
the interpolation region (see Figure 1). Within a given time-step, assuming that both the
Eulerian and Lagrangian solutions adequately represent the flow fields, the processes
occurring within a single hybrid solver time-step are illustrated in Figure 2.
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Figure 2. The flowchart of the steps that are taking place in one hybrid solver time-step.

It has to be mentioned here that these steps are taking place once in each time-step,
resulting in weak coupling between the two solvers. The processes governing the evolution
of the Eulerian mesh and the evolution of the Eulerian solution are depicted in the same
color, as both of them pertain exclusively to the Eulerian solver.

Most of these steps have already been discussed in detail in [1]. The primary distinction
lies in the fact that the Eulerian mesh is now in motion. Therefore, before calculating the
Eulerian boundary conditions, the Eulerian solver updates its mesh using the prescribed
motion specified by the user. It is important to emphasize that Fluid–Structure Interaction
(FSI) is not addressed in this context, and special modifications are required in the code to
account for such scenarios. Here, the mesh undergoes motion solely based on predefined
motion patterns. The mesh is in motion, and consequently the interpolation region moves
as well, as illustrated in Figure 3.

Figure 3. The mesh is in motion, and along with it, the interpolation region is also in motion. It is
important to note that this illustration depicts an exaggerated movement for visualization purposes.
In practice, the mesh cannot move to such an extent within a single time-step.

Hence, prior to computing any boundary conditions, the updated coordinates of the
Eulerian mesh are exported. Additionally, the data for the new interpolation region are
exported, as they are utilized in subsequent correction steps.
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2.3. Boundary and Initial Conditions

In the hybrid framework, the Lagrangian particles can calculate the initial and bound-
ary conditions for the Eulerian solver. Specifically, depending on the flow that is simulated,
a set of particles can be initialized offering the locations and the strengths of the particles.
Using the set of particles and the induced velocity equations (see Equation (3)), the initial
velocity field in OpenFOAM can be determined. During the simulation, the particles also
determine the boundary conditions for the Eulerian solver. OpenFOAM needs velocity and
pressure boundary conditions only, when the turbulence options is disabled. The boundary
conditions that are used in OpenFOAM are the following:

• Dirichlet boundary conditions for velocity across the boundary (un, f ).
• Neumann boundary conditions for pressure across the boundary (∂p/∂n).

The pressure gradient is obtained from the unsteady Bernoulli equation (Equation (7)).
Knowing the induced velocity from all the particles, all the terms in the right-hand side
(RHS) can be calculated in order to obtain the pressure gradient. These values are assigned
at the center of the outer faces.

∇ p̄ = −
(

∂u
∂t

+ (u · ∇)u + ν∇2u
)

, p̄ = p/ρ (7)

3. PimpleFOAM Modification

In this project, OpenFOAM v9 [27] is employed as the Eulerian component of the
hybrid solver. Specifically, the solver utilized in this context is pimpleFOAM, an incompress-
ible, transient solver capable of accommodating dynamic mesh simulations. pimpleFOAM
uses the PIMPLE algorithm [28] for correcting the velocity and pressure fields to enforce
the continuity equation. In a standard OpenFOAM case, when the user invokes the pim-
pleFOAM solver, it triggers a while loop that runs from the initial to the simulation’s end
time. The details of this loop’s formulation can be found in Appendix A. However, this
particular formulation is not suitable for accommodating the coupling of OpenFOAM with
an additional solver, as is the case here. In this hybrid approach, coupling steps must
occur immediately before and after each Eulerian step to establish the necessary coupling.
Moreover, in the context of a moving mesh, actions need to be taken in the interim. This is
because, after the mesh undergoes motion, boundary conditions must be computed for the
updated coordinates of the boundary faces.

For this purpose, the original structure of pimpleFOAM is modified, resulting in the
creation of a new class-based solver called EulerianPimpleFoam. All the processes within
the Eulerian solver are now encapsulated as member functions of this class, providing
enhanced control and coordination. In the hybrid solver, at any given time, the Eulerian
component can halt its operations, export data, receive new inputs, and establish efficient
communication with the Lagrangian solver. This structure facilitates a more organized
and flexible interaction between the Eulerian and Lagrangian components. The solver’s
structure is visually depicted in Figure 4.

Another noteworthy advantage of this solver’s specific structure is its ability to handle
multiple OpenFOAM cases simultaneously. Each OpenFOAM case can be instantiated as
an object of the class and executed independently. This capability enables the simulation
of multi-body scenarios, with Lagrangian particles facilitating interconnections between
various Eulerian regions.
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Figure 4. EulerianPimpleFoam class structure.

As previously mentioned, to facilitate dynamic mesh simulations within the hybrid
framework, the mesh motion and solution evolution need to be separated. Consequently,
when conducting a dynamic mesh simulation, the Eulerian evolution comprises two distinct
steps: evolve_mesh() and evolve_only_solution() functions. These functions presented
in a pseudocode format can be seen in Algorithms 1 and 2. The original codes in the
OpenFOAM language format can be seen in Appendix A. It is apparent that, in contrast
to the original structure outlined in Appendix B, the mesh is initially updated before
proceeding with solution evolution.

Algorithm 1 The evolve_mesh member function that updates only the mesh of the Eulerian
part.

Function evolve_mesh()

if LTS then
Include “setRDeltaT.H”

else
Include “CourantNo.H”
Include “setDeltaT.H”

end if

runTime++ ▷ Increment the simulation time

fvModels.preUpdateMesh() ▷ Perform pre-mesh update operations for finite volume
models

mesh.update() ▷ Update the mesh
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Algorithm 2 The evolve_only_solution member function that evolves the Eulerian solu-
tion without moving the mesh.

Function evolve_only_solution()

while pimple.loop() do

if pimple.firstPimpleIter() or moveMeshOuterCorrectors then

if mesh is changing then
MRF.update() ▷ Update MRF (Moving Reference Frame)

if correctPhi is enabled then
Include “correctPhi.H”

end if

if checkMeshCourantNo is enabled then
Include “meshCourantNo.H”

end if

end if

end if

fvModels.correct() ▷ Correct finite volume models
Include “UEqn.H” ▷ Solve for the velocity field U

while pimple.correct() do
Include “pEqn.H” ▷ Solve for the pressure field p

end while

if pimple.turbCorr() then
laminarTransport.correct() ▷ Correct laminar transport
turbulence.correct() ▷ Correct turbulence models

end if

end while

vorticity = compute curl(U) ▷ Calculate vorticity
runTime.write() ▷ Write simulation run time details

4. Validation
4.1. Validation Cases

Now that the hybrid solver and the modifications to the Eulerian part were discussed,
it is time for the validation to be provided. The solver is validated in unbounded cases,
meaning that solid boundaries are not present. In all the cases that are presented here,
the same Eulerian mesh is used. This mesh, illustrated in Figure 5, is a structured square
mesh with an edge length of L, while the distance of the mesh edges to the edges of the
interpolation region is denoted as dbdry.
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Figure 5. The geometry and mesh utilized for the validation cases, showcasing the Eulerian domain,
the Lagrangian domain, and the interpolation region.

The various cases chosen for validation, as depicted in Figure 6, encompass trans-
lational motion, rotational motion, linear oscillation, and multi-motion, which combines
linear oscillation and rotation. In each of these cases, a stationary Lamb–Oseen vortex [29]
is present within the flow. The Eulerian domain is in relative motion to the vortex, follow-
ing the specified motion patterns. The Lamb–Oseen vortex is characterized by analytical
solutions outlined in the following equations:

uθ =
Γc

2πr

[
1 − exp

(
− r2

4ν(t + τ)

)]
, ur = 0 (8)

ω =
Γc

4πν(t + τ)
exp

(
− r2

4ν(t + τ)

)
(9)

where uθ is circumferential velocity, ur is radial velocity and ω is vorticity. Γc is the strength
of the vortex, t is simulation time, τ is the time constant (for smooth distribution of the
vorticity field), ν is kinematic viscosity and r is the distance from the core center.

(a) Translation (b) Rotation

Figure 6. Cont.
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(c) Linear Oscillation (d) Multi-motion

Figure 6. Validation cases featuring a stationary vortex of strength Γ, with the Eulerian subdomain
exhibiting relative motion. The following relative motions are considered: (a) Translation, (b) Rotation,
(c) Linear Oscillation, and (d) Linear Oscillation with Rotation (Multi-Motion).

In all cases, comparison is conducted with analytical results. Table 1 provides an
overview of geometry and motion parameters for the various cases presented. To en-
sure a fair comparison among the different motion scenarios, the time-step is adjusted
individually in each case to achieve a nearly identical maximum Courant number, which
is approximately set to be 1.0. Table 2 summarizes the simulation parameters that are
consistent across all cases.

Table 1. Variable parameters associated with domain motion across the different cases.

Parameter Symbol Value Dimension
Case 1—Translation

Eulerian mesh initial center coordinates (xE,initial , yE,initial) (0.5, 0.5) m
Vortex particle coordinates (xp, yp) (0.0, 0.5) m
Mesh velocity umesh [−1.0 0.0] m/s

Case 2—Rotation
Eulerian mesh initial center coordinates (xE,initial , yE,initial) (0.5, 0.5) m
Vortex particle coordinates (xp, yp) (0.5, 0.5) m
Mesh rotational speed ωrot,mesh 1.571 rad/s
Origin of rotation (xR, yR) (0.5, 0.5) m

Case 3—Linear oscillation
Eulerian mesh initial center coordinates (xE,initial , yE,initial) (0.5, 0.5) m
Vortex particle coordinates (xp, yp) (0.5, 0.5) m
Axis of oscillation axis x −
Mesh oscillation frequency ωosc,mesh 1.571 rad/s
Origin of oscillation (xO, yO) (0.5, 0.5) m
Amplitude of oscillation A 0.75 m

Case 4—Multi-motion
Eulerian mesh initial center coordinates (xE,initial , yE,initial) (0.5, 0.5) m
Vortex particle coordinates (xp, yp) (0.5, 0.5) m
Axis of oscillation axis x −
Mesh oscillation frequency ωosc,mesh 1.571 rad/s
Origin of oscillation (xO, yO) (0.5, 0.5) m
Amplitude of oscillation A 0.75 m
Mesh rotational speed ωrot,mesh 1.571 rad/s
Origin of rotation (xR, yR) (0.5, 0.5) m
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Table 2. Simulation parameters for all the moving domain cases.

Parameter Symbol Value Dimension

Particle strength Γ −0.5 m2/s
Freestream velocity uin f [0.0 0.0] m/s
Lamb–Oseen time constant τ 4.0 s
Kinematic viscosity ν 5 × 10−4 kg/(m· s)
Simulation time tsim 2.0 s

Eulerian mesh density Ncells 320 × 320 −
Domain edge length L 1.0 m
Eulerian time-step ∆tE 0.001 s

Vortex particles spacing h 0.006 m
Gaussian kernel width spreading k 2 −
Overlap ratio λ 1 −
Diffusion and convection time step ∆tc = ∆td 0.001 s
Interpolation domain offset from Eulerian boundary dbdry 3 · h m

4.1.1. Translational Motion

The first results to be examined are those of the mesh in translational motion. As
depicted in Figure 6a, the vortex initially lies outside the Eulerian domain, with the Eulerian
mesh traveling across the vortex in the −x direction passing through the vortex. Figure 7
displays a comparison of the x and y components of the velocity field for both the analytical
and hybrid solutions within the same contour. The contour is divided, with the upper part
corresponding to the analytical solution and the lower part to the hybrid solution. The red
dashed box denotes the position of the Eulerian mesh at the corresponding time instance.
Evidently, there is a substantial agreement between the two solutions. To assess the error
between the two solutions in the vorticity field, Figure 8a illustrates the relative error in
the vorticity field for the two solutions. The error is computed in a manner that prevents
division by very small numbers in regions where vorticity is close to zero, as described in
Equation (10).

ωrel,error|t =
ωh − ωa

max{ωa|t}
· 100 (10)

where ωrel,error|t is the relative vorticity error at time t, ωh is hybrid vorticity and ωa is
analytical vorticity. It is noteworthy that, for all time instances, the error remains below
1.5%. The error is negligible when the Eulerian domain has not reached the vortex, and
there is a sudden increase when it crosses the vortex. This increase in the error is primarily
due to discretization and interpolation from the Eulerian field to the Lagrangian field.
Figure 8b presents a comparison of the L2 vorticity error for six different cases within the
translational domain. These cases employ various mesh sizes and particle spacings to
demonstrate the convergence of the solution as mesh size increases or particle spacing
decreases. In all the results provided, the finest mesh size and particle spacing are used,
specifically 320 × 320 cells and h = 0.006 m.
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(a) Velocity-x (Translation) (b) Velocity-y (Translation)

Figure 7. Comparison of the velocity field between the analytical (top) and hybrid (bottom) solutions
for the translational case. The x-component of velocity is depicted on the left, while the y-component
is shown on the right. The analytical and hybrid solutions are separated by a black dashed line [ ]
and the Eulerian domain at the corresponding time instance is defined by a red rectangle, . The
dashed box extends to the analytical part only for visualization purposes and is illustrated with a
thinner green line.

(a) Vorticity error (Translation) (b) Convergence test (Translation)

Figure 8. On the left, the relative error of the vorticity field between the hybrid and the analytical
solution for the translational case is illustrated. The Eulerian domain at the corresponding time
instance is defined by a red rectangle, . On the right, the convergence test for the mesh size and
the particles’ spacing is depicted.
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4.1.2. Rotation

The second validation case involves the pure rotation of the Eulerian domain, as
depicted in Figure 6b. This time, the vortex is situated within the Eulerian domain, and
the domain initiates a rotational motion around its center, coinciding with the center of the
vortex’s core. In this and subsequent cases, only the vorticity field and the associated error
are presented. Figure 9b illustrates a noteworthy agreement in the vorticity field between
analytical and hybrid solutions. Specifically, the maximum errors are constrained to 1.0%,
and this error is present from the beginning of the simulation due to discretization. As the
vortex neither enters nor exits the Eulerian domain in this case, no additional errors are
introduced.

(a) vorticity (Rotation) (b) Vorticity error (Rotation)
Figure 9. On the left is the comparison of the vorticity field between the analytical (top) and hybrid
(bottom) solutions for the rotational case. The analytical and hybrid solutions are separated by a
black dashed line [ ] and the Eulerian domain at the corresponding time instance is defined by a red
rectangle, . The dashed box extends to the analytical part only for visualization purposes and is
illustrated with a thinner green line. On the right, the relative error of the vorticity field between the
hybrid and analytical solutions for the rotational case is illustrated.

4.1.3. Linear Oscillation

The third validation case involves the oscillation of the Eulerian mesh, as it can be
seen in Figure 6c. The domain moves up to the point that the vortex is entirely outside of
the Eulerian mesh, and when it reaches the peak of its oscillation, it returns to its initial
position. In Figure 10, it is evident that the vorticity field between the analytical solution
and the hybrid solution demonstrates a strong agreement. Regarding errors, all errors
remain below 2.0%. Notably, in this case, where the vortex is initially within the Eulerian
domain, the interpolation error is present from the start of the simulation, and it increases by
approximately 0.7% when the Eulerian domain encompasses the vortex for the second time.
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(a) Vorticity (Oscillation) (b) Vorticity error (Oscillation)

Figure 10. On the left is the comparison of the vorticity field between the analytical (top) and hybrid
(bottom) solutions for the linear oscillation case. The analytical and hybrid solutions are separated by
a black dashed line [ ] and the Eulerian domain at the corresponding time instance is defined by a
red rectangle, . The dashed box extends to the analytical part only for visualization purposes and
is illustrated with a thinner green line. On the right, the relative error of the vorticity field between
the hybrid and analytical solutions for the linear oscillation case is illustrated.

4.1.4. Multi-Motion

In the last validation case, the Eulerian mesh performs a more complex motion pattern.
Specifically, the vortex is initially located at the center of the Eulerian mesh, and this starts
a combined linear oscillation in the x axis and a rotation around point (0.5, 0.5). This
combined motion causes the Eulerian domain to pass through the vortex twice. Figure 11
shows a great agreement of the vorticity field between the hybrid and analytical solutions,
while the vorticity error presented in Figure 11b is always lower than 1.75%. An initial
error around 1.0% is present since the start of the simulation, and it grows to 1.75% when
the Eulerian mesh passes through the vortex for the second time.

The final result presented here is Figure 12. In this figure, both the L2 vorticity error
and the circulation deficit are provided for each individual case. Figure 12a demonstrates
that, for all cases, the typical error remains at approximately 1.0%. It is notable that there is
a slight increase in vorticity when the vortex enters the Eulerian domain, but this increase
remains minimal. Figure 12b reveals that, for every case, the circulation of the flow can be
conserved up to three significant digits.

4.2. Conclusions

The results presented above demonstrate that the solver can effectively handle a range
of mesh motions. In all the cases, the L2 vorticity errors are approximately 1.0%, while
the maximum errors in each case remain below 2.0%. These errors are primarily due to
discretization and can be further reduced, as illustrated in Figure 8b. A slight increase in
the error is observed when the vortex enters the Eulerian mesh, but this increase is not
substantial and falls within acceptable limits. No specific mesh motion appears to generate
significantly higher errors, indicating that the solver can consistently and accurately handle
various mesh motions.
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(a) Vorticity (Multi-motion) (b) Vorticity error (Multi-Motion)
Figure 11. On the left is the comparison of the vorticity field between the analytical (top) and hybrid
(bottom) solutions for the multi-motion case. The analytical and hybrid solutions are separated by a
black dashed line [ ] and the Eulerian domain at the corresponding time instance is defined by a red
rectangle, . The dashed box extends to the analytical part only for visualization purposes and is
illustrated with a thinner green line. On the right, the relative error of the vorticity field between the
hybrid and the analytical solution for the multi-motion case is illustrated.

(a) L2 vorticity error (b) Circulation deficit

Figure 12. On the left is the L2 vorticity error for all the different scenarios that are presented. On the
right, the circulation deficit for each case is illustrated.

5. Summary and Discussion

This study focuses on dynamic mesh simulations within OpenFOAM, specifically in a
hybrid Eulerian–Lagrangian framework. This paper expands on the previously published
work of our team [1] and extends the solver’s capability in simulating dynamic meshes.
A modification of the original pimpleFOAM solver in OpenFOAM v9 is undertaken to
make it compatible with coupling, as coupling steps are essential within an OpenFOAM
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time-step. The dynamic mesh movement applied here is solid-motion, typically used when
the outer patches represent walls, as seen in scenarios like sloshing tanks. In this method,
Lagrangian particles are employed to compute boundary conditions for the Eulerian field,
rendering it suitable for open-boundary cases. The solver undergoes testing with different
types of motion to validate its performance across various scenarios.

The results presented in the previous section indicate that the solver effectively han-
dles diverse mesh motions and exhibits excellent agreement with the analytical solution.
This demonstrates the suitability of the proposed method for conducting dynamic mesh
simulations in this manner, paving the way for the application of the hybrid solver in more
complex aerodynamic cases, including scenarios like oscillating cylinders and pitching air-
foils.
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Appendix A

{
// Here make all the definitions

if (LTS)
{

#include "setRDeltaT.H"
}
else
{

#include "CourantNo.H"
#include "setDeltaT.H"

}

runTime ++;

fvModels.preUpdateMesh ();

mesh.update ();
}

Listing A1. The evolve_mesh member function that updates only the mesh of the Eulerian part.
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void EulerianPimpleFoam :: evolve_only_solution ()
{

Info << "Time␣=␣" << runTime.timeName () << nl << endl;

// --- Pressure -velocity PIMPLE corrector loop
while (pimple.loop())
{

if (pimple.firstPimpleIter () ||
moveMeshOuterCorrectors)

{

if (mesh.changing ())
{

MRF.update ();

if (correctPhi)
{

#include "correctPhi.H"
}

if (checkMeshCourantNo)
{

#include "meshCourantNo.H"
}

}
}

fvModels.correct ();
#include "UEqn.H"

// --- Pressure corrector loop
while (pimple.correct ())
{

#include "pEqn.H"
}

if (pimple.turbCorr ())
{

laminarTransport.correct ();
turbulence ->correct ();

}
}

vorticity = fvc::curl(U);

runTime.write ();

Info << "ExecutionTime␣=␣" << runTime.elapsedCpuTime () << "␣s"
<< "␣␣ClockTime␣=␣" << runTime.elapsedClockTime () << "␣s"
<< nl << endl;

}

Listing A2. The evolve_only_solution member function that evolves the Eulerian solution without
moving the mesh.

Appendix B
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while (pimple.run(runTime))
{

#include "readDyMControls.H"
if (LTS)
{

#include "setRDeltaT.H"
}
else
{

#include "CourantNo.H"
#include "setDeltaT.H"

}

runTime ++;

Info << "Time␣=␣" << runTime.timeName () << nl << endl;

// --- Pressure -velocity PIMPLE corrector loop
while (pimple.loop())
{

if (pimple.firstPimpleIter () || moveMeshOuterCorrectors)
{

fvModels.preUpdateMesh ();

mesh.update ();

if (mesh.changing ())
{

MRF.update ();

if (correctPhi)
{

#include "correctPhi.H"
}

if (checkMeshCourantNo)
{

#include "meshCourantNo.H"
}

}
}

fvModels.correct ();

#include "UEqn.H"

// --- Pressure corrector loop
while (pimple.correct ())
{

#include "pEqn.H"
}

if (pimple.turbCorr ())
{

laminarTransport.correct ();
turbulence ->correct ();

}
}
runTime.write ();

Listing A3. The original pimpleFOAM solver is OpenFOAM v9.
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