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Chapter 1 

Introduction 

After the first demonstrations of radio wave transmission and reception by Hertz in 1887 and 

spurred by the invention of triode vacuum tube, tuned radio frequency (TRF) receivers became 

popular in early 1920s. A TRF receiver consisted of several tuned RF amplifiers and a detector 

at the end. Each triode provided only a small RF gain and so the TRF had a poor sensitivity. 

Soon after the invention of superheterodyne receiver by Armstrong, the TRF radios were quickly 

supplanted in 1930s. In a superheterodyne receiver, the RF signal is mixed with a local oscillator 

and down-converted to a fixed intermediate frequency (IF). At IF, triodes had a high 

amplification gain, and also implementation of fixed bandpass filters was easier. For more than 

half a century, the superheterodyne receiver has outperformed other architectures in terms of 

sensitivity, selectivity and cost [1]. 

With the invention of transistor and later integrated circuits in 1958, a new goal of making a 

monolitically integrated receiver came up. In late 1960s, integrated superheterodyne receivers 

were developed but they needed external IF filters. The IF filter was traditionally made of passive 

bulky components (SAW, ceramic or external LC filters), nearly impossible to integrate in 

silicon. Simplicity of a zero-IF architecture (a.k.a, direct-conversion or homodyne invented in 

1902), has attracted designers to make fully monolithic receivers. In that architecture, instead of 

the IF band-pass filter (BPF) used in a superheterodyne, a low-pass filter (LPF) is used, which 

makes it easy to be implemented monolithically. In this way, receivers could be made much 

cheaper and smaller [1]. 

An essential part of transmitter/receiver (transceiver) is a local oscillator (LO) circuit to drive 
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the RF mixer for frequency translation (upconversion/downconversion) and to generate all other 

clocks. An LC-tank is an excellent candidate for RF oscillation since it ensures low phase noise. 

Integration of inductor and capacitor in combination with the fast transistors in silicon have made 

it possible to have fully integrated LC-oscillators in the GHz range.  

1.1 Motivation 

1.1.1  Why Nanoscale CMOS? 

A radio system-on-chip (SoC) conventionally includes RF front-end, frequency synthesizer, 

analog baseband circuitry, analog-to-digital and digital-to-analog converters (ADC/DAC), 

digital baseband signal processor, and digital application processor. Among all the different 

blocks, the combined digital baseband/application processor occupies most of the area, hence it 

defines the SoC fabrication process. The rest of the circuitry then needs to be adopted for the 

chosen process.  

For example, if a 28-nm bulk CMOS is selected, the receiver frontend of the SoC also has to 

be implemented with a supply voltage of 0.9 V or less, which is imposed by the technology. In 

this respect, new RF/analog techniques are required to be able to function at the reduced voltage 

headroom. In addition, new oscillator structures need to be developed that can work at low 

supply voltages while providing high spectral purity. In addition, cost reduction is always under 

tremendous push so the oscillator costs must be reduced by occupying less silicon area. 

However, conventional oscillator structures with lower area sacrifice spectral purity. In this 

respect, a new oscillator structure that features reduced area at low phase noise would be 

considered very attractive. 

1.1.2  Why Discrete-Time? 

While main motivations of CMOS scaling have been to reduce transistor cost and to improve 

digital performance, conventional RF/analog designs have not benefited significantly. A finer 

process node produces shorter digital gate delays while a lowered supply voltage and gate 

capacitance reduce power consumption. As shown in Figure 1-1, going from 180-nm to 28-nm 

CMOS, VDD is reduced almost by half while MOS threshold voltage (Vth) has not changed 

considerably. Therefore, the precious available voltage headroom for RF/analog design is now 

reduced dramatically [2]. Considering also the reduced MOS intrinsic gain [2] and its saturation 
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linearity in scaled CMOS [3], continuous-time (CT) RF/analog design is becoming generally 

more difficult. In this way, power consumption and area of the traditional RF/analog designs are 

not directly process scalable. 

On the other hand, majority of cellular and wireless standard frequency bands are allocated 

from 400 MHz to 6 GHz, and have not significantly changed for many years. Meanwhile, 

transistor cutoff frequency (fT) has improved dramatically with scaling, as shown in Figure 1-1. 

For example, the period from 1999 to 2011 has seen fT increasing from 65 GHz in 0.18μm to 

400 GHz in 28-nm process. This suggests that conventional CT techniques that were optimized 

for the older technology do not effectively use the ultra-high speed of transistors of scaled CMOS 

to improve the performance of RF/analog designs1. 

In contrast, the newly introduced discrete-time (DT) RF/analog blocks (Figure 1-2) avoid 

using complicated traditional analog components such as opamps, and most of signal processing 

and filtering are done using passive switched-capacitor circuits [4], [5]. Waveforms required for 

driving the switches are also generated using digital logic. To provide signal gain, DT techniques 

use inverter-based gm-cells that avoid transistor stacking and are always compatible with digital 

technology. As the technology scales, MOS switches become faster and tinier with lower 

parasitic capacitances. Digital waveform generator becomes also faster and more power 

efficient. Moreover, metal capacitor density improves from one process node to the next, 

resulting in a reduced area. In addition, the inverter-based gm-cell structure is fully scalable with 

                                                 

1 An exception is noise figure that improves with fT increase [2]. 

 

Figure 1-1: Typical CMOS scaling trends for low-power/low-leakage process technology. 
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improved gm over bias current. In this way, DT receivers directly benefit from scaling similar 

to digital circuits. [6]–[12] are examples of DT process-scalable receivers. 

1.1.3  Why Superheterodyne Receiver? 

The zero/low-IF (ZIF/LIF) receiver architecture (Figure 1-3(a)) has been predominant in 

wireless applications chiefly due to its high level of integration. However, that architecture 

suffers from several handicaps. LO self-mixing [13] creates a time-varying DC offset that could 

be up to 2 to 3 orders of magnitude larger than the wanted signal. In addition, ZIF/LIF receivers 

suffer from limited IIP2 that degrades signal-to-noise ratio (SNR) of the wanted signal in the 

presence of a large blocker [13]. Since most of the filtering and amplification in a ZIF/LIF 

receiver are done at low frequencies, flicker noise of devices leads to a higher NF of the receiver. 

In contrast, superheterodyne with a high IF (HIF) does not experience these problems at all. 

The high IF separates the wanted signal from the DC offset and 2nd-order intermodulation, thus 

the LO self-mixing and limited IIP2 problems are avoided. Also, filtering and amplification in a 

superheterodyne are done normally at higher frequencies than the device flicker corner. 

Therefore, accounting for the recent advancements in the CMOS process technology, it 

appears that it is now time to return to the historical superheterodyne RX architecture by a fully 

integrated solution. 

1.2 The Thesis Objectives 

The main goal of this dissertation research is to invent a new receiver architecture that would 

take advantage of the future CMOS technology scaling and offer better performance, power 

consumption and cost than the traditional architectures. This dissertation describes principles, 

 

Figure 1-2: Components used in DT signal processing. 
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design, modeling and implementation of a fully integrated receiver in nanoscale CMOS with its 

simplified top-level diagram shown in Figure 1-3(b). 

Based on the previously explained motivations, the first objective is designing a fully 

integrated discrete-time receiver, using superheterodyne (high-IF) architecture that avoids the 

aforementioned handicaps of the ZIF/LIF architecture. To achieve this, system level analysis of 

a signal sampling scheme at RF needs to be carried out. Since both downconverter mixer and 

sampling in a receiver perform frequency translations and folding, this introduces a rather 

complicated frequency domain analysis of a DT receiver. A unified yet simple model describing 

the DT receiver has to be developed. A suitable low-noise transconductance amplifier (LNTA), 

instead of an LNA in CT implementations, should be designed with a low noise figure (NF) to 

guarantee adequate RF performance. The challenge of efficiently integrating the DT bandpass 

filter in CMOS needs to be solved. Since the whole signal processing needs to be done in DT, a 

 

(a) 

 

(b) 

Figure 1-3: Simplified top-level diagram of (a) a state-of-the-art continuous-time low-IF 

receive, and (b) the newly proposed discrete-time superheterodyne receiver. 



 

6 Chapter 1 

low-power baseband processing is required such that by means of filtering and decimation the 

received signal gets adapted to a low power and low resolution ADC. 

As an important part of a fully integrated receiver, the second objective of this dissertation 

is the low-voltage oscillator (see Figure 1-3(b)) optimized for nanoscale CMOS. At first, a high-

swing class-C oscillator is targeted that is able to efficiently use the severely reduced voltage 

headroom in advanced CMOS. Meanwhile, the class-C operation of this oscillator provides a 

high power efficiency that leads to reduced phase noise. In another low-voltage design, a low-

cost low-phase-noise oscillator is targeted. This oscillator should provide an excellent phase 

noise performance with considerably reduced silicon area. Then, this oscillator can be integrated 

with other blocks in an SoC for very low cost applications. 

1.3 Thesis Outline 

This thesis is composed of two parts. In the first part, the principles, design and 

implementation of a fully integrated DT superheterodyne receiver are covered. At first, the 

required sampling scheme in a high-IF receiver is explained. It is followed by sequentially 

introducing all the required circuits. At the end of the first part, the operation of the whole 

receiver chain is explained. In the second part, design and implementation of low-voltage fully 

integrated oscillators in nano-scale CMOS are discussed and demonstrated.  

The first part starts with Chapter 2 by explaining how the historical superheterodyne RX 

architecture implemented in nano-scale CMOS can solve the problems of zero-IF architecture, 

such as limited IIP2, time-varying DC offset, and high levels of flicker noise. Next, various 

sampling schemes used in state-of-the-art zero-IF DT receivers are discussed. Then, a 4x-

sampling concept is proposed in order to avoid the image problem of DT high-IF architectures. 

In the following three chapters, required blocks to implement the proposed DT superheterodyne 

receiver are proposed. 

In Chapter 3, a novel DT high-order low-pass filter is proposed. This filter to be used at the 

receiver baseband has an exceptionally low noise and high linearity. Deep analysis, verified by 

test-chip measurements, is presented. In addition, basic sampling concepts, such as charge 

sampling versus voltage sampling, are explained. 

In Chapter 4, a very high sampling rate DT bandpass filter (BPF) using I/Q charge sharing 
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is proposed. After explaining the operation of this filter, its analysis is carried out. The filter is 

then compared to other IF filter structures. Then, a simple DT model of the gm-cell used as a 

DT gain block is described. At the end, an extension of the DT BPF to a higher quality factor 

and higher order is mentioned. 

In Chapter 5, a novel wideband noise-cancelling LNTA is proposed. It is developed step-by-

step from two basic LNA structures. In this LNTA, a two-fold noise cancellation is implemented 

that, in addition to canceling the noise of input matching transistor pair, noise of another LNA 

transistor pair is also cancelled. 

In Chapter 6, a fully integrated DT superheterodyne receiver is proposed and further 

elaborated. After discussing the proposed structure and its DT model, frequency translations, as 

well as image rejection mechanisms, are explained. Then, the baseband signal processing, which 

features an ultra-low power consumption, is discussed. Afterwards, measurement results of an 

implemented test chip in 65-nm CMOS are presented and compared with other state-of-the-arts 

receivers. At the end, an extension of the superheterodyne DT receiver to a SAW-less operation 

is discussed and measurement results of a test chip in 28-nm CMOS are reported. 

The second part starts with Chapter 7, where a high-swing class-C oscillator is proposed. It 

efficiently uses the drastically reduced supply voltage headroom in nanoscale CMOS. The 

maximum output swing of this structure is calculated and compared with the original class-C 

oscillator. Implementation details of a low-power low-voltage test chip in 90-nm CMOS, 

supported by measurement results, are also presented. At the end, the idea of high-swing class-

C oscillator is extended to an ultra-low phase noise dual-core oscillator implemented in 65-nm 

CMOS. This oscillator is the first-ever fully integrated design that meets phase noise 

requirements of a GSM BTS standard in a bulk CMOS technology. 

In Chapter 8, another novel low-voltage oscillator topology is proposed. It uses a series-LC 

tank ring structure. The first version, realized in 40-nm CMOS, targets low silicon area using 

low-Q inductors and exhibits 7–20 dB better phase noise than other state-of-the-art low area 

oscillators. At the end, this idea is extended to ultra-low phase noise by means of regularly sized 

inductors. 

Finally, Chapter 9 concludes this dissertation and presents suggestions for future 

developments. 
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Chapter 2 

DT RF Receiver Architectures 

In this chapter, zero-IF and superheterodyne receiver architectures are first compared by 

elaborating on their advantages and disadvantages. Then, different sampling schemes present in 

the state-of-the-art zero-IF DT receivers are studied using a simplified DT receiver. At the end, 

a 4x-sampling concept is introduced for use in DT high-IF receivers [14]. 

2.1 Superheterodyne vs. Zero-IF 

The zero-IF (ZIF), and closely related low-IF (LIF), architecture of monolithic receivers has 

been predominant in wireless radios. This is mainly because of high level of integration that 

lowers the total system cost. Instead of the BPF used earlier in a superheterodyne, the zero-IF 

receiver requires a low-pass filter, which can be easily integrated in CMOS. Since a local 

oscillator (LO) frequency is the same as the RF signal frequency, the zero-IF receiver does not 

experience the IF image problem, or in low-IF it is easily solvable in digital baseband. In 

contrast, IF image in a superheterodyne is normally out-of-band and requires a high phase 

accuracy of quadrature LO clocks. 

The advantages of the ZIF architecture obviously do not come for free. Since the LO 

coincides with the RF frequency, immediately LO self-mixing problems arise [13]. The LO 

leakage to the LNA input is amplified and then mixed with LO again, creating a DC offset. This 

offset could be up to 2 to 3 orders of magnitude larger than the wanted signal at the mixer output 

[13]. Considering the LO leakage to antenna, it could be radiated and subsequently reflected 
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from a moving subject back to the antenna. In this case, the DC offset is time-varying and thus 

much harder to be canceled. In general, DC offset cancelation loop is required to dynamically 

remove it [15]. The low-IF architecture somewhat mitigates these phenomena by shifting IF 

from zero to a very low offset frequency that is a fraction of a channel bandwidth. However, 

superheterodyne with a high IF (HIF) does not experience these problems at all. 

Furthermore, ZIF/LIF receivers suffer from limited IIP2, imposed mainly by the RF 

downconversion mixer. When a large blocker signal (especially a modulated one) enters the 

receiver, second-order nonlinearity causes the blocker to be downconverted to around zero 

frequency, where the wanted signal also resides. This effect deteriorates the signal-to-noise ratio 

(SNR). Since in the superheterodyne frontend the wanted signal resides at a high IF, this 

architecture shows an infinitely high IIP2. While an analog or digital (through ADC) baseband 

backend might introduce some nonlinearity, the 2nd-order intermodulation (IM2) product will be 

rather infinitesimal due to the IF filtering such that IIP2 remains extremely high. 

The IIP2 problem in zero-IF receivers is usually relieved by calibration. RF mixers typically 

have an uncalibrated IIP2 of about 50–60 dBm that, including the LNA gain, becomes 35–45 

dBm at the receiver input. This poor IIP2 alone or in combination with a preselect filter could 

be acceptable for certain applications. However, for a SAW-less receiver aimed at tough 

wireless/cellular standards, such as WCDMA, a total IIP2 of more than 60 dBm is required [15], 

[16]. This high IIP2 is achieved in ZIF receivers by elaborated IIP2 calibration techniques [16]–

[20]. These calibrations require a period of time to find an optimum setting for the mixer. 

Background techniques could take a considerable amount of time to settle in the presence of 

wanted signal [16], [17]. Offline (foreground) techniques need to generate an input test tone and 

introduce their own complications [15], [18], [19]. While the total calibrated IIP2 of a ZIF 

receiver can reach 60 dBm, it is very dependent on circuit operating conditions, such as 

temperature, VDD, blocker offset and also LO frequency [17]–[20]. As each of these parameters 

is changed slightly, a new calibration need to be re-run [17], [20]. In addition, some calibration 

techniques are sensitive to DC offsets, which rather need to be removed before the IIP2 

calibration through a separate DC offset cancellation loop [15], [16], [20]. All the above 

calibration handicaps are a strong motivation to use a receiver architecture inherently without 

such inherent IIP2 problems.  
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Most of the filtering and amplification in a zero-IF receiver are done after the mixer at low 

frequency. In CMOS implementations, flicker noise of devices at low frequencies corrupts the 

wanted signal, leading to a higher NF of the receiver. In contrast, filtering and amplification in 

a superheterodyne are done normally at higher frequencies than the devices flicker corner. 

Considering advantages and disadvantages of a superheterodyne compared to ZIF, and 

accounting for the recent advancements in CMOS process technology, it appears that it is now 

time to return to the historical superheterodyne for high performance applications. The main 

remaining challenge is the CMOS integration of the IF filter, which is discussed in Chapter 4. 

Examples of modern fully integrated superheterodyne receivers are [6], [7], [14], [21]. 

2.2 DT ZIF Receiver: 1x and 2x Sampling 

A simplified conceptual diagram of a DT ZIF receiver is shown in Figure 2-1(a). The receiver 

consists of a low-noise transconductance amplifier (LNTA), a pair of quadrature mixers and two 

DT sampling low-pass filters. After the antenna, the received RF signal is amplified and 

converted into current, iRF, by the LNTA with high output impedance. This current is then 

downconverted to zero-IF by the quadrature mixers. The mixers are driven by LOI,Q signals, 

which are differential 25% duty-cycle clocks with 90º phase shift. Considering a narrow-band 

modulated RF signal, Figure 2-1(b) shows signal waveforms at various stages. The current 

leaving the mixers is integrated over a time window Ti and sampled in the form of DT charge 

packets [5], qI,Q[n]. This DT data is then low-pass filtered by a passive switch-cap circuit (e.g., 

a 2nd-order IIR [4], [5]). The windowed integration forms a continuous-time (CT) sinc anti-

aliasing filter just before the sampling (Figure 2-2), and attenuates unwanted signals folded from 

multiples of the sample frequency fs (i.e., sampling images) [10], [22]. The window time (and 

sampling rate) is set easily by the clock rate of the waveform generator circuit. 

In most of the DT ZIF receivers, this sampling is done at a significantly lower rate than the 

LO frequency (fLO, which is the mixer downconversion frequency) [8]–[10], [23], [24]. For 

example in [10], a sample rate of 480 MS/s is used for a 2.4 GHz RF signal. A lower sample rate 

increases attenuation of sampling image frequency at a fixed offset, but creates also extra 

sampling images at lower offsets [10]. 
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2.2.1  1x Sampling in Zero-IF 

For the time being, the signal sampling in a DT receiver with the simplified structure of 

Figure 2-3 is focused. Consider the case of a ZIF reception where the signal is sampled at the 

same rate as the LO frequency [9], hereafter 1x sampling. Drawn in Figure 2-4(a), the narrow-

band modulated current signal iRF is downconverted as iI and iQ baseband quadrature currents, 

windowed integrated (WI), and then sampled in form of charge packets, qI[n] and qQ[n], at the 

end of each LO cycle. 

 

(a) 

 

(b) 

Figure 2-1:  (a) A simple DT receiver with passive LPF; and (b) its waveforms at various nodes 
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ZIF architecture with 1x sampling has image frequencies at multiples of LO frequency. 

Figure 2-4(b) shows the frequency translation. The wanted RF signal (depicted in blue) is 

downconverted to zero by mixing with the quadrature LO (black tone). At the same time, 

frequency bands near zero and 2fLO (in yellow) are translated to ±fLO. The windowed integration 

of iI,Q and sampling forms a continuous-time (CT) antialiasing filter (shown in green), with its 

notches coinciding with the sampling images. The narrower the required bandwidth, the stronger 

the image attenuation [10]. After the sampling, attenuated images at multiples of ±fs are folded 

over the wanted signal at baseband. 

2.2.2  2x Sampling in Zero-IF 

By increasing the sample rate to two times the LO frequency (hence, 2x sampling), the ZIF 

receiver does not introduce any sampling images other than those caused by mixer’s odd 

harmonics, (i.e., 3rd, 5th, and so on). This should promote wideband reception, which benefits 

 

Figure 2-2:  Impulse and frequency response of windowed integration. 

 

Figure 2-3:  Signal sampling in a DT receiver. 
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less from the protective notches of the antialiasing WI filter. Figure 2-5(a) shows transient signal 

waveforms. The sample rate (fs) is now doubled with respect to the 1x sampling by reading the 

integrated currents at twice the rate. It needs to be emphasized that the doubling of sampling rate 

is independent of the clocks used for the mixer, which is still at fLO. 

As shown in Figure 2-5(b), antialiasing filter caused by WI is widened twofold. After 

sampling at 2x, the “yellow” bands still remain at high frequency and are not mixed with the 

wanted signal. Therefore, in the 2x sampling, it is possible to further filter the images prior to 

decimation and folding over the wanted signal. The only images created by sampling are self-

image of the wanted RF signal and the images that come from odd harmonics of fRF (e.g., 3fRF, 

not shown in the figure), all attenuated earlier by the antialiasing filter. Note that in Figure 2-5(b), 

 

(a) 

 

(b) 

Figure 2-4: (a) Time-domain signal waveforms; and (b) frequency translation in a 1x sampling 

zero-IF DT receiver: input spectrum is shifted to right (RF downconversion) and after windowed 

integration is sampled. 
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mixer harmonics that produce mixer images are not shown for the sake of clarity in illustrating 

the sampling process. 

2.3 Proposed 4x Sampling for DT High-IF Receiver  

2.3.1  2x Sampling in Superheterodyne 

If the 2x sampling concept were to be used in a DT superheterodyne receiver, in which the 

IF frequency (fIF) is high, where fLO = fRF + fIF, the receiver would show a poor image rejection. 

To illustrate that, let us assume spectrum of the input signal as depicted in Figure 2-6(b). The 

 

(a) 

 

(b) 

Figure 2-5: (a) Time-domain signal waveforms; and (b) frequency translation in a 2x sampling 

zero-IF DT receiver. “Yellow” bands after the sampling are folded on themselves, but remaining 

apart from the wanted signal and can be filtered afterwards by a DT LPF. 
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wanted signal is downconverted to +fIF after the mixer2, while part of the image power is 

upconverted to 2fLO+fIF. By sampling this signal at the 2x rate, this image (whose absolute 

frequency is higher than the Nyquist rate, fs/2) folds over the wanted signal at +fIF. In addition, 

note that in the superheterodyne the notch of the windowed integration is not aligned (unlike in 

ZIF) with the image (it is separated by fIF). Therefore, the image signal is not effectively filtered 

out and this leads to an unacceptable image rejection of the receiver. 

                                                 

2 Assuming I/Q signals are at baseband, the complex signal defined as I+jQ could have asymmetric spectrum 

around zero. Also, the sampling Nyquist (alias-free) range is from –fs/2 to fs/2 instead of 0 to fs/2 for real signals. 

 

(a) 

 

(b) 

Figure 2-6: (a) Time-domain signal waveforms; and (b) frequency translation in a 2x sampling 

DT superheterodyne receiver. After the sampling, image is aliased on the wanted signal without 

enough attenuation. 
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To get further insight, let us inspect the time-domain signals of this structure in Figure 2-6(a). 

As expected, the RF signal after downconversion and sampling is centered at a high IF and the 

two sampled signals (qI[n] and qQ[n]) have quadrature sinusoidal waveforms. Looking more 

closely, the phase shift between I and Q is not exactly 90º, as normally expected for quadrature 

signals. There is an error of half a cycle of sampling that creates θerr = (Ts/2)×2π fIF [25]. This 

limits image rejection of this structure. 

2.3.2  Proposed 4x Sampling 

 To solve the problem of the DT superheterodyne image introduced by sampling, we 

proposed advancing to a 4x sampling, i.e., fs = 4fLO [14]. Shown in Figure 2-7(a), I and Q signals 

 

(a) 

 

(b) 

Figure 2-7: (a) Time-domain signal waveforms; and (b) frequency translations in a 4x sampling 

DT superheterodyne receiver. Since fs is increased to 4fLO, IF image is completely distinct from 

the wanted signal and can be filtered afterwards by a DT BPF. 
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have precisely 90º phase shift after sampling. Although samples with zero value between non-

zero samples seem to be non-informative, they are ensuring quadrature accuracy between I and 

Q. 

Considering the signal spectrum in Figure 2-7(b), the windowed integration filter with its 

first notch located at ±4fLO obviously cannot filter out the image signal. However, this time, the 

upconverted image (at 2fLO + fIF) after sampling folds over −fs+fIF, apart from the wanted signal. 

Therefore, this signal is not aliased after sampling, thus making a clear frequency separation 

between the wanted signal and its potential image. Then a DT complex bandpass filter (BPF) is 

able to select the wanted signal and filter the rest of spectrum (dashed-line transfer function in 

Figure 2-7(b)). The only images that are translated directly on top of the wanted signal are the 

mixer’s odd harmonics images. In this respect, further increasing the sample rate (e.g., to 8x) 

without using a harmonic rejection mixer would not be beneficial. In [25], an 8x sampling DT 

mixing architecture is proposed that also implements harmonic rejection. 

2.4 Conclusion 

As advantages and disadvantages of superheterodyne and zero-IF receiver architectures are 

compared, superheterodyne receiver with a high IF features a promising future for high 

performance applications with the recent advancements in CMOS process technology.  

The 4x-sampling concept was introduced for superheterodyne architectures which does not 

inherently make any images other than LO odd harmonics. This image-free sampling will be 

later used in Chapter 6 to propose a fully integrated DT receiver. The rest of required blocks of 

such a receiver are introduced in Chapter 3 to Chapter 5.  
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Chapter 3 

DT High-Order LPF 

One of the main building blocks in a receiver is a low-pass filter used at the baseband. This 

block is responsible for selecting a desired channel. In zero-IF receivers, this block is placed 

directly after the RF downconversion mixer. In a high-IF receiver, the low-pass filter (LPF) is 

required after a second downconversion from the IF to baseband. In addition to wireless 

communication applications [9]–[11], [21], [26]–[28], integrated LPF’s are key building blocks 

in various other types of applications, such as hard-disk drive read channel [29], [30], video 

signal processing [31], smoothing filtering in a DAC [32], and anti-aliasing filtering before a 

sampling system. Noise of these filters is one of the key system-level concerns. This noise can 

be usually traded off with the total filter capacitance and, consequently, total power and area. 

Therefore, for a given system-level noise budget, a filter with a lower noise coefficient reduces 

the area and power consumption. On the other hand, linearity of the filter should be high enough 

to maintain fidelity of the wanted signal.  

In this chapter, after a short comparison of different LPF structures, an overview of a basic 

DT passive LPF is presented. Next, the proposed high-order DT filter [5] is described 

accompanied by design and implementation of its test chip. At the end, measurement results of 

the test chip is explained. 

3.1 LPF Structures 

As shown is Figure 3-1, three types of commonly used analog filters are: Gm-C, active RC 
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and active switched-capacitor (SC) filters [33]–[38]. In Gm-C and active RC filters, pole/zero 

locations are set by gm value, capacitance (C) and resistance (R). Due to the poor matching of 

gm/C, and R/C values, process-voltage-temperature (PVT) variations have considerable impact 

on filter transfer function. Therefore, many applications require component (i.e., gm, R and C) 

calibration/tuning [37], [38]. However, pole/zero locations of active SC filters are accurately set 

by capacitor ratio, thus minimizing the effect of PVT variations.  

Implementation of such filters in deep nanoscale CMOS is getting increasingly difficult, 

especially due to the design challenges of high-quality opamps and high linearity gm-cells. In 

contrast, switching performance of MOS transistors is getting improved due to the technology 

scaling. Consequently, passive switched-capacitor filters are expected to work at much higher 

sampling rates than do the active SC filters, where the speed is limited to opamp settling. Also, 

the passive filters will consume much less power. However, it might not be possible to synthesis 

complex poles in a fully passive structure.  

A passive LPF proposed in this chapter benefits from these advantages. Using a sampling 

capacitor to rotate charge between several history capacitors, a high-order IIR low-pass filter is 

created. To further increase sampling rate, a pipelining technique of the sampling capacitor is 

introduced. Using these techniques, a 7th-order LPF is implemented, that operates up to 1GS/s 

[4]. In [9]–[11], [26], [27], passive switched-capacitor FIR/IIR filters have been used for 

baseband signal processing of an RF receiver. However, none of the prior publications have 

proposed such a high-order passive filtering in one stage. A somewhat similar structure 

resembling the charge rotating filter has been reported in [39]. However, a 3rd-order LPF filter 

is used in an N-path filter to form a band-pass transfer function. Furthermore, its LPF does not 

 

(a) (b) (c) 

Figure 3-1:  Conventional analog filters: (a) Gm-C (b) active-RC and (c) active switched-

capacitor. 
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exploit any pipeline techniques such as one introduced in this work. 

The proposed filter has a very low input-referred noise, because of using only one sampling 

capacitor for all the filtering stages. Thanks to the passive operation, is has an extremely high 

linearity. A simple invertor-based gm-cell might be used in front of this filter to provide gain. 

This filter consists of only switches, capacitors, clock waveform generator and a simple gm-cell. 

Therefore it is amenable to the digital deep nanoscale CMOS technology. The proposed filter 

has been successfully verified at the system level in a discrete-time superheterodyne receiver 

[21]: The 6th-order charge-rotating filter is employed there as the first baseband channel 

selection filter. 

3.2 Basic Discrete-Time Low-Pass IIR Filters 

3.2.1  First-Order Filter 

Perhaps the simplest analog discrete-time (DT) filter is a passive first-order IIR low-pass 

filter, as depicted in Figure 3-2(a) [40]. In each cycle at φ1, a sampling capacitor CS samples a 

continuous-time input voltage Vin(t). Hence, it is called a voltage sampling filter. Then at φ2, CS 

shares its stored charge with a history capacitor CH. At the end of φ2, we have the following 

equation for the discrete-time output voltage:  

 

(a) 

 

(b) 

 

(c) 

Figure 3-2: (a) Voltage sampling and (b) charge sampling 1st-order DT IIR filter with (c) their 

clock waveforms. 
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(3.1)   

Hence, its transfer function can be written in z-domain as: 
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where, coefficient α is CH/(CH+CS). This is a standard form of a DT low-pass filter (LPF) with 

unity dc gain and half-a-cycle delay, Ts/2. Switch driving clock waveforms are shown in 

Figure 3-2(c).  

Step response of this filter is shown in Figure 3-3(a). CS and CH are chosen 1pF each, just for 

illustration sake. Discrete-time output samples are available in each cycle at the end of φ2.  

Figure 3-2(b) shows an alternative 1st-order DT LPF (IIR1) exploiting charge sampling [10], 

[40], [41]. At first, the continuous-time input voltage is converted into current by the gm-cell of 

transconductance gain gm. This current is integrated over a time window Ts on CH and CS during 

φ1 and on CH during φ2. However, we can assume for simplicity that discrete-time input charge 

packets arrive only at φ1: 
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(a) 

 

(b) 

Figure 3-3:  Step response of (a) the voltage sampling, and (b) charge sampling 1st-order DT 

filter (CH=CS=1 pF, gm=0.5 mS, fref = 1 GHz, and fs=500 MS/s). 
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Although this assumption slightly changes transient waveforms of CH and CS voltages, it leads 

to exactly the same values of the output samples while simplifying the analysis of the filter. 

During φ1, CH shares its charge with Cs and a new charge is input. Consequently, we have the 

DT output samples at the end of φ1:  
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Step response of this filter is drawn in Figure 3-3(b). In this example, CS and CH are 1pF and 

gm is 0.5mS. At first, suppose that voltage at CH is zero. The input step voltage appears at 1ns 

and causes a constant 0.5mA current from the gm-cell. This current is integrated on CH during 

φ2. Also at this time, CS is reset to zero. Then, at φ1, CH is connected to CS thus sharing its 

charge. During φ1, the input current is integrated on both capacitors. At the end of φ1 (i.e., at 3 

ns) an output sample of 0.5V is produced. Likewise, it is transferred to the next cycles thus 

producing 0.75V, 0.875, etc., as output samples.  

In the above two structures, CS behaves like a lossy component that leaks a time-averaged 

current from CH to ground. We might call it a DT resistor (a.k.a., switched-cap resistor). This 

resistor in parallel with the capacitor makes a first order low-pass filter. 

Figure 3-4 shows top-level behavioral models of the IIR1 filters. In the voltage-sampling 

structure of Figure 3-4(a), the sampler first samples the continuous-time (CT) analog input 

voltage Vin(t) at φ1 and converts it into a DT analog voltage. Then, this signal is fed to a first-

order LPF with half-a-cycle delay (z-1/2) and the output comes out every cycle at φ2. DC voltage 

gain of this filter is unity. Based on the Nyquist sampling theory, sampling of a CT signal folds 

frequencies around k×fs (for k = 1, 2, 3 …) into around dc, where fs is the sampling frequency. 

As depicted in Figure 3-5(a), we observe the folding image frequencies at fs, 2fs and so on. 

Figure 3-5(b) shows the transfer function, which has a roll-off of 20dB/dec.  

Behavioral model of the charge-sampling IIR1 is depicted in Figure 3-4(b). Integrating the 

gm-cell current in the time window, as described in (3), forms a CT sinc-type antialiasing filter 
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prior to sampling [10], [40]–[42]. Transfer function of this windowed integration (WI) from the 

input voltage to the output charge is: 
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This sinc-shape filter has notch frequencies at k/Ti (k =1, 2, 3, …). Assuming ideal clock 

waveforms, Ti is the same as Ts=1/fs. In next step, the sampler converts the CT signal to a DT 

signal and, at the end, a 1st-order DT LPF performs the main filtering. As shown in Figure 3-5(a), 

notch frequencies of the antialiasing filter are on top of the folding image frequencies thus 

offering some protection. DC voltage gain is calculated by multiplying the dc gain of the 

antialiasing filter by the dc gain of the DT filter:  

sS
m

S
im

in

out
V

fC
g

C
Tg

V

V
A

11
 . (3.7)   

In this equation, 1/(CS fs) is an equivalent DT resistance of the sampling capacitor.  

3.2.2  Second-Order Filter 

As shown in Figure 3-6(a), a second-order DT low-pass filter (IIR2) can be synthesized by 

adding a second history capacitor to the charge sampling 1st-order LPF [9], [26], [28], [40]. The 

previously analyzed charge sampling filter, IIR1, is indicated here within the blue dotted box. 

 

(a) 

 

(b) 

Figure 3-4:  Top-level block diagram model of (a) voltage sampling, and (b) charge sampling 

IIR1. 
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At the end of φ1, CS contains the output sample of the IIR1. Then, by connecting CS to a 

second history capacitor CH2 at φ2, another 1st-order LPF is formed, whose structure is indicated 

within the red dashed box in Figure 3-6(a). Then at φ3, the remaining history of CS is cleared by 

discharging it to ground. This ensures proper operation of the first IIR1.  

In this filter, the voltage-sampling IIR1 has been cascaded with the charge-sampling one, 

raising the total order of the filter to the 2nd-order. It should be noted that cascading two CT 

conventional filter stages without any loading effect would require an active buffer to isolate the 

first stage from the second stage. In contrast, in the DT filter of Figure 3-6(a) there is an inherent 

reverse isolation between the stages through a time-slot separation, which does not require a 

separate active buffer. This is due to the time switching sequence and reset of CS at the end of 

each cycle. In this way, the charge is only transferred from left to right and, therefore, we thus 

obtain the reverse isolation.  

Charge sharing equations of this filter at the end of φ2 are: 

 

(a) 

 

(b) 

Figure 3-5: (a) Wideband transfer function, and (b) Bode plot frequency response of IIR1  

(CS=1 pF, CH=9 pF, gm=0.5 mS, fref =1 GHz, and fs=500 MS/s). 
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which produces the filter transfer function  
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where α1,2=CH1,2/(CH1,2+CS). This results in the same dc gain as (3.7). Transfer function of this 

filter is plotted on Figure 3-6(b). The 2nd-order IIR filter has a 2x steeper slope of 40dB/dec 

compared to the IIR1 with 20dB/dec.  

 

(a) 

 

(b) 

Figure 3-6: (a) Second-order DT low-pass filter and (b) its frequency response (CH=CS=1 pF, 

gm=0.33 mS, fref =1 GHz, and fs=333 MS/s). 
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3.2.3  Higher-Order Filters 

Many applications require higher orders of filtering. The easiest way to build a high-order 

filter is to cascade two or more first and/or second-order filters. Figure 3-7(a) shows a 4th-order 

filter synthesized by cascading two identical IIR2 filter stages. A similar approach has been used 

in [10] and [27], where two gm-cells and passive filters are cascaded. This higher order is 

achieved at a cost of a higher power consumption. Since nonlinearities of the first and second 

IIR2 filters are added together, linearity is also worsened. Similarly, the total input-referred noise 

of this filter is higher than a single IIR2. 

 Another way of increasing the filter order is to cascade the IIR2 filter with a passive 1st-

order switched-capacitor filter. Figure 3-7(b) shows this concept in which a 3rd-order filter is 

synthesized by cascading the IIR2 and an IIR1. A similar concept is used in [10] and [11], where 

two passive SC filters are cascaded. The filter in Figure 3-7(b) works as follows: At the end of 

φ1, CS1 holds the sample of first-order filtered signal. Then at φ2, it is connected to CH2 to 

perform charge-sharing. At the same time, a second sampling capacitor CS2 that was empty 

before, is also connected to CH2 to resample the result of the second-order filtering. Therefore, 

CS1 shares its charge with both CH2 and CS2. Afterwards at φ3, CS2 that contains the sample of 

the IIR2, shares its charge with a third history capacitor CH3. This sharing makes another 1st-

 

(a) 

 

(b) 

Figure 3-7: (a) 4th-order filter synthesized by cascading two IIR2. (b) 3th-order filter synthesized 

by resampling output of an IIR2. 
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order IIR filtering, which is cascaded with the previous IIR2, thus giving rise to the 3rd-order 

filtering. To have proper cascading of the IIR2 and IIR1, we require a reverse isolation between 

them. Hence, at φ1 of the next cycle, CS2 is discharged to zero to clear its remaining charge. This 

way, is does not transfer any charge back to CH2 at φ2. The cascaded 1st-order filter is indicated 

with dotted line at the right side of Figure 3-7(b). Several of the IIR1 blocks can be cascaded to 

achieve higher orders. This filter has the following transfer function:  
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The main drawback of this structure is a gain loss. Comparing (3.10) and (3.9), this 3rd-order 

filter has a lower dc gain than the IIR2, caused by the second sampling capacitor CS2. It leaks 

part of the system charge to ground in addition to the resetting of CS1 and, therefore, introduces 

more loss. Input-referred noise of this structure is also higher versus that of IIR2. First, because 

of extra noise of the IIR1 part in Figure 3-7(a). Second, because of the lowered gain of its 

preceding stage. In contrast, linearity of the filter is almost the same because the switched-

capacitor circuit cascaded with IIR2 is extremely linear compared to the gm-cell active circuitry.  

3.3 The Proposed High-Order DT IIR Low-Pass Filter 

The above reasoning makes it apparent that extending the IIR filter order using the 

conventional approach carries two serious disadvantages: First, the increased reset-induced 

charge loss lowers the gain and signal-to-noise ratio. Second, the active buffers between the 

stages worsen both the noise and the linearity. We propose a new structure that does not suffer 

from these two handicaps.  

3.3.1  Charge Rotating DT Filter 

Before introducing a new high-order filter, the IIR2 is redrawn in Figure 3-8(a). CS is placed 

at the center of the (yet incomplete) circle. In each cycle, CS is “rotating” clockwise and is 

sequentially connecting to CH1, CH2 and then ground.  

To extend this idea [5], we add in Figure 3-8(b) a few phase slots between φ2 and the last 
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reset phase, together with more history capacitors. By moving to the next new phase, φ3, CS 

which now holds the sample of the 2nd-order filter, shares its charge with a third history capacitor 

CH3. This charge sharing creates another IIR1, cascaded with the previous IIR2. Hence, we now 

have a 3rd-order filtering function on CH3 that can be read out at the end of φ3. We can continue 

doing so until the seventh history capacitor CH7 (or arbitrarily higher), in order to make a 7th-

order filter. In the last phase φ8, CS is finally reset. Since the CS capacitor rotates charge between 

the history capacitors, we call this structure a “charge rotating” DT filter. As shown at the bottom 

of Figure 3-8(c), required multiphase clock waveforms to drive the switches can be generated 

from a reference clock.  

Proper cascading of seven 1st-order IIR filters in this structure, requires reverse isolation 

between them. This reverse isolation is provided by rotating CS located at the center of the 

 

(a) 

 

(c) 

 

(b) 

Figure 3-8: (a) The IIR2 is redrawn. (b) Charge rotating 7th-order filter with (c) its clock 

waveforms. A closed switch is shown with a solid arrow, and an open switch is shown with a 

dimmed dashed. 
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structure only in one direction (i.e. clockwise here). Also, the resetting phase at the end of each 

cycle is necessary to prevent transferring charge from the last stage, CH7, to the first stage at the 

next cycle.  

Compared to the IIR2 structure in Figure 3-6(a), the new charge rotating (CR) structure 

preserves its gain and linearity even at much higher filtering orders. Gain remains the same 

simply because no additional charge loss occurs in the system. In this filter structure, the 

switched-capacitor circuit is remarkably linear and so the gm-cell appears to be the bottleneck 

of the linearity. Also, the CR filter has the same noise as IIR2, which will be discussed. 

3.3.2  Step Response 

 To better understand the operation of the filter, its step response is plotted in Figure 3-9. At 

 

(a) 

 

(b) 

Figure 3-9: (a) A zoom-in and (b) the whole step response of the charge rotating IIR7  

(CH=CS=1 pF, gm=0.125 mS, fref =1 GHz, and fs=125 MS/s). 
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first, suppose all the capacitors are empty. For simplicity, we choose CS=CH=1pF. Also, we 

suppose that the input charge packet qin[n]=1pC arrives every cycle at φ1. A zoom-in of the step 

response is plotted in Figure 3-9(a). At φ1, the input charge is transferred to CH1 and CS that sets 

the 0.5 V potential on both capacitors. CS which contains a sample of the 1st-order filter at the 

end of φ1, is then connected to CH2 at φ2. The result is 0.25V on both capacitors. Next at φ3, CS 

containing the sample of the 2nd-order filter is connected to CH3 and the result is 0.125V. In this 

way, CS transfers charge from one history capacitor to the next until CH7. Then, it gets reset at 

φ8. As plotted in Figure 3-9(b), the outputs of higher-order stages are growing more slowly. This 

is because their respective input sample has been accumulated several times earlier, meaning 

slower but longer and smoother integration.  

3.3.3  Transfer Function 

Considering that samples of the main output Vout=V7 are ready at the end of φ7, we have: 
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In these equations, each -1/8 in the discrete-time argument means one phase delay. At φ7, V7 is 

a function of its value at previous cycle (-1 delay) and a sample V6 that comes from the previous 

phase (-1/8 delay). Likewise, charge sharing equations from φ1 to φ6 are derived. Converting all 

these equations into z-domain, we can derive the following general equation for different 

outputs:  
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for k=1,2, …,7. In this equation, αi=CH,i/(CH,i+CS). Normally, we prefer to have all the poles 

identical and so we choose all the history capacitors of the same size CH1-7=CH. Then transfer 

function of the main output (i.e., V7) is simplified to: 
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From this equation, dc gain of Vout from the input charge, qin, is 1/CS. Then, by using (6), the 

overall dc gain of this filter from the input voltage to its output is:  
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In this equation, Ti=Ts is the time period of the cycle, i.e., the 8 phases. Also, 1/(CSfs) is an 

equivalent dc resistance of the sampling capacitor. This filter has the same dc gain as the IIR2 

filter in (7). 

For frequencies much lower than fs, we can use bilinear transform to obtain the continuous-

time transfer function of the filter:  
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(3.16)   

This equation is similar to a transfer function of an RC LPF, i.e., 1/(1+RCs). Poles of this 

equation are all located at s = -CSfs/CH. It indicates that bandwidth of this filter only depends on 

ratio of capacitors and the sampling frequency, thus making it much less sensitive to PVT 

variations. This salient feature eliminates any need of calibration, which is necessary for other 

filter types [33]–[38]. 

Wideband transfer function of this filter is plotted in Figure 3-10(a). Similar to Figure 3-4(b), 

the antialiasing filter attenuates signals around fs, 2fs, and so on, before the sampling folds them 

to dc. Also, transfer functions at outputs of different orders are shown in Figure 3-10(b). The 

slope of the 7th-order output transfer function reaches a maximum of 140dB/dec for far-out 

frequencies. 

3.3.4  Equalization of the Transfer Function 

In many applications, the wanted signal could be accompanied by a strong interferer. Analog-

intensive receivers traditionally use continuous-time (CT) Butterworth or Chebyshev type of 

filters with complex conjugate poles to select the wanted channel out of adjacent channels while 

filtering out interferers and blockers. In this way, most of the filtering is done in the CT analog 

domain, and a low dynamic range ADC can be used afterwards. However, digitally intensive DT 
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receivers distribute the channel select filtering between the pre-ADC analog filter and post-ADC 

digital filter. In [9]–[11], [21], [26]–[28], 2nd/3rd/6th-order real-pole analog filters are used before 

the ADC, and the rest of filtering is done in digital domain with minimum power consumption. 

Considering a 3-dB BW, the transfer function of real-pole filters exhibits a gradual and smooth 

transition region between the flat pass-band into the sharp roll-off (see Figure 3-11(b)). 

Therefore, the real-pole filters are used mostly to filter far-out interferers/blockers, while they 

have a moderate selectivity between wanted and adjacent channels.  

The proposed DT CR filter could be converted at the system level to a sharp high selectivity 

filter (e.g. Butterworth) with digital assistance in the form of post-emphasis equalizer. The idea 

is to “pull in” the 3-dB cutoff frequency transition region of the analog filter to well within the 

channel and digitally compensate for the extra droop at the channel edges. The gradual roll-off 

region of the analog filter is masked by flattening it out in digital domain such that only the sharp 

 

(a) 

 

(b) 

Figure 3-10: Bode plot frequency response of the CR IIR7 (CS=1 pF, CH=9 pF, gm=0.125 mS, 

fref =1 GHz, and fs=125 MS/s). 
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roll-off remains. Figure 3-11(a) shows the concept. The digital equalizer can be an all-pass IIR 

filter with 0 dB gain and a small peaking at a certain frequency, thus of insignificant incremental 

area and power penalty, especially in scaled CMOS. Transfer function of this filter is easily 

calculated by dividing the targeted total transfer function by the transfer function of the analog 

CR filter. In practice, its transfer function is merged with the existing digital part of the channel 

select filtering, sample-rate decimation, VGA, offset cancellation, I/Q mismatch compensation 

and demodulation [9], [26], [28]. 

 An example is shown in Figure 3-11(b). The equalizer is designed to map the 7th-order real-

pole transfer function of the CR filter to a 5th-order Butterworth filter. The goal of this mapping 

is to flatten the passband of the overall transfer function, while keeping it unchanged or better 

 

(a) 

 

(b) 

Figure 3-11: (a) Proposed system for digital equalization of the filter transfer function. (b) An 

example of equalizing transfer function of a 7th-order real-poles DT CR filter and comparison 

with a 5th-order Butterworth. 
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for far-out frequencies. To maximally reduce power consumption, the digital equalizer operates 

in this example at a decimated rate of 10 MS/s while the analog CR filter runs at 800 MS/s. Note 

that the CR filter also serves as an effective anti-aliasing filter for the decimation. 

The overall transfer function (including the analog filter and the digital equalizer) has a 

higher 3-dB bandwidth (BWoverall) than the real-pole analog filter itself (BWanalog). Consequently, 

the input signal undergoes some attenuation by the analog filter inside the overall passband, 

which is compensated by the small peaking of the digital equalizer. While the signal experiences 

an overall flat transfer function within the passband, the peaking increases noise at the transition 

region frequencies of both the analog filter and the ADC to some extent. To be able to compare 

the overall filter with a stand-alone CT analog filter, we consider that the overall filter transfer 

function is lumped before the ADC, but with a gain loss caused by the analog filter. This loss is 

equal to the RMS averaged value of transfer function of the digital equalizer within BWoverall. 

Table 3-1 summarizes the analog gain loss for three different digital equalizers that map the 

7th-order real-pole IIR filter to the 5th- to 7th-order Butterworth filters with a target 3-dB BWoverall 

of 1 MHz. Due to large over-sampling ratio (800MS/s compared to the filter BW), the reported 

gain losses remain almost the same in case BWanalog and BWoverall are scaled proportionally. In 

equalization into 5th-order Butterworth, for example, a 490 kHz BWanalog is used to reach 1 MHz 

BWoverall, while 4.9 MHz BWanalog can be used for 10 MHz BWoverall. Since in both cases the 

filtering profile is similar, passband gain loss remains almost the same 4.9dB (from Table 3-1). 

Table 3-1: Mapping of the 7th order real-pole IIR filter to the overall (i.e., analog and digital) 

5th to 7th order Butterworth filter of 1 MHz 3-dB bandwidth (BWoverall). 

 

 

 
Order of mapped  

Butterworth (1 MHz BW) 
5th 6th 7th 

3dB BW of analog filter  

(7th-order, real-pole) 
490 kHz 415 kHz 340 kHz 

Gain loss (RMS averaged  

within 1MHz BW) 
4.9 dB 7.2 dB 11.2 dB 

Attenuation of analog filter  

@ 2 / 4 MHz 
31 / 64 dB 37 / 75 dB 43 / 85 dB 



 

38 Chapter 3 

Depending on the application, the order of the analog filter and the mapped transfer function 

should be chosen in a way that provides enough analog stopband attenuation and minimizes gain 

loss.  

As this filter has passband loss for specific spot frequencies, it increases input-referred noise 

of the ADC at such spot frequencies. Therefore, a straightforward suggestion (i.e., rule-of-

thumb) is to compensate this effect by increasing gain of the frond-end (before the filter) or the 

filter itself by the same amount. This suggestion holds very well for reasonably small droop 

values and when decreasing the filter order (e.g. going from 7th-order real-pole to 5th-order 

Butterworth).  

However, in a communication channel one needs to consider interferers/blockers. There, not 

only the channel noise of the ADC in considered, but also its dynamic range (DR) in order to 

absorb residual blockers. As shown in Figure 3-11(b), “absolute” out-of-band blocker 

attenuation of the real-pole filter is the same (or better) than the mapped Butterworth filter. 

However, the real-pole filter has an average passband gain loss. So, its “relative” blocker 

attenuation is lowered by this loss. Figure 3-12 compares the required ADC dynamic range for 

two cases of a baseband filter without and with passband loss (i.e. Butterworth and real-pole 

 

(a) 

 

(b) 

Figure 3-12: ADC dynamic range calculation considering a baseband filter (a) without, and (b) 

with passband loss. 
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filters, respectively). When the filter has a passband loss, dynamic range of the blockers at its 

output is increased by the same amount (see red and blue arrows in Figure 3-12). So, the ADC 

full scale remains the same. However, the required ADC channel noise is reduced. So, the ADC 

needs an extra dynamic range equal to the amount of average passband gain loss. If one uses a 

higher front-end gain to return the ADC channel noise to its original value, it increases the ADC 

full scale level by the same amount. Hence, in this case, the ADC requires the same amount of 

extra dynamic range. Therefore, the ADC could require 0.8 to 1.8 extra ENOB (1 bit per 6 dB 

loss) when the transfer function is mapped to the 5th- to 7th-order Butterworth, respectively. 

However, under certain circumstances in which the equalized TF has a higher attenuation than 

the desired one (e.g., far-out blockers and when decreasing the filter order from 7th-order real-

pole to 5th-order Butterworth; e.g., for frequencies higher than 4MHz in Figure 3-11(b)), the DR 

loss can be prevented altogether. 

3.3.5  Sampling Rate Increase 

Sampling rate of the Figure 3-8(b) CR filter is one sample per cycle, with each cycle 

comprising 8 phases. Therefore, the sampling frequency fs is fref/8. By increasing the sampling 

rate, the frequency folding would be pushed higher, thus making it less of a concern. Also, the 

filter can achieve a wider bandwidth.  

Operation of the CR IIR7 filter as shown in Figure 3-8(b) can be considered as 8 different 

stages in series. As new data arrives at φ1, it is sequentially processed at each stage until φ8. 

Only then the next data sample arrives. In this way, we have not used the full capacity (data rate) 

of each stage. For example, while the data is being processed at φ7 on CH7, other capacitors, CH1 

to CH6, are unused awaiting a new sample. As history capacitors CH1-7 are holding the data 

between different stages, we are able to readily increase the data rate by pipelining.  

Suppose that instead of only one CS, we have now 8 sampling capacitors, each of them 

connected to one of the “history” nodes. Then, by going to the next phase, all of them are moving 

to the next node in the clockwise direction. At each new phase of this pipeline structure, a new 

data (qin[n]) comes into CH1, a new data is transferred from CH1 to CH2, from CH2 to CH3 and so 

on until CH7, and one sampling capacitor is reset to ground. Therefore, a new data comes in and 

a new data comes out at each phase (instead of each cycle). In this way, functionality of the filter 
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has not changed while its sampling rate has increased by 8 times (fs=fref). Schematic of this full-

rate CR IIR7 filter is shown in Figure 3-13. For each sampling capacitor and its rotation network, 

a separate switch bank is used.  

 The pipeline SC structure has the same charge sharing, transfer function and gain equations 

as (8)-(11), but with replacing each 1/8 delay with a unit delay and considering the new fs. 

In this filter, if there is a mismatch between different CH, it would slightly shift the pole 

locations. Since these capacitors have typically a large value and are of the same type, they are 

very well matched, thus removing the matching concern. However, if the mismatch exists 

between the different CS in the pipeline structure, it could alias some amount of signal from 

harmonics of fref/8 inside the passband. However, any signal around the harmonics is filtered 

before the aliasing. In practice, this non-ideal effect is too small to be observed. 

3.3.6  Robustness to PVT Variations 

Active-RC and gm-C filters are quite sensitive to PVT variations because of poor matching 

between different types of elements (i.e. resistor, capacitor and gm-cell). However, switched-

capacitor filters are quite robust to PVT variations. Transfer function and BW of SC filters are 

set by capacitor ratio, which are normally implemented of the same device type (e.g., MOS, 

 

Figure 3-13: Full-rate CR IIR7 filter using pipelining (fs=fref). 
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MiM, or MoM capacitor). Active-SC filters are very robust to PVT, especially when parasitic 

capacitance cancellation techniques (e.g. correlated double sampling) are used. 

In the proposed passive SC filter, the effective CS is provided by MoM type of capacitor and 

also parasitic capacitance of 8 MOS switches connected to it (see Figure 3-13). In this design, 

8% to 26% of CS is the MOS parasitic capacitance, depending on a CS value selection code. On 

the other hand, CH has also some switches to select its value. In this design, MOS parasitic 

capacitance connected to CH ranges from 0.5% to 20%, depending on the CH selection code. 

Being subject to the PVT variation, MoM part of the effective CS and CH track each other very 

well. Also, their common percentage part of the remaining MOS parasitic capacitance matches 

well (they are of the same type). The only part that could be affected by PVT variation is the 

difference between the MOS parasitic capacitance percentages of CS and CH. Depending on the 

selected CS and CH codes, this difference is limited to a few percent of the whole capacitance. In 

this way, PVT variation effect is reduced, but still somewhat higher than an active-SC filter. 

3.4 Noise Analysis 

Output noise of the charge rotating 7th-order DT filter contains two main contributors: noise 

of the input gm-cell and noise of the passive switched-capacitor network. 

3.4.1  Noise of gm-cell 

Figure 3-14 shows a top-level signal flow diagram of the high-order IIR filter. At first, 

assume that Vin is zero for this noise analysis. 2

,gmnV is an input-referred noise of the gm-cell (see 

node A in Figure 3-14). Output noise of the gm-cell is shaped by HWI in (3.6) before sampling, 

(node B in Figure 3-14). The sampling process folds frequencies higher than fs/2 to the 

fundamental 0-to-fs/2 range. Since the noise in various bands is uncorrelated, their power is 

added up. It can be shown that the output is a flat noise for a white input noise [11] (node C in 

Figure 3-14). Power spectral density (PSD) of the sampled noise charge (qin) can be found by 

equating power of the sampled noise with power of the shaped noise before sampling:  
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By substituting (3.6) into the above equation and considering Ti=1/fs in our case, noise PSD of 
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the sampled input charge simplifies to:  
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Q  . (3.18)   

The above noise is fed to the switched-capacitor filter and is shaped by its transfer function: 
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22
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For example, output voltage noise PSD of the CR IIR7 can be calculated by substituting (3.14) 

and z=e j Ω  = e j 2π f / f s
 into (3.19):  
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In the above equation, gm/(CSfs) is the voltage gain of the filter calculated also in (3.15). 

3.4.2  Noise of Switched-Capacitor Network 

The second key noise contributor of the filter is from the switched-capacitor network. Before 

calculating this noise we first discuss noise of a voltage sampling process. 

 

Figure 3-14: Block diagram model of the CR IIR7 for m-th order output. (A) input-referred noise 

of the gm-cell. (B) The noise shaped by antialiasing filter. (C) Sampled noise fed into DT filter. 
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In Figure 3-15(a), a voltage sampler that includes noise of its switch is drawn. In this circuit, 

assume that Vin is zero. When the switch is on, it has a finite resistance (Ron). A series voltage 

source models the resistor’s thermal noise with a constant PSD, as shown in Figure 3-15(b):  

  0,4  fkTRfS onR , (3.21)   

where k is Boltzmann’s constant and T is the absolute temperature. When the switch is on, noise 

of the resistor is shaped by the RC filter with a time constant of τ=RonCS and then appears at the 

output. At the moment the switch is disconnected, the output noise is sampled and held on CS. 

The sampling causes noise folding from frequency higher than fs/2, to the 0-to-fs/2 range and 

they are added up, as shown in Figure 3-15(c). If the time constant τ is much lower than “on” 

duration of the switch, it can be shown that the summation of all folded noise will be flat (i.e., 

white noise) [43]. As shown in Figure 3-15(d), single-side noise spectral density of the sampled 

noise at the output is [43]:  
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If we integrate this noise over the entire frequency range, its power is kT/CS. 

To simplify the problem for more complicated switched-capacitor circuits, we can use the 

following assumption: the continuous-time noise source 2

nV with PSD of (3.21), can be 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 3-15: (a) Noise circuit model of a voltage sampling process. (b) Noise of switch 

resistance. (c) The noise shaped by RC filter. (d) Sampled noise. 
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considered as a discrete-time noise source with PDS described in (3.22). In this way it is not 

anymore necessary to consider the effect of RC filter in switched-capacitor noise analysis. 

To calculate output noise of the CR IIR7, we first start with a lower order for simplicity, and 

then extend it to the seventh order. Figure 3-16 shows a charge rotating 3rd-order filter. In this 

filter, the input current signal is considered zero. The aim of the following calculation is to find 

the DT output noise at different outputs, i.e. V1, V2 and V3, generated by noise sources 2

,rstnV , 2

1,nV ,

2

2,nV  and 2

3,nV . To simply equations, for the rest of calculation we define:  

SH

H

CC

C




3-1

3-1
3-1 . (3.23)   

As defined in (22), PSD of 2

,rstnV is:  

2/

2
,

sS
rstn

fC

kT
V


 . (3.24)   

However, other noise sources are differently calculated. Since from φ1 to φ3, CS is in series with 

CH1 to CH3, the total capacitance at each phase should be taken into account for noise PSD: 

 

Figure 3-16: Noise model of a charge rotating 3rd-order filter. 
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3-1

2
,

3-1

3-1

3-1

2
3-1,

2/
2/



rstn

sS
s

SH

SH
n

V

fC

kT

f
CC

CC

kT
V 







 . 
(3.25)   

Sampling frequency, fs, in the above two equations is the repetition frequency of each phase, 

equal to fref/4 in this case.  

At φ4, CS is reset. In other words, the effects of noise sources at other phases on CS are all 

cleared. At the end of this phase, it samples noise of the reset switch 
2

,rstnV : 

   nvnvφ rstnS ,:4@  . (3.26)   

Then, CS is connected to CH1 at φ1. Charge sharing equations at this phase are:  

       
4
1

1

1,

1

1

1

1
1 1:1@ 








 nv

CC

C
nv

CC

C
nv

CC

C
nvφ S

SH

S
n

SH

S

SH

H , (3.27)   

where v1[n-1] is the previous history of CH1, vS[n-1/4] is a voltage sample of VS from the previous 

phase (i.e. φ4), and vn,1[n] is noise of switch at φ1. Combining the above two equations and 

(3.23) we obtain:  

           
4
1

,11,1111 111:1@  nvnvnvnvφ rstnn  . (3.28)   

Now, we can calculate noise transfer functions to the output V1 by using z-transform: 

 
rstnn V
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z
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


. (3.29)   

To see PSD of V1, we substitute z=e 
jΩ and it follows that: 
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. (3.30)   

Then, it reduces to:  

  

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
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,
2
1,2

11

2
112

1
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21
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j VVeV
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
. (3.31)   

Before going to the next phase, we need to calculate the remaining noise on CS at the time it 

is disconnecting from CH1:  

     nvnvnvφ nS 1,1:1@  . (3.32)   

Using (3.29), noise transfer function on VS at the end of φ1 is: 
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. (3.33)   

Then, its noise PSD is simplified to:  
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Substituting (3.25) in this equation, it reduces to:  
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(3.35)     

This appears to be a very interesting and important result. It suggests that the noise PSD of VS at 

φ1 is exactly the same as its PSD at previous phase, φ4, which is the reset phase. It can be 

explained as follows: at the end of φ4, VS has a PSD of 2

,rstnV , which is a flat noise. Next, when 

CS is connected to CH1 at φ1, this noise is low-pass filtered (the second term of (3.34)). However, 

at this phase a high-pass filtered noise originated from 2

1,nV  is added to VS (the first term of 

(3.34)). These two noise contributions are shown in Figure 3-17(a). The latter noise compensates 

for the attenuated part of the former noise in a way that the total PSD remains constant and equal 

to the original one, 2

,rstnV . This result is independent of history capacitor value. 

Similar to what was described for φ1, the same set of equations, (3.27)–(3.35), are valid for 

other phases executing before the reset phase (φ4 in this case). Therefore, in general we have: 

  




 




 2

,
2
,2

2
2

cos21

21
rstnin

ii

iij
i VVeV




. (3.36)   

for i=1,2,3 in the CR 3rd-order filter. Also, VS at the end of each phase has the same noise PSD 

as calculated in (3.35).  

Although it would seem at first that noise of higher order outputs should be increased due to 

the accumulation of the noise coming from different noise sources, surprisingly, (3.36) rejects 

this hypothesis. Suppose all the history capacitors are equal, then noise PSD of all different 

outputs become the same. In other words, it does not built up by going to higher orders. This 

advantage of DT CR filter is in contrast with conventional filters. For example, in an active-RC 

filter, more resistors and opamps are required to increase an order thus leading to a higher output 
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noise.  

Figure 3-17(b) plots noise spectral density of different outputs with equal CH. To validate the 

above equations, noise of the switched-capacitor circuit is simulated by means of Cadence 

SpectreRF PNOISE simulation. Simulation results match very close to (3.36). An interesting 

point is that spot noise of the filter for frequencies inside the BW is:  

sS
bandin

i
fC

kTV
1

42 


 (3.37)   

for α near 1, which is noise of the equivalent resistor, Req=1/(CSfs).  

Another interesting point is about total noise power of each output:  
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          . (3.38) 

Using (3.25) it reduces to: 

    

(a) (b) 

Figure 3-17: (a) Calculated noise spectral density of VS at the end of φ1 and (b) noise spectral 

density of V1 (CS=1 pF, CH=9 pF, fref =1 GHz, and fs=250 MS/s). 
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.
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 (3.39)   

This result is same as the well-known output noise power of an RC filter that is kT/C.  

All the above results and equations are valid and extendable to higher order filters, e.g. the 

CR IIR7 discussed before and beyond. Note that if pipeline technique is used, all the above 

equations remain the same except that the new sampling frequency should be used.  

3.5 Design and Implementation 

The proposed high-order charge-rotating DT filter consists of a gm-cell, switches, capacitors 

and a clock waveform generator circuit. Therefore, it is amenable to the digital deep nanoscale 

CMOS technology. If we implement this filter in a finer process, area of the capacitors, switches 

and the waveform generator reduces while preserving or improving the performance according 

to Moore’s law of scaling.  

3.5.1  Design of the 7th-Order Charge Rotating DT Filter 

The final design is implemented differentially while, for the sake of simplicity, it is shown 

single-ended in Figure 3-18. The designed filter is software controlled to operate in one of the 

two modes: 1) charge-sampling, and 2) voltage-sampling. Although in the charge-sampling 

mode we have an active gm-cell, the filtering network is fully passive, making the overall filter 

semi-passive. In the voltage-sampling mode, the gm-cell is bypassed and disconnected from the 

power supply, resulting in a fully passive filter. Also, CH1 is disconnected via “Mode Control” 

to prevent loading the input. The removal of CH1 lowers the filtering order by one to 6th3. In this 

mode, the input voltage (instead of the input charge) is directly sampled by CS capacitors. 

The simple inverter-based gm-cell (Figure 3-19) makes the filter amenable to process 

scaling. In this pseudo-differential gm-cell, a bias voltage Vbias comes from a diode-connected 

NMOS and mirrors a bias current into the gm-cell. Also, a feedback circuit sets the common- 
 

                                                 

3 The 7th-order of the filter in voltage sampling mode can be kept by replacing GND with a history capacitor at 

φ8. However, we did not do this in the current implementation. 
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mode output voltage to VDD/2 by adjusting VCMFB. Coupling capacitors CC and bias resistors RB 

set a lower limit in frequency response. By using large CC and RB, this limit is pulled down to 

few kHz, which is acceptable for most applications. As the gm-cell, a simple invertor is used to 

be amenable to scaling and provide a good linearity. By properly sizing of NMOS and PMOS 

transistors, their nonlinearities could be canceled out perfectly for square-law transistors [44]. 

However, in nanoscale CMOS a partial cancellation is carried out. We have used transistors with 

a large channel length to make their behavior closer to the square-law model. Moreover, a low 

 

Figure 3-18:  Implementation of the full-rate CR IIR7. The circuit has been implemented 

differentially while it has been shown single-ended here for simplicity. 

 

Figure 3-19:   Inverter-based pseudo-differential gm-cell. 
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resistance load by the SC circuit allows a high IIP3. 

The differential history capacitors CH1-7 range from 0.25-to-64 pF digitally selectable via 8 

bits. For both history and sampling capacitors, we used MOM capacitors to have a very good 

matching. This minimizes variations due to PVT. Differential value of the sampling capacitors 

CS range from 0.4-to-2.2 pF digitally selectable by 4 bits. Instead of implementing CS 

differentially, we implement each as two single-ended capacitors. Then we can set common-

mode voltage of the filter by terminating CS to VCM instead of ground. To adjust the filter 

bandwidth, we keep CS fixed and change CH. In this way, both the gain and linearity of the circuit 

do not change. Also, if the sampling frequency is changed, we change CS inversely to keep the 

bandwidth and the gain constant.  

As shown in Figure 3-18, the filter’s switches are implemented with transmission gates. We 

have chosen equal NMOS and PMOS sizes to reduce charge injection and cancel out clock 

feedthrough by at least an order of magnitude [43], [45], and at the same time having a lower 

on-resistance (Ron). To have a low Ron, low-VT transistors are chosen. These transistors should 

be sized carefully to have a low enough Ron for fast settling on the sampling capacitors.  

The waveform generator shown in Figure 3-20(a), is a digital logic block. It consists of eight 

D flip-flops (DFF). At power-on, the DFFs are set/reset to “10000000”. Then, at each successive 

clock cycle, the code is rotated one step. In this way, all the required phases are generated from 

a reference clock. Outputs of the DFFs are fed to buffer cells before driving the switches 

 

(a) 

 

(b) 

Figure 3-20: (a) Waveform generator circuit with (b) its output buffer. 
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(Figure 3-20(b)). The buffer is able to drive the switches with sharp rising and falling edges. Size 

of NMOS and PMOS transistors in the buffer are skewed to ensure non-overlapping between 

consecutive phases. 

3.5.2  Implementation 

The filter has been implemented in TSMC 1P7M 65nm CMOS process. It operates at a 1.2V 

power supply. The gm-cell drains 250μA. The waveform generator unit and its buffers clocked 

at a reference frequency fref of 800MHz consume 1.40mA. The latter current consumption is 

proportional to fref. The filter has been verified to work properly up to 1 GS/s.  

As shown in Figure 3-18, an analog multiplexer is added to allow monitoring different 

outputs (orders) of the filter as well as the internal on-chip input of the filter. After the 

multiplexer, an output buffer isolates the chip internals from the outside. Figure 3-21 is a chip 

micrograph of the implemented filter. 

3.6 Measurement Results 

To verify the proposed filter, a single-ended input signal is converted to differential with a 

wideband transformer, terminated with a 50Ω resistor on the PCB and then fed to the chip. 

Differential output of the chip with zero-order-hold is converted back to a single-ended signal  

 

Figure 3-21: Chip micrograph of the full-rate CR IIR7 implemented in TSMC 65nm CMOS. Die 

size is 1.2×1.27mm. 
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Table 3-2: Performance summary and comparison with state-of-the-art. 
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with another transformer. Table 3-2 summarizes the filter performance in its two operational 

modes, including the effects of the suggested digital equalizer, and compares with recent state-

of-the-art filters. 
 

Transfer function of the filter has been evaluated using HP8753E network analyzer. To lower 

the measurement noise floor, a wideband RF amplifier (HP8347A) is used. Figure 3-22(a) plots 

the measured frequency response of the filter in the charge-sampling mode at the 7th-order output 

for different bandwidth settings. The 3dB bandwidth is programmable from 400 kHz to 30 MHz. 

By applying a digital equalizer to map the transfer function to a 5th-order Butterworth, the overall 

3-dB bandwidth would be tunable from 0.82 – 61 MHz. As an example, the overall transfer 

 

(a) 

 

(b) 

Figure 3-22:  Measured transfer function of the CR IIR7 for (a) the 7th-order output with 

different BW settings, and (b) for different orders in 400 kHz BW setting. The filter is in charge-

sampling mode clocked at 800MHz. 
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function including the equalizer is plotted with the black dashed line in Figure 3-22(a). A 

maximum 100 dB of stop-band rejection is measured for the narrowest bandwidth setting. 

Depicted in Figure 3-22(b) is the measured transfer function of the filter in the charge-sampling 

mode, but now for different outputs (orders). In this measurement, the 400 kHz analog bandwidth 

setting is used. The measured 7th-order output is also compared with the ideal mathematical 

transfer function shown in the black dashed line, indicating a very good agreement with theory. 

Transfer function of the filter in the voltage sampling mode is similar to Figure 3-22 except that 

the filtering order is 6th. 

To evaluate linearity of the filter, a two-tone signal is fed to the filter and its output is evaluated 

by Agilent E4446A spectrum analyzer. For this test, analog bandwidth is set to about 9 MHz. 

Figure 3-23 shows the measured 2nd and 3rd order intermodulation products versus the input power 

for both charge-sampling and voltage-sampling modes. Measured in-band IIP2 and IIP3 (with 

 

(a) 

 

(b) 

Figure 3-23: In-band IIP2 and IIP3 measurement of the CR IIR7 filter in (a) charge-sampling 

and (b) voltage-sampling modes. 
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respect to 50Ω) are +55 dBm and +21 dBm in charge-sampling, and +61 dBm and +24 dBm in 

voltage-sampling mode, respectively. In the charge-sampling mode, where the linearity is limited by 

the gm-cell, IIP3 might be lowered by a few dBs in practice, caused by PVT variations. As listed in 

Table 3-2, IIP3/IIP2 in the charge-sampling mode is among the best. Thanks to the fully passive 

operation, the filter in the voltage-sampling mode has an exceptionally high IIP3/IIP2. 

Measured out-of-band IIP2 and IIP3 are +60 dBm and +11.7 dBm in charge-sampling, and +68 

dBm and +25 dBm in voltage-sampling mode. IIP3 of an inverter-based gm-cell depends also on 

its output resistance [46]. The gm-cell is designed to have the best IIP3 when it is loaded with 

nominal resistance seen from the switched capacitor filter. When out-of-band tones are applied, 

the gm-cell sees a lower impedance than the nominal value for those frequencies, and therefore 

its IIP3 is reduced. This is the reason why charge sampling filter has a lower out-of-band linearity 

than in-band. However, this effect does not exist for voltage sampling mode, resulting in almost 

the same in-band and out-of-band IIP3.  

Comparing in-band IIP3 of charge and voltage sampling modes, it seems that IIP3 of voltage 

sampling should be higher than what reported (due to lower gain than charge sampling). 

However, the lower IIP3 than expected is caused by the extra switch that shorts the gm-cell in 

voltage sampling mode (Figure 3-18). This switch in series with the voltage sampling filter has 

regarded original linearity of the filter. 

To be able to fairly compare the 1-dB compression point of our filter in its two operational 

modes to other filters with various gains, we compare the output compression point as P1dB,out = 

P1dB,in + Gain – 1. Measured output compression point of the filter in the charge-sampling mode 

is +10 dBm, while in the voltage-sampling mode, this value goes to +13 dBm (Figure 3-24). 

These are outstanding values compared to other works listed in Table 3-2. 

In charge-sampling mode, P1dB of the gm-cell is limited by its output saturation between near 

0 and VDD. The P1dB,out of +10dBm is translated to 1V peak-to-peak swing for each of the gm-

cells, while VDD is 1.2V. So in this case, P1dB is not only set by 3rd order non-linearity, but also 

with higher orders caused by output clipping of gm-cell between ~0.1V and ~1.1V. In voltage 

sampling mode, P1dB,out of +13dBm is equal to ≈1.4V peak-to-peak single-ended swing that 

exceeding barely the supply limit. This happens thanks to the fully passive structure made of 

only the switches and capacitors. After this point, bulk diodes of the transistors are starting 
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leaking current and compressing signal. Furthermore, P1dB,in = +14dBm in this mode is also very 

close to typical prediction of P1dB,in = IIP3 - 10. 

Noise of the filter is evaluated by the spectrum analyzer. For this measurement, input of the 

filter is grounded. A two-step experiment is carried out: 1) measuring total output noise 

(including noise of the filter and output buffer), 2) disabling the filter and measuring noise of 

only the output buffer. Then, since noise of the buffer and the filter are uncorrelated, the filter 

noise is calculated by subtracting the total noise PSD and the buffer noise PSD.  

Figure 3-25(a) shows the measured input-referred noise (IRN) spectral density of the filter 

in the charge-sampling mode for the 9 MHz BWanalog setting (CS = 0.75pF, CH = 2.35pF). The 

 

(a) 

 

(b) 

Figure 3-24: Measured P1dB (a) in charge-sampling and (b) voltage-sampling modes. 
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slope below 1 MHz is due to the flicker and bias noise of the gm-cell. Noise between 1 MHz and 

20 MHz is mainly the thermal noise of the gm-cell shaped by the filter transfer function, and the 

rest is dominantly noise of the switched-capacitor circuit. The averaged spot noise over the 

bandwidth is 4.57 nV/√Hz. Integrated noise, PN, from 50 kHz to 9 MHz is 13.6 μVrms, which 

increases to 16.4 μVrms for the entire frequency range. This gives a 71 dB spurious-free dynamic 

range (SFDR) as defined in [13]. As measured by a single-tone test, a -3.5 dBm input signal (422 

mV peak-to-peak differential) creates -40 dB 3rd-harmonic distortion (HD3) at the output, giving 

an 81 dB dynamic range (1% HD3 DR). By applying the digital equalizer to map the analog 

transfer function to a 5th-order Butterworth, the equivalent IRN of the total filter increases to 

4.72 nV/√Hz, resulting in 68 dB SFDR for 18 MHz BWoverall. 

Measured input-referred noise of the filter in the voltage-sampling mode for the 3.1 MHz 

BWanalog (CS = 0.75pF, CH = 8.25pF) is illustrated in Figure 3-25(b). In this mode, the whole 

noise spectrum is due to the switched-capacitor network. The spot IRN averaged over the 

bandwidth is 4.97 nV/√Hz. The integrated IRN over the bandwidth is 8.6 μVrms and rises to 22.2 

μVrms for the entire frequency range. This results in 75 dB SFDR. As measured, a single tone 

input signal as large as 8.8 dBm (1.75 V peak-to-peak differential) creates 1% HD3 in this mode. 

This results in 97 dB dynamic range. By mapping the 6th-order real-pole transfer function of this 

filter to a 4th-orther Butterworth using the equalizer, the overall IRN of the filter rises to 7.27 

nV/√Hz giving 71 dB SFDR for 5.4 MHz BWoverall. 

Base on hand calculation in (3.37), in-band spot noise is 4kT/(CSfs) for the switch capacitor 

circuit itself. In the voltage sampling mode, this value is about 5.2 nV/√Hz, for the used CS=750 

fF in the filter. As shown in Figure 3-25(b), measured in-band spot noise is about 5 nV/√Hz, in 

a good agreement with the hand calculated value. Using a gm-cell before the SC circuit with a 

gain of 9.3 dB, reduces input referred noise of the SC circuit in charge-sampling mode. However, 

the gm-cell itself adds some extra noise, increasing the total input-referred noise. Considering 

input-referred noise of gm-cell as 4kTγ/gm we have: 

Hz/nV6.3
414

2


mVss g

kT

AfC

kT
IRN


, (3.40)   

where, AV=9.3 dB, gm=1.7 mS, and γ=1. This is expected value for an ideal gm-cell. However, 

RC bias used in the gm-cell further increases noise at low frequencies (see Figure 3-25(a)). As 
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measured, the average spot noise in the charge sampling mode is 4.57 nV/√Hz, aligned with the 

above hand calculation.  

Measured clock feedthrough at the output of this filter is less than -110 dBm at fref/8=100 

MHz. This very low value avoids any noise and spur problems caused by the clock signal. 

3.7 Conclusion 

In this chapter, a high-order discrete-time (DT) charge rotating (CR) IIR filter structure is 

proposed and experimentally verified. The implemented 7th-order charge-sampling/ 6th-order 

voltage-sampling DT filter is elaborated in detail. The order of this filter is easily extendable to 

even higher orders. Using a pipelining techniques, sample rate of the filter is increased up to 

1GS/s. The CR filter is process-scalable according to Moore’s law and friendly to digital 

 

(a) 

 

(b) 

Figure 3-25: Measured input-referred noise of the filter in (a) charge-sampling and (b) voltage-

sampling mode. 
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nanoscale CMOS technology. Transfer function of this filter is precise and robust to PVT 

variations. Even though the CR filter features real poles, modern system applications, such as 

wireless receivers, could expend digital post-processing to equalize the droop at the pass-band 

edge of the transfer function. Its state-of-the-art performance includes: very low power 

consumption, the lowest input-referred noise, very wide tuning range and excellent linearity. 

This filter will be later used at baseband of the receiver in Chapter 6. 
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Chapter 4 

DT I/Q Charge-Sharing BPF 

In this chapter, a very high sample rate DT bandpass filter (BPF) using I/Q charge sharing is 

proposed. This filter is required at IF of the superheterodyne receiver proposed in Chapter 6. 

This filter is mainly responsible to reject out-of-band blockers/interferes at IF strip of the 

receiver. After explaining operation of this filter and its analysis, the proposed BPF is compared 

with other IF filter structures. Then, a simple DT model of gm-cell used as a DT gain block is 

described. The gm-cells are required to cascade different stage of BPFs. At the end, extension 

of the DT BPF to a higher quality factor / higher order is explained. 

4.1 Filter Structure 

Figure 4-1 shows the discrete-time I/Q charge sharing bandpass filter (CS-BPF, first 

disclosed in [6]) used in the IF strip of the proposed receiver [14]. Input of this filter are DT I 

and Q charge packets (qin,I[n] and qin,Q[n]), and its output are I and Q voltage samples (Vo,I[n] 

and Vo,Q[n]). Since the physical wires are shared but their electrical properties are interpreted 

differently from the input and output standpoints, this is considered a 1-port complex structure. 

This filter is based on the idea of polyphase filter where input signals with different phases (e.g., 

quadrature I/Q) are combined with different phase shifts [47]. In this way, a real-input/output 

transfer function that is symmetric around dc could be shifted to positive or negative frequencies. 

Refs. [48] and [49] are examples of CT complex bandpass and notch filters, respectively. In a 

DT implementation, charge sharing between I and Q can shift the transfer function. In [24] an 
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implementation of such a DT BPF was presented using opamps. While linearity in [24] is very 

poor as it is limited by opamps, passive implementation of our proposed filter provides a very 

high linearity (IIP3 > +30dBm). In addition, it allows the filter to operate at a very high sample 

rate, more than 12 GS/s in the present work, rather than the MHz-level range limited by opamp 

settling [24]. 

To visualize the operation of the proposed filter, consider first only one of the switched-

capacitor banks in Figure 4-1. In each cycle (φ1 to φ4), CR keeps on sequentially charge-sharing 

with a part of a CH residing at I+, then Q+, then I− and finally, Q−. Therefore, during the whole 

cycle, part of charge is transferred from I to Q path with positive sign, and from Q to I path with 

negative sign. As this charge sharing lasts 4 phases, it does not satisfy the requirement of the 4x 

sampling.  

Sample rate of this single block is increased 4x through parallelized operation4[50], [51], which could 

                                                 

4 This is different than the traditional parallelism and pipelining techniques [50], [51] used in digital 

implementation. 

 

Figure 4-1: Discrete-time passive I/Q charge-sharing bandpass filter. 
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be implemented in a straightforward manner, as shown in [5]. To do so, an array of four rotating 

capacitor banks, which replaces the single CR bank, is used in parallel, each with one additional 

phase delay. This way, one charge sharing is performed from each of the input lines to any of 

the three remaining lines at each phase, instead of the entire cycle. Thus, sample rate is increased 

to 4fLO, satisfying the requirement of high-IF DT receiver. Figure 4-2 compares response of this 

filter to an in-phase impulse in two cases of with and without parallelized operation for 1-stage 

and 4-stage CS-BPF. The ringing in the response time sequence indicates a bandpass 

characteristic of the filter. 

 

(a) 

 

(b) 

 

(c) 

Figure 4-2: In-phase impulse response of DT I/Q charge-sharing BPF: (a) single-stage before, 

and (b) after 4x parallelized operation; (c) 4-stage with parallelized operation. Note that phase 

shift between I and Q is 90º. 
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4.2 Transfer Function 

To derive the DT transfer function of this filter, first we assume that complex input and 

output signals are qin[n] = qin,I[n] + j∙qin,Q[n] and Vout[n] = Vout,I[n]+ j∙Vout,Q[n]. Considering, for 

example, voltage of the I path at the end of each cycle, it consists of the remaining history from 

the previous cycle, CH / (CH + CR)∙Vout,I[n-1], the charge coming from Q path converted to 

voltage, −CR / (CH + CR)∙Vout,Q[n-1], and the contribution from the newly coming input charge. 

Then, we arrive at the following charge-sharing equations:  

         nq
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nVnVnV Iin
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QoutIoutIout ,,,,
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In the above equations, α is defined as CH / (CH + CR). By solving (4.1) and (4.2) in z-domain, 

transfer function of the filter is derived as [52]5:  
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. (4.3)   

Figure 4-3 plots the normalized transfer functions and compares them with circuit 

simulations. As CH increases, center frequency (fc) of the transfer function moves towards zero 

                                                 

5 Ref. [52] performs full noise analysis of this filter and derives its transfer function. 

 

Figure 4-3: Normalized transfer function of the I/Q charge-sharing BPF. 
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where the BPF gets closer to a low-pass filter (LPF), similar to that in [9]. By increasing CR, 

charge sharing between I/Q increases as well and shifts the fc away from zero towards fs/4. In 

addition, it reduces the passband gain. In the case where CH is zero, the BPF turns to a complex 

N-path filter (N=4) with center frequency at fs/4 (i.e., same as fLO), similar to the one in [53]. The 

center frequency could be flipped to negative by reversing the sequence of clock signals (φ4-1). 

Also calculated in [24], the fc derived from (4.3) is:  











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f arctan

2
. (4.4)   

This shows that transfer function of this filter is set only by the sampling frequency and CR/CH 

capacitor ratio. Therefore, it has little sensitivity to process, voltage and temperature (PVT) 

variations. Passband gain of this filter is calculated by replacing z=e j∙2πf∙Ts in (4.3) at the center 

frequency (4.4): 
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(4.5)   

As in practical applications, fs is in GS/s range while IF (and so fc) is around tens of MHz, the 

assumption that CR is much smaller than CH is reasonable. Unit of (4.5) is volt/coulomb. 

4.3 Comparison with Other Types of BPF 

Three categories of filters potentially suitable for high-IF receivers are Gm-C, N-path, and 

DT bandpass filters. As shown in Figure 4-4(a), Gm-C filter could provide a very good bandpass 

transfer function with a high quality factor [54], [55]. However, a very high power will be 

consumed in this filter to bring its noise to an acceptable level. On the other hand, as gain of the 

LNTA is also considered, a Gm-C filter can hardly provide enough linearity required in a high 

performance receiver. 

An N-path filter basically upconverts a lowpass transfer function through an N-phase mixing 

operation [56]–[59]. As it could be also modeled as a DT filter, a higher N increases the 

equivalent sample rate, and therefore moves the first folding image to higher frequencies [57], 

[58] (this is very similar to the folding images of a sampling system). However, the transfer 

function of N-path filter (Figure 4-4(b)) has extra replica peaks due to the harmonics of mixing 

operation. Though these peaks are non-folding, a blocker signal at one of these frequencies will 



 

66 Chapter 4 

not get attenuated and is able to block the wanted signal by saturating the filter nodes. In addition, 

second-order nonlinearity of the mixers create an intermodulation (i.e., IM2) product near dc at 

low-pass side, which is upconverted to the passband by the mixers again [60]. This mechanism 

is responsible for the limited IIP2 of N-path filters.  

In [7], a complex N-path filter is used at an IF stage of a superheterodyne receiver. In 

addition, an N-path filter is also translated to RF via a mixer and it placed in front of LNA. 

Though this filtering provides a narrow wanted passband directly at RF, it still has the problem 

of replicas (at multiples of ±4fIF) and also folding images. As this image is created at the 

upstream with a limited rejection of only about 36 dB, it cannot be filtered afterwards in the rest 

of receiver chain. 

An active (i.e., opamp based) switched-capacitor filter is able to provide a high-Q bandpass 

transfer function with a high linearity. However, it is power hungry and, more importantly, it has 

a low sample rate (normally less than 100 MS/s) as a result of slow opamps settling. In contrast, 

 

Figure 4-4: Comparison of transfer functions of various BPFs: continuous-time, N-path (N=16), 

and the proposed I/Q charge-sharing. While N-path filter has unwanted replica peaks, the DT 

charge-sharing BPF does not have any across its Nyquist range. 
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the proposed DT bandpass filter is able to work in the GS/s range with very high linearity and 

low power consumption, thanks to its fully passive structure. As shown in Figure 4-4(c), it does 

not have the problem of replicas of N-path filters. The IM2 product that could be created in this 

filter is located near dc and it normally cannot find its way to the passband (e.g., there are no IF 

clocks present until this stage in the system to be able to translate the IM2 to around fIF). 

Consequently, this type of filter has no theoretical limitation on IIP2 for modulated or closely 

spaced two-tone blockers.  

The only bottleneck of this filter is its relatively low quality factor, expressed as fc/BW, of 

about 0.5 for low IF frequencies. Similarly to [59], adding a negative resistance to the filter nodes 

can increase its quality factor, although by severely trading off its IIP3. Alternatively, out-of-

band filtering at IF can be improved by lowering the IF frequency to reduce the bandwidth, and 

also by cascading more stages to increase the filter’s order.  

As will be shown later in Chapter 6, four CS-BPFs are cascaded to effectively filter out 

unwanted interferers and blockers. Each filter stage improves input-referred IIP3 of the 

following stages.  

4.4 DT Gain Stage 

Gm-cells are exploited to facilitate cascading single-stage bandpass filters at IF. They act to 

isolate the filter stages to avoid loading, as well as to subsequently re-convert voltage to current. 

Figure 4-5(a) shows one of the gm-cells together with its loading environment. Considering that 

the filters are operating in the DT domain but the gm-cell is natively a CT element, we can use 

the model in Figure 4-5(b) to describe its operation [61]. By neglecting a small transient voltage 

settling at the beginning of each phase, CT voltage v(t) at the output capacitor of the preceding 

DT stage is approximated as zero-order hold (ZOH). This is captured by the first two blocks in 

the model of Figure 4-5(b).  

      ss nTtTnnvtv  1for . (4.6)   

This voltage is converted to current by the gm-cell (third block in the model) that is then 

integrated over the sampling period (TS) of the subsequent filter. After sampling of the output 

result (fourth block in the model) and using (4.6), we have: 
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It shows that the whole process can be modeled as a DT gain stage (Figure 4-5(c)) with the gain 

of Agm,IF = gmTS.  

Using (4.5) and (4.7), voltage gain from the input of gm-cell to the output of its subsequent 

filter is 
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,  . (4.8)   

The last fraction, 1/CRfs, is usually called a DT-equivalent resistance in the switched capacitor 

analysis [5]. 

Implementation of the IF gm-cell as a simple inverter-based gm [5], [62] (Figure 4-6) makes 

it process scalable. By properly sizing of NMOS and PMOS transistors, their nonlinearities could 

be canceled out perfectly for square-law transistors [44], [63]. However, in nanoscale CMOS 

only a partial cancellation can be achieved. To help, we resort to devices with a large channel 

 

(a) 

 

(b) 

 

Figure 4-5: (a) The gm-cell gain stage, with (b) the model describing its operation, and (c) its 

simple DT representation. 
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length to make their behavior closer to the square-law model. Moreover, a low DT resistance 

load by the succeeding filter promotes high IIP3 of this cell. 

4.5 Extension to Higher Quality/Order CS-BPF 

The proposed I/Q charge-sharing BPF filter can be extended to multiphase inputs [64], [65]. 

For example in Figure 4-7(a), number of phases from 4 in I/Q only, each with 90º phase shift 

difference, is extended to 8 phases, each with 45º phase shift difference. In this way, transfer 

function of the BPF is improved, and consequently, close-in Q is increased from 0.5 to 1.21. 

Figure 4-8 compares transfer function of 4-phase input (4/4) and 8-phase input (8/8) BPFs. The 

multiphase input idea can be extended to higher number of phases (e.g. 16). 

The second extension of CS-BPF can be done in another dimension. As shown in 

Figure 4-7(b), between each input charge-sharing, a 1st-order pole (LPF) can be inserted [64], 

[65]. This pole has two effects: 1) it increases close-in quality factor of the filter (i.e., a narrower 

bandwidth of a given fc). 2) Output of the filter at the LPF side (Vo2, at the right side of 

Figure 4-7(b)) has one 1st-order LPF cascaded with the BPF. Therefore, by reading the output 

from this node set instead of the same previous node set (Vo1), out-of-band filtering of the BPF 

is also increased. Since the filter in Figure 4-7(b) has 8-phase input and 16-phase charge rotation, 

we call it 8/16-phase CS-BPF. In general, more 1st-order poles can be inserted between each 

input charge-sharing and this idea can be extended to an M/N-phase CS-BPF. Number of charge 

rotation phases can be found by N=M×(1+n), where n is number of the inserted 1st-order poles. 

The same parallelized operation that explained earlier in subsection 4.1is application here to 

increase sample rate. In Figure 4-8, CS-BPFs with different 1st-order poles is also compared. 

 

Figure 4-6: Implementation of IF gm-cell. 
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Comparing 8/8-phase with 8/16-phase, close-in Q is increased from 1.21 to 2.5. Also, far-out 

filtering order is increased one order, from 1st-order to 2nd-order. Comparing 4/4-phase, 4/8-

phase, and 4/16-phase, close-in Q is increased from 0.5 to 1.14, and to 2.49, respectively. Also, 

far-out filtering order is increased from 1st-order to 2nd-order, and to 4th-order, respectively. 

 

 

(a) 

 

(b) 

 

(c) 

Figure 4-7: (a) Multiphase charge-sharing BPF with 8-phase input (8/8 CS-BPF). (b) Adding 

one LPF pole between each charge-sharing: 8-phase input/ 16-phase rotation (8/16 CS-BPF). 

(c) Clock waveforms required to drive 8/16 CS-BPF. 
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4.6 Conclusion 

In this chapter, a discrete-time (DT) charge-sharing (CS) band-pass filter (BPF) suitable for 

superheterodyne receivers was proposed and analyzed. The filter is entirely passive and uses 

transistors only as switches. The center frequency is digitally controllable via clock frequency 

and capacitor ratios and thus insensitive to PVT variations. Its transfer function is free from 

aliasing and replicas while operating at a GS/s rate. The CS-BPF will be later used at IF strip of 

the proposed receiver in Chapter 6. 

 

 

Figure 4-8: Transfer function comparison of different M/N-phase charge-sharing BPFs. 
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Chapter 5 

Wideband Noise Cancelling LNTA 

To be able to amplify an RF signal located at any of the supported frequency bands in a 

receiver, wideband noise cancelling LNA [66] appears to be a good choice. As the proposed 

receiver in Chapter 6 is based on sampling the input charge, the RF amplifier needs to provide 

current rather than voltage, thus acting as a transconductance amplifier (TA) exhibiting a high 

output impedance, as compared to the input load of its subsequent stage. An LNTA (i.e., 

LNA+TA) could trivially be constructed by cascading the LNA and TA (gm) stages [8]–[11]. 

However, to improve noise and linearity, both of these circuits should be co-designed and tightly 

coupled [12], [46]. 

5.1 Basic Wideband LNA Structures 

5.1.1  Cross-Coupled Common-Gate LNA 

As the first basic LNA structure, cross-coupled common-gate LNA [67] is shown in 

Figure 5-1. To have input source impedance (RS) matching in this structure, input transistors 

(Ma,n and Ma,b, here after Ma) should have transconductance of: 

S

am
R

g
2

1
,  . (5.1)   

This is half the required gm for a common-gate LNA without the cross-coupling, which saves 

power consumption. 

To analyze noise of this structure, initially noise of Ma,p (indicated in red in Figure 5-1) is 
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only considered in the right branch. First by writing KCL at Va,n, we have:  

  amnapa

S

na
gVV

R

V
,,,

,
 . (5.2)   

Substituting (5.1) in (5.2) gives:  

pana VV ,,
3

1
 . (5.3)   

Then, by writing KCL at Va,p, we have: 

  anampana

S

pa
igVV

R

V
,,,,

,
 , (5.4)   

where 2

,ani is a spectral density of Ma,p noise current .Replacing (5.3) in (5.4) and considering the 

input matching condition, it is simplified to:  

Sanpa RiV  ,,
4

3
. (5.5)   

It could be easily shown that the Ma,p noise appears the Vo,p with –An times Va,p, where An is 

given by:  

S

out
n

R

R
A  . (5.6)   

Therefore, using (5.3), (5.5) and (5.6), the effect of 2

,ani on Va,p and Va,n is found: 

 

Figure 5-1: Cross-Coupled Common-Gate LNA [67] with reduced required input matching 

transconductance and partial noise input noise-cancellation at differential output. 
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In addition to Ma,p noise, Rout noise ( 2

,Routnv ) also goes to the output. Note that noise of the left 

branch is also the same amount. Moreover, all noise source are uncorrelated.  

While the input is matched, signal gain from input to output is calculated:  

S

out
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din
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V
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V

V

V

V
A  2,

,

,

,

,
. (5.8)   

Now, noise figure (NF) of the LNA can be found by referring the effect of different noise 

sources from the output Vo,diff to the input Va,diff, and normalizing to the noise of input source 

(RS):  
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(5.9) 

The 2x multiply in the numerators and the denominator is to account for noise of both branches 

differentially. Also, the 1/2 coefficient in the denominator is because of the gain of 1/2 from 

input source to LNA input made by input matching. Ma,p noise, 2

,ani , is considered 4kTγgm, where 

k, T, and γ are Boltzmann constant, absolute temperature, and MOS noise excess factor, 

respectively. After simplification and considering input matching condition, (5.9) can be written 

as:  

 Sout

a

RR
NF

4

2
1 


. (5.10)   

The second term is noise contribution of Ma transistors that is reduced to half due to the cross-

coupling and less required gm,a for input matching. Supposing γa ≈ 1 in nano-scale CMOS and 20 

dB voltage gain, NF of this LNA is limited to > 2.8 dB. 
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5.1.2  Basic Common-Gate Noise Cancelling Structure 

The common-gate-source-follower noise cancelling LNA structure [68] shown in Figure 5-2 

is able to cancel noise of the input matching transistors. In this LNA, Rout is replaced with two 

transistors, Mb, that transfer signal and noise of the input nodes (Va) to the outputs (Vb). Input 

signal goes to the output from two paths, through Ma and Mb that are added in-phase on Vb node. 

However, Ma noise reaches to the output from the two paths anti-phase, and therefore can be 

reduced or canceled out.  

Input matching in this LNA is achieved by: 

S

am
R

g
1

,  . (5.11)   

First, noise of Ma,p is only considered in the right branch. By writing KCL at Va,p, we have:  

anampa

S

pa
igV

R

V
,,,

,
 . (5.12)   

Substituting (5.11) in (5.12) gives:  

Sanpa RiV  ,,
2

1
. (5.13)   

Then, KCL at Vb,p node gives: 

 

Figure 5-2: Common-gate-source-follower noise cancelling LNA [68] with noise cancellation 

of the input matching transistors. 
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 
bmpbpapaaman gVVVgi ,,,,,,  . (5.14)   

By replacing (5.11) and (5.13), it is simplified to:  
















bm

Sanpb
g

RiV
,

,,

1

2

1
. (5.15)   

Here Ma,p noise transfer ration (–An) from Va,p to Vb,p is found from (5.13) and (5.15):  

1
1

,,

,


Sbmpa

pb

n
RgV

V
A . (5.16)   

To have perfect noise cancelation of Ma,p, An should become zero. Hence we have:  

S

bmn
R

gA
1

0 ,  . (5.17)   

With this condition, the amount of Ma,p noise current that directly goes to the output (Vb,p) is the 

same amount transferred from Mb,p, but with opposite direction. In this way, only Mb,p noise is 

left in the right branch that it output noise voltage is trivially:  

2

,

2

,

2

, bmbnbn giv  . (5.18)   

Considering the input matching (5.11) condition, signal voltage gain from the two path is 

derived:  

1
1

1
,,

,


Sbmbm

am

in

out
V

Rgg

g

V

V
A , (5.19)   

where, the first and second terms are through Ma and Mb paths, respectively. Noise that signal 

gain (AV) in (5.19) is different than Ma noise ratio (An) in (5.16). Also accounting for Ma noise 

cancellation (5.17) condition, (5.19) is reduced to:  

20  Vn AA . (5.20)   

Therefore, the noise cancellation condition forces a fixed voltage gain in this LNA. 

Noise figure of this LNA is found by considering the only left noise source in (5.18):  
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(5.21)   

Although noise of the input matching is eliminated compared to (5.10), Mb noise still imposes 
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a high NF. Supposing γb ≈ 1, NF of this LNA is limited to > 3 dB while providing only 6 dB 

voltage gain. 

5.2 Noise Cancelling Structure with Input Cross-Coupling 

The first step to reach to the proposed LNTA structure is combining the two cross-coupled 

common-gate LNA and the basic common-gate noise cancelling structures (Figure 5-3). 

In this structure, input matching condition is the same as (5.1), gm,a = 1/(2RS). Also similar 

to the cross-coupled common-gate LNA in Figure 5-1, Ma,p noise appears on the input nodes: 


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








pana

Sanpa

VV

RiV

,,

,,

3

1

4

3

. (5.22)   

KCL at Vb,p gives us:  

   
bmpbpapanaaman gVVVVgi ,,,,,,,  . (5.23)   

By substituting (5.22), Ma,p noise on the output node is found:  















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Sanpb
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RiV
,

,,

1

4

3
. (5.24)   

Therefore, this structure has also the same noise ratio as in (5.16):  

 

Figure 5-3: Common-gate-source-follower noise cancelling LNA with input cross-coupling. 
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1
1

,,

,


Sbmpa

pb

n
RgV

V
A . (5.25)   

Again here, gm,b=1/RS leads to complete Ma noise cancellation. Signal voltage gain is similarly 

derived the same as (5.19) that can be alternately written as:  

2 nV AA . (5.26)   

This LNA structure still has the noise figure of (5.21). However, it requires less power 

consumption to provide the input matching. 

In addition to the problem of a high NF limitation, this structure still does not have freedom 

to set voltage gain (AV). 

5.3 Adding Gm-Cell 

As the final design goal is to have an LNTA, an inverter-based gm-stage is added at the 

output of the LNA core of Figure 5-3. However, instead of connecting both NMOS and PMOS 

to Vb node, one is connected to Vb and the other one to Va (see Figure 5-4, the proposed LNTA 

#1). In this way, Ma noise cancellation can be done for an arbitrary voltage gain (AV) by 

exploiting an available degree-of-freedom in the gm-stage, where signals from Va,p and Vb,p  to 

out- has a voltage-to-current gain of –gm,α and –gm,β, respectively. Then, instead of setting gm,b 

=1/RS to cancel Ma noise in the LNA core itself, a lower gm,b can be used. Consequently, AV is 

increased that lowers input-referred noise of Mb and the gm-stage.  

 

Figure 5-4: Noise-cancelling LNTA (proposed structure #1).Noise of the input matching 

transistors are cancelled out with an arbitrary gain of LNA core. 
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To cancel Ma noise at the output of gm-stage we have:  

0,,,,  pbmpam VgVg  . (5.27)   

Substituting (5.25) into (5.27) gives:  
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m

panmpam A
g

g
VAgVg 







,

,

,,,, 0 . (5.28)   

With this condition satisfied, noise of Ma,p does not appear at out− node. As calculated in (5.22), 

this noise appears on each corresponding node at the left side of LNA core with a gain of 1/3 

(Figure 5-4). Consequently, in the same way it is also canceled at out+. 

Total gain of the LNTA from input to output is provided by two paths: through Va and Vb 

nodes. Using (5.26) and (5.28), the total single-ended transconductance is derived:  

   nmmVmtotm AggAgg  12 ,,,,  . (5.29)   

Total noise figure of the LNTA is calculated by input-referring noise of Mb, Mα and Mβ from 

the output to the input:  
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(5.30)   

After assuming γα= γβ and replacing (5.29), the noise figure is simplified to:  

  Stotmn

b

RgA
NF

,
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1
1 




 . (5.31)   

The second term is due to noise of Mb that is reduced 1+An times by signal gain from other paths. 

The third term is the total noise contribution of the gm-stage that is reduced 2 times by the total 

multipath gain provided in the LNA core (compared with NF of a standalone gm-stage). 

5.4 Final Structure with a 2nd Noise-Cancellation 

As was derived in (5.31), noise of gm-stage can be reduced by increasing the total gm. Also, 

Mb noise can be lowered by increasing voltage gain of the LNA core. However, to reach a very 

low NF in range of 1–2 dB, excess increase of voltage gain degrades linearity of the gm-stage. 
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To achieve this with a reasonable LNA core gain, Mb noise in Figure 5-4 is also reduced 

substantially, in addition to complete cancellation of Ma noise.  

Instead of using only one Mb on each side of the LNA core, two identical transistors Mb1 and 

Mb2 are stacked (see Figure 5-5, the proposed LNTA #2 [14]). Although the amplified input 

signal appears in-phase with the same gain, noise of Mb1,p, ( 2

,bni  shown yellow in Figure 5-5), 

appears anti-phase on Vb1,p and Vb1,n. Then, splitting Mβ,n into two half transistors (Mβ1,n and 

Mβ2,n) cancels noise of Mb1,p at the output via the proposed noise splitting technique. This way, 

only noise of Mb2,p contributes to the output, but with a reduced gain of gm,β/2 instead of 

previously gm,β in (5.30). The noise splitting technique can be further utilized to cancel noise of 

Mb2 at the cost of a higher LNA core supply voltage. 

Now, total gain of LNTA from input to output is provided by three paths: through Va, Vb1, 

and Vb2 nodes. However, the same equation in (5.29) is still valid here (signal voltage gain from 

Vb1 to Vb2 is 1).  

Total new noise figure of the LNTA is derived by referring noise contribution of Mb2, Mα 

and Mβ from the output to the input (the same way as (5.30) is derived) and is simplified to:  

 

Figure 5-5: Wideband noise cancelling LNTA (proposed structure #2). Noise cancellation 

mechanisms of Ma and Mb1 is show in red and yellow, respectively, that is cancelled at the output. 

Noise of Mb2,p goes to the output with half gain, β/2. 
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  Stotmn
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

 . (5.32)   

The second term is due to noise of Mb2 that is substantially reduced 4 times by the proposed 

noise splitting technique, and 1+An times by signal gain from other paths.  

Figure 5-6(a) plots noise figure of the LNTA with and without the noise splitting technique. 

A noise figure of even sub-1dB could be achieved by increasing gm,tot and An values. Simulated 

noise figure and gm of our implementation with a target of 120 mS is shown in Figure 5-6(b). 

The parameter An is chosen to be about 1 (LNA core gain about 10 dB) in this design to have a 

 

(a) 

 

(b) 

Figure 5-6: (a) Calculated LNTA noise figure versus “An” parameter (in Figure 5-5), and (b) 

simulated noise figure and total gm versus frequency, with S11<-10 across the range. Note that 

LNA core gain is AV=An+2. 
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balance between NF and IIP3. The covered LNTA frequency range is wideband: measured from 

300 MHz up to 3 GHz. The cores of LNA and Gm-stages drain totally 3 mA and 10 mA from 2-

V and 1.2-V power supplies, respectively. 

5.5 Conclusion 

A novel wideband noise-cancelling low-noise transconductance amplifier (LNTA) is 

proposed. It features two-fold noise cancellation core transistor pairs: in addition to noise of the 

input matching transistor pair, noise of another transistor pair in the LNA core is also cancelled. 

As showed through calculations, this LNTA could even achieve sub-1dB noise figure by 

increasing gain of LNA core and the total transconductance. This LNTA constructs the first stage 

of the proposed DT receiver in Chapter 6. 
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Chapter 6 

Proposed DT Superheterodyne 

Receiver in 65nm CMOS 

This chapter presents the fully integrated DT superheterodyne receiver [14]. The receiver 

uses the concepts and blocks proposed throughout Chapter 2 to Chapter 5. After discussing the 

proposed structure and it DT model, internal frequency translations as well as image rejection 

mechanisms are explained. Then, baseband signal processing using an ultra-low power 

implementation is discussed. Afterwards, measurement results of the implemented test chip in 

CMOS 65-nm are presented and compared with other state-of-the-arts receivers. At the end, 

extension of the superheterodyne DT receiver to a SAW-less operation is discussed and 

measurement results of a test chip in CMOS 28-nm are reported. 

6.1 The Structure 

Figure 6-1(a) shows the simplified DT receiver. In this RX signals at the mixer outputs are 

still continuous-time (CT). In addition to the main harmonic of the mixer clocks, LOI/Q, they also 

possess odd harmonics (i.e. +3rd, −5th, +7th, etc.) due to their square-like waveforms (see 

Figure 6-1(b)). These harmonics not only downconvert high-frequency images on top of the 

wanted signal, but also upconvert the input spectrum to high frequencies around the harmonics. 

In reality, the windowed current integration, sampling and DT processing of samples happen in 

the subsequent switched-capacitor block. As mentioned earlier, the sampling folds spectrum of 
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the signal that is outside of the Nyquist range into the –fs/2 to +fs/2 range. Since both mixing and 

sampling processes translate frequencies with respect to the LO harmonics and sampling rate, 

respectively, they make a rather complicated matrix to calculate total frequency translations from 

RF input to the sampled output of the receiver (see Figure 6-1(c)). 

The top-level diagram, shown in Figure 6-2, provides a straightforward yet accurate model 

for the DT receiver, illustrating its functionality and the scheme of frequency translations. Since 

the accumulated charge is read out by the switched-capacitor filter at the 4x rate, and also the 

states of mixer clocks are changing with the same rate (i.e., 4 times in each cycle), these 

operations are mutually commutative so it would make no difference if we consider the WI and 

  

(a)                                                                         (b) 

 

(c) 

Figure 6-1: (a) Signal sampling after the mixer in a DT receiver with (b) its time-domain signal 

waveforms (repeated from Figure 2-3 and Figure 2-7). (c) Frequency translation considering 

CT mixing and then sampling. Although only the main and 3rd harmonics of mixer are shown, it 

still make a rather complicated frequency translations. 

i I

iRF

i Q

LO I

LO Q

q I [n]

q Q [n]

1 / fLO

90°

fIF fIF

LO (1st Hr)
RF

fLO

LO (3rd Hr)

fIF fIF

 fLO 2fLO 3fLO 4fLO 2fLO 4fLO

fLO fLO 2fLO 3fLO 4fLO= fs 2fLO 3fLO 4fLO=fs

1st Hr
1st Hr

3rd Hr
3rd Hr

1st Hr

3rd Hr

1st Hr3rd Hr

Folding Folding

fs/2 fs/2

Input 
Spectrum

Down-
converted

Sampling
(DT Spectrum)

fRF 3fLO

Win. Integ.

BPF

Mixer Hr 
Image



 

Proposed DT Superheterodyne Receiver in 65nm CMOS 87 

sampling executed ahead of the mixing. In this way, the rest of signal processing after the 

sampling is done in the discrete-time domain6. Therefore, the “DT mixers” interpret their input 

signals as DT input sequences instead of the CT square waveform. Also, the outputs of DT 

mixers become sampled-charge data rather than the CT iI and iQ waveforms of Figure 6-1(b). 

This model will be later used to calculate the gain and to illustrate the frequency translations of 

the DT receiver. Moreover, this model can be used also for other IF sample rates (e.g. 1x/2x) by 

placing a DT decimation block after the DT mixer in Figure 6-2. 
 

Discrete-time charge packets after windowed integration and sampling are described with 

the following equation [5], [10], [22], [23]:  

 
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RFin dtinq
1

, (6.1)   

where iRF is the result of a voltage at LNTA input (VRF) multiplied by the transconductance 

gm,LNTA. This WI creates a continuous-time sinc type filter prior to the sampler in Figure 6-2:  
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6 Ref. [25] explains well the difference between CT and DT interpretation of signals in a DT mixing receiver. 

 

Figure 6-2: The proposed DT superheterodyne receiver model using 4x sampling. 
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This filter has notches at multiples of fs.  

6.1.1  Sampling Mixer 

The clock sequences of DT mixers in Figure 6-2 are LOI[n]={1 0 -1 0} and LOQ[n]={0 -1 0 

1}, repetitively. They could be written as:  
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(6.3) 

In frequency domain, they have two tones at ±fs/4, which is fLO. From (6.3), downconversion (as 

well as upconversion) gain of each DT mixer becomes Amix,I/Q = 1/2. However, output of the 

mixer in the Q path has a 90º phase shift with respect to the I path. 

Implementation of the sampling mixer circuitry is depicted in Figure 6-3(a). It consists of 

two passive double-balanced mixers for I and Q paths. Each mixer commutates its input current 

provided by the LNTA. While input of the RF mixer is actually a CT current, their outputs are 

interpreted as DT charge packets resulting from the windowed integration. Each new coming 

phase generates a new charge sample. The next block, DT BPF, should read charges also at the 

4x rate to maintain the sample rate. 

 

(a)                                                                         

 

(b) 

Figure 6-3: (a) Implementation of the sampling mixer in Figure 6-2 with passive current 

commutating mixer, and (b) it driving clock waveforms. 
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Mixer switches are implemented by NMOS-only. As depicted in Figure 6-3(b), non-

overlapped clocks with a 25% duty cycle are used to drive the switches. This avoids charge 

cross-talk between I/Q paths, which would compromise functionality of the subsequent block. 

Moreover, driving switches with the 25% duty cycle improves IIP3, noise and gain of the mixer, 

as compared to the 50% duty cycle [15]. In our implementation, the sampling mixer works up to 

12 GS/s, limited only by the digital clock generator circuit. 

6.1.2  Receiver Chain 

Receiver chain from RF input to the end of IF strip is shown in Figure 6-4. Four charge-

sharing BPFs are cascaded to increase rejection of out-of-band blockers/interferers. In addition 

to providing isolation, each of the gm-cells between the BPFs serves as a DT gain stage providing 

0–6 dB signal gain. In this way, noise of each subsequent block gets less important. All the CS-

BPFs operates with the same 4x sampling rate.  

Until this stage, the receiver has had enough out-of-band filtering. Therefore, to save power 

consumption, signal can be decimated and the baseband circuit is clocked at the lower rate. To 

do so, an additional gm-cell stage is used at the end of IF strip that again converts voltage to 

charge. This creates a sinc antialiasing filter before the decimation. 

6.2 Frequency Translation 

The whole process of frequency translations that happen in the proposed HIF DT receiver is 

depicted in Figure 6-5. As the continuous-time input signal enters the receiver, whose model is 

shown in Figure 6-4, it is filtered by the CT sinc filter described in (6.2). Images are then created 

due to sampling, as indicated in brown in Figure 6-5 (a). In this example, we choose RF signal 

at fLO−fIF, such that sampling images are at −fLO+fIF+k∙(4fLO) and fLO−fIF+k∙(4fLO) for k=1, 2, 3, 

… . From (6.2), sinc filter attenuations of the first two images (k=1) near 3rd and 5th fLO harmonics 

are 9.5 dB and 14 dB, respectively. These levels are the same as image attenuation of a CT 4-

phase mixer. Although these numbers alone might not be adequate, the images are further 

attenuated in this receiver by the LNTA and a preselect filter.  

After sampling, the DT input spectrum is now spread from –fs/2 to +fs/2, where fs is 4fLO.  
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Figure 6-4: The proposed DT superheterodyne receiver using 4x sampling. 

q
in

,
 I

 [n
]

iR
F (t)

q
in

,Q [n
]

D
S

sin
c

I 

L
N

T
A

L
O

 I

P
re-

S
elect

C
T

D
T

+
1

-1

0
0

L
O

Q

-1

+
1

0
0

S
am

p
ler

4×
fL

O

S
am

p
lin

g
 M

ixe
r M

o
d

e
l

4x Charge Readout

S
in

c
 

F
ilte

r

g
m

g
m

Chip Border

fR
F

 =
 fL

O
  

 fIF

D
S

sin
c

D
T

 B
P

F
1

-fs /2
0

fs /2
fIF

g
m

g
m

D
T

 B
P

F
2

-fs /2
0

fs /2
fIF

g
m

g
m

D
T

 B
P

F
3

-fs /2
0

fs /2
fIF

g
m

g
m

D
T

 B
P

F
4

-fs /2
0

fs /2
fIF

V
R

F

4×
fL

O
4

 fL
O

 /
 D

IF Q
 

S
am

p
lin

g
 F

req
 (fs ):

V
IF

4,I [n
]

V
IF

4,Q [n
]

to Baseband



 

Proposed DT Superheterodyne Receiver in 65nm CMOS 91 

 

Figure 6-5: Frequency translations in the DT receiver: (a) images caused by sampling of CT 

signal; (b) input spectrum after the sampling; (c) downconverted spectrum after the DT mixer; 

(d) signals after IF filter stages; and decimation by (e) applying an antialiasing filter before (f) 

baseband downsampling. 
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Figure 6-5(b) shows the wanted RF signal (in blue) and the important images of the receiver7. 

Complex LO signal defined in (6.3) is also displayed as a black single tone. After mixing the 

entire signal spectrum with this tone, the negative side is downconverted to around dc, while the 

positive side is upconverted to close to ±fs/2 (see Figure 6-5(c)). At this point, the wanted signal 

is located at +fIF while its IF image (in red) at –fIF. Because of the quadrature operation of the 

mixer, these two signals are not aliased and the image can be filtered at IF and later at baseband 

(BB). 

The spectrum of Figure 6-5(c) is then filtered by the complex DT BPFs in the IF strip (see 

Figure 6-5(d)). The wanted signal is amplified while the rest are attenuated. At this point, out-

of-band images and blockers are attenuated enough, such that the signal of interest can be 

decimated to a lower baseband sample rate, fs,BB. This leads to power consumption reduction for 

the remainder of processing blocks. 

The decimation process is being protected by a DT sinc antialiasing filter that is simply 

achieved by adding up DIF samples (a.k.a., moving average filter), where DIF is a positive integer. 

Therefore, the images are further filtered out (Figure 6-5(e)) before downsampling and aliasing 

over the wanted signal (Figure 6-5(f)). The new sample rate becomes fs,BB = fs/DIF. Transfer 

function of the moving average (MA) filter is:  

   BBsIFIFMA ffDfH ,, sinc . (6.4) 

A small resulting attenuation of the wanted signal at fIF is neglected in the rest of the text. 

Implementation of the decimation is trivially achieved by lowering the readout rate of the block 

succeeding the gm-cell. In this way, after several samples are accumulated, they are processed 

once (temporal decimation [28]). 

Considering the frequency translations in Figure 6-5 and the receiver model shown in 

Figure 6-4, we are now able to calculate gain of signals at different frequencies from the LNTA 

RF input to the IF strip output. The wanted RF signal experiences the LNTA gain, windowed 

integration sampling, DT mixer downconversion gain, passband gain of BPFs and gm-cells. 

                                                 

7 Though blocker and image signals could be at a much higher level than the wanted signal, they are shown at 

the same level for simplicity. 
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Using (4.5), (4.8), (6.2), and (6.3) we have: 
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 (6.5) 

In the above equation, the two terms are gain of the stages until the first BPF, and the 2nd to 4th 

BPFs, respectively. In the approximation, fIF << fLO is considered.  

The closest image that could fold onto the wanted RF signal is the IF image at fLO+fIF. As 

shown in Figure 6-5(e), part of the IF image energy after mixing and attenuation resides at –

fs/2+fIF. This signal is folded over the wanted signal after downsampling, assuming an even 

decimation factor, DIF. By neglecting a small gain difference due to the CT sinc filter (HWI), IF 

image rejection is calculated by adding attenuations of the BPFs and DT moving average filter. 

Using (4.3), gain of BPF at –fs/2+fIF can be very well approximated by 1/(2CH) for CR << CH. So 

the attenuation of BPF with respect to its passband gain in (4.5) is 2CH/CR, for each of the four 

stages. Therefore, by adding effect of the moving average filter from (6.4), IF image rejection 

ratio (IMRR) is:  













 










BBs

IFs

R

H
IF

f

ff

C

C
IMRR

,

4

2
sinc

2
. (6.6) 

Considering fIF=fLO/16 in our implementation, Eq. (4.4) suggests CH/CR to be about 10. 

Consequently, with the DIF decimation factor of 16, the total IF IMRR reaches more than 135 

dB. Note than this value assumes perfect quadrature LO signals driving the mixers without any 

mismatch. However, quadrature inaccuracy of the practical LO signals also aliases a tiny part of 

IF image right after the mixers, from fLO+fIF to +fIF in Figure 6-5(b) and (c). The latter effect is 

predominant and limits IMRRIF to 40–80 dB, depending on quadrature accuracy, layout, and 

mixer mismatch. 

The second important class of images are baseband downsampling images. Translated back 

to the RF input, they are located at fRF ± k∙fs,BB. The first two of them (for k=1) are shown in 

yellow in Figure 6-5(b). After mixing down (Figure 6-5(c)) and passing through the BPFs 

(Figure 6-5(d)), they are attenuated by the DT moving average filter (Figure 6-5(e)), and then 

folded over the wanted signal via downsampling (Figure 6-5(f)). By means of (4.3), the exact 
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attenuation of BPF can be calculated. As a first-order approximation of (4.3) for midrange 

frequencies (fIF << f << fs/2), Bode plot of a 1st-order lowpass filter with a 3 dB bandwidth of fIF 

is being considered that is shifted to be centered at fIF. So, BPF rejection at fs,BB offset from the 

passband is approximated as:  

 
IF

BBs

fffIF

IF
BPF

f

f

f

ff
fR

BBsIF

,

,








. (6.7) 

Both sampling images are attenuated by the same amount, due to the symmetry around fIF. The 

higher fs,BB, the higher the attenuation. Then, the images are attenuated by the moving-average 

filter in (6.4). A higher fs,BB, makes the images relatively closer to notches of the sinc filter and 

improves attenuation. Adding up all these attenuations, baseband downsampling IMRR 

becomes:  













 










BBs

BBsIF

IF

BBs

BB
f

ff

f

f
IMRR

,

,

4

,
sinc . (6.8) 

By choosing a proper number of BPF stages and decimation factor to set fs,BB, a desired 

IMRR can be achieved.  

6.2.1  Selection of IF Frequency 

Based on (6.8), if the ratio of fs,BB/fIF is fixed, changing IF would not have any major impact 

on the BB IMRR. If improving this rejection is desired, fs,BB had to be increased. In case ADCs 

are used at the end of IF chain, higher fs,BB means a higher ADC sample rate. On the other hand, 

if a fixed ratio is considered, lowering fIF results in a narrower bandwidth of BPF’s, and hence, 

higher linearity (IIP2 and IIP3) at a fixed offset frequency. However, fIF should be always higher 

than the IM2 product and the flicker noise corner. 

In this work for the sake of simplicity, a sliding IF approach with fIF =fLO /16 is used. With 

fs,BB=4fIF used in our analog baseband implementation, theoretical BB IMRRs could reach 59 

and 63 dB for the images at fRF +fs,BB and fRF –fs,BB, respectively. In transistor-level simulations, 

46 dB and 51 dB rejections are obtained, respectively. The shortfall is due to lowering of the 

quality factor of BPFs by the output resistance of IF gm-cells. 
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6.3 Baseband Signal Processing 

The signal at the end of IF strip can be directly sampled and digitized using Nyquist-rate or 

band-pass ADC [7]. Afterwards, baseband signal processing, including IF mixing and channel 

select filtering, can be done entirely in digital domain. Among various ADC architectures, 

especially SAR ADC is attractive for this receiver, due to its process scalability and compatibility 

with digital CMOS technology. However, this approach might not be always the most power 

efficient because of the high sample rate and high dynamic range requirement imposed on the 

ADC and subsequent digital signal processing. 

The alternative approach chosen in our 65-nm CMOS implementation is signal processing 

through the DT analog baseband, as shown in Figure 6-6(a). The main goal of this part of receiver 

is, by means of filtering and decimation, to reduce the required ADC sample rate and dynamic 

range. The proposed DT baseband consumes only a few miliwatts, while significantly reducing 

power consumption of the ADC and digital baseband. 

 

6.3.1  DT Analog Baseband Signal Processing 

The first stage of the analog baseband circuitry is a quadrature DT IF mixer. A set of four 

mixers downconvert the signal from IF to zero. Implementation of each mixer is similar to the 

passive RF mixer shown in Figure 6-3.  The baseband sample rate (fs,BB) is chosen 4fIF to simplify 

the generation of clocks needed for the IF mixer. As shown in Figure 6-6(b), the IF clock 

waveforms are very similar to those in the RF mixer, but the period is 1/fIF. If a higher attenuation 

of the sampling images would be required (e.g., for a SAW-less application), a higher baseband 

sample rate combined with harmonic rejection mixing could be implemented. The IF mixer is 

the only circuitry in this receiver that limits the overall IIP2, even though it is still extremely 

high. Since the IF mixer is clocked at a much lower rate than the RF mixer, its IIP2 is 

substantially better [69]. Moreover, the IF filtering considerably improves its IIP2 referred back 

at the antenna (each 1 dB of a blocker filtering at preceding stages improves IF mixer IIP2 by 2 

dB).   

The second stage of the analog baseband is a DT 6th-order low-pass filter (hereafter, IIR6), 

based on the work in [5]. This narrow-bandwidth filter selects the wanted signal and attenuates 

the rest of in-band and out-of-band interferers and blockers. Thanks to its high filtering order, 
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IIP3 requirements of all the following stages are relaxed. Sample rate of this filter is also the 

same as fs,BB. Figure 6-7 shows a switch-level implementation of this filter. CH1 at the input port  

accumulates the input charge. Through a prearranged switching sequence, each of the CS 

capacitors rotates the partial charge of CH1 to other history capacitors, CH2–6, and then gets reset. 

(b
) 

                                                                         

(a
)                                                                         

 

Figure 6-6: (a) Baseband DT signal processing of the receiver. (b) Required clock waveforms 

for the IF mixer and LPF1. 

fIF
-Q

fIF
-I

fIF
-I

D
T

-IIR
D

S
sin

c
D

T
-IIR

D
T

-IIR
D

S
sin

c
D

T
-IIR

g
m

g
m

D
T

-IIR

D
T

-IIR

g
m

g
m

D
T

-IIR

D
T

-IIR

D
T

 Q
u

ad
 

IF
 M

ixer
6

th-o
rd

er L
P

F
1

3
rd-o

rd
er

L
P

F
2

3
rd-o

rd
er

L
P

F
3

B
B

 G
ain

B
B

 G
ain

1
st-o

rd
er

5
th-o

rd
er

D
ecim

atio
n

 
b

y 1
 / 4

D
ecim

atio
n

 
b

y 4
 / 16

fL
O /4

fL
O /16

fL
O /64

fL
O /4

fL
O /16

IB
B

Q
B

B to ADC

L
o

w
 B

B
 R

ate

H
ig

h
 B

B
 R

ate

IQ

from IF stage

fs  =

fs  =

D
S

sin
c

D
S

sin
c

φ
1

φ
2

φ
3

φ
4

1/fIF
1/fs,B

B

φ
1

φ
2

φ
3

φ
4

IF Mixer ClocksLPF1 Clocks

φ
5

φ
6

φ
7

φ
8

1/fs,B
B

fIF
-Q

fIF
-I

fIF
-I

D
T

-IIR
D

S
sin

c
D

T
-IIR

D
T

-IIR
D

S
sin

c
D

T
-IIR

g
m

g
m

D
T

-IIR

D
T

-IIR

g
m

g
m

D
T

-IIR

D
T

-IIR

D
T

 Q
u

ad
 

IF
 M

ixer
6

th-o
rd

er L
P

F
1

3
rd-o

rd
er

L
P

F
2

3
rd-o

rd
er

L
P

F
3

B
B

 G
ain

B
B

 G
ain

1
st-o

rd
er

5
th-o

rd
er

D
ecim

atio
n

 
b

y 1
 / 4

D
ecim

atio
n

 
b

y 4
 / 16

fL
O /4

fL
O /16

fL
O /64

fL
O /4

fL
O /16

IB
B

Q
B

B to ADC

L
o

w
 B

B
 R

ate

H
ig

h
 B

B
 R

ate

IQ

from IF stage

fs  =

fs  =

D
S

sin
c

D
S

sin
c

φ
1

φ
2

φ
3

φ
4

1/fIF
1/fs,B

B

φ
1

φ
2

φ
3

φ
4

IF Mixer ClocksLPF1 Clocks

φ
5

φ
6

φ
7

φ
8

1/fs,B
B



 

Proposed DT Superheterodyne Receiver in 65nm CMOS 97 

Each charge-sharing operation within the cycle adds one order of filtering. Using 8 sampling 

capacitors, each with a delay of one phase, increases the filter’s sampling rate 8 times while 

using the same clock signals (parallelized operation). More details and analysis of this filter are 

described in [5]. In the normal high sample rate mode, black and red switches are clocked and 

the filter works as described. This mode is used for high bandwidth signals up to about 30 MHz 

(e.g., for the LTE standard). For narrowband signals (e.g., 200 kHz in GSM standard) the sample 

rate of 4fIF (several 100s of MS/s), would be much higher than necessary. Further decimation 

should therefore be done to save power consumption. In this low sampling rate mode, only black 

and blue switches are clocked and the red switches are disengaged to save power. After a set of 

four succeeding CS’s are charge-shared with CH1, they are shorted together to make a spatial 

decimation by 4 [28]. Charge sharing of the four CS’s makes a 4-tap moving average (sinc 

antialiasing filter) prior to the subsequent decimation. Then one of them continues charge-

sharing with CH2–6. This also reduces the required CH value to support the narrow bandwidth. In 

this mode, input sample rate of this filter is 4fIF while its output rate is reduced to fIF. Clock 

waveforms required for driving this filter are shown in Figure 6-6(b). 

 

Figure 6-7: Implementation of the DT 6th-order IIR low-pass filter with selectable decimation 

by 4. 
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The receiver path up to the end of IIR6 already enjoys high gain and high-order of filtering. 

Hence, noise and IIP3 of the remaining stages would be less of a concern. Due to this reason, 

the following stages can be implemented at an ultra-low power consumption. After IIR6, two 

filter stages are cascaded with two gm-cells. Figure 6-8 shows the implementation of baseband 

gm-cells, in which a fully differential inverter-based structure is used. Note that the baseband 

gm-cells are dc-coupled to pass the whole signal spectrum. Although putting tail current sources 

in the gm-cell reduces IIP3, the cell still features good enough linearity (IIP3 = 0 dBm) 

considering the filtering beforehand. Both stages of the 3rd-order IIR LPFs (“IIR3”) are identical 

and use the same structure as in Figure 6-7, though without spatial decimation [5]. To further 

save power in these filters, their clocks are reduced by 4x with respect to the IIR6 output rate. 

This creates a temporal decimation after the first baseband gm-cell. The two baseband gain 

stages together with LPF2 and LPF3 in I and Q paths totally consume only 100–700 μW, 

depending on gain and bandwidth setting.  

At the bottom of Figure 6-6(a), sample rate of each block from IF to the end of baseband is 

displayed. Due to the high total order of filtering (up to the 12th order in this design), ADC 

sample rate could be reduced to below the receiver output sample rate without any other 

antialiasing filter.  

6.3.2  Digital Equalization 

The analog baseband part of the receiver features the total of 12th-order of filtering. However, 

despite this very high order, only real-poles are used, and so this filter cannot be directly 

compared with complex-pole filter types (e.g., Butterworth or Chebyshev) of the same order. A 

 

Figure 6-8: Implementation of baseband gm-cells.. 
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high-order real-pole filter provides a gradual and smooth transition between its passband and its 

sharp out-of-band roll-off (Figure 6-9). Therefore, [5] has proposed using a low-power digital 

equalizer after the ADC to map the real-pole transfer function to a sharp complex-pole filter, but 

with a lower order. In this way, passband of the filter experiences a small average loss. The lower 

order of the mapped filter, the lower the passband loss [5]. For example, in Figure 6-9, the 12th-

order real-pole filter is considered to be mapped to a better than 7th-order Butterworth filter (that 

should be enough for BB filtering of most wireless standards). As has been calculated, the 

passband loss is 6 dB that can be compensated by preceding gain stages or 1 additional ENOB 

in the ADC [5]. Taking into consideration the complete system-level view of the receiver, the 

proposed baseband processing consumes several times less power (total I/Q baseband: 2.3 mW 

for 1.96 GHz RF input) than the conventional CT or active switched-capacitor approaches [36], 

[38], while providing a much lower NF and a very high linearity [5]. 

6.4 Clock Waveform Generator 

All the required clocks for the RF mixer (Figure 6-3) and IF BPF stages (Figure 6-5) are 

identical 25% duty-cycle clock waveforms at the LO frequency. First, an external clock at 2fLO 

is fed in, then divided by 2 to generate four quadrature 50% clocks (LO1-4 in Figure 6-10(a)). 

The divider consists of two latches arranged in a loop with a crossed feedback providing an 

 

Figure 6-9: Digital equalization of 12th-order real-pole transfer function to better than a 7th-

order Butterworth filter. The ADC and digital equalizer are clocked at 50 MHz. 
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additional 180o phase shift. A similar approach is also used in [7]. As shown in Figure 6-10(b) 

and (c), two clock-gated (tristate) inverters with weak back-to-back inverters are used as a 

dynamic latch. This promotes a very high speed of operation at low power. Then, NAND gates 

are used to make the four 25% clocks (φ1-4). Skewed NMOS and PMOS transistors in the NAND 

gates and their following buffers are used to ensure non-overlapped clocks. Required clocks for 

baseband are generated in a similar way using standard cells, whose reference clock is provided 

via a divide-by-4 of LO1 clock. To keep the phases balanced, two levels of dummy buffers are 

used for LO2-4. Transistors in the clock generator circuit are sized based on the phase noise 

requirement and load capacitance. 

6.5 Measurement Results 

The receiver is implemented in standard TSMC 1P7M 65nm CMOS and occupies an active 

 

(a) 

 

(b) 

 

(c) 

Figure 6-10: (a) RF and IF waveform generator. (b) Dynamic latch using (c) gated inverter. 
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area of 1.1 mm2 (Figure 6-11). It consists mostly of MOS switches, capacitors and inverter-based 

gm-cells, making it process scalable and amenable to digital nanoscale CMOS. Majority of the 

chip area is occupied by capacitors used for baseband filtering that supports cutoff frequencies 

down to 100 kHz. Most of the capacitors are of metal-oxide-metal (MOM) type implemented 

differentially. Therefore, the chip area scales very well with the CMOS technology 

advancements. 

Measured wideband transfer function of the complete receiver is plotted in Figure 6-12. 

There are only discrete number of frequency points that can fold into the received band of 

interest. As analyzed in Section 6.2, major images (shown in yellow) are located at multiples of 

4fIF away from fRF. The first two major images are rejected by 42 and 46 dB, close to the 

simulated values. The reminder of images at fIF multiples (in black) are much smaller, and are 

caused by the baseband decimations. The exception is the image of 37dB rejection (marked in 

red) that is due to uncalibrated I/Q clock mismatch. There, unaccounted parasitics on the mixer 

clock lines make the I/Q unbalanced. Based on simulations, a phase mismatch of about 1º could 

lead to the measured degraded rejection. A more carful layout design solves this in future designs 

(in [64], a 65 dB I/Q matching is achieved). Including the preselect filter with a moderate OOB 

rejection of 35 dB that precedes the receiver, the total image rejection easily improves to better 

than 72dB. 

 

Figure 6-11: The proposed receiver’s chip micrograph; 1.9×2.4 mm2. 
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Measured close-in transfer functions of the receiver for different programmed bandwidths at 

low/high baseband rates are shown in Figure 6-13. While the IF filters are designed mostly to 

reject out-of-band blockers/interferers, the close-in TF is created by the baseband filtering to 

select the desired channel. After converting to digital by the ADC, a digital equalizer will flatten 

the passband of transfer function, per the mixed-signal scheme of Figure 6-9. As a whole, RF 

bandwidth of the receiver is programmable from 200 kHz to 30 MHz. 

Figure 6-14 shows measured uncalibrated IIP2 and IIP3 of the receiver at medium gain 

 

 

Figure 6-12: Measured wideband transfer function. 

 

Figure 6-13: Measured close-in transfer function of the receiver. 
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setting, in which the receiver meets the sensitivity specification in presence of blockers. In-band 

IIP3 is measured at -5 dBm, which is mainly limited by the linearity of IF gm-cells. While the 

high-IF front-end has infinite IIP2, the IF mixer limits the receiver’s IIP2. The IF filters in this 

receiver attenuate blockers and, therefore, out-of-band IIP2 increases rapidly at higher frequency 

offsets (Figure 6-15), from +47 dBm in-band to +93 dBm at 120 MHz offset, all uncalibrated. 

Though this receiver does not claim to be SAW-less, the superheterodyne architecture appears 

to be the path to reach such SAW-less operation that could meet most stringent IIP2 

 

Figure 6-14: Measured IIP2 and IIP3. 

 

Figure 6-15: Measured IIP2 versus offset frequency. 
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requirements, even in the FDD mode and without any calibrations. 

Plotted in Figure 6-16, the noise figure of the complete receiver for different bands from 400 

MHz to 2.9 GHz ranges between 2.9–4.0 dB. For each RF frequency, NF is the average value 

over the BW (anyway it stays constant over up to 3 times BW). At higher frequencies, duty cycle 

of φ1-4 RF clocks is reduced because of a limited rise/fall times. As a consequence, the gain of 

RF mixer reduces, which directly degrades the RX noise figure. 

Table 6-1 summarizes the measured performance of the receiver and compares it with 

published state-of-the-art. The analog part of the receiver consumes 43 mW in total for the high-

gain setting. The clock waveform generator consumes 5–36 mW that linearly scales with fLO. 

Figure 6-17 shows power consumption budgeting of different blocks. Full chain of the receiver 

has a maximum gain of 83 dB.  

    

 

 

Figure 6-16: Measured noise figure of the complete receiver versus RF frequencies. 

 

Figure 6-17: Power consumption budget of various blocks for maximum gain setting at 1.96 

GHz RF input. 
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Table 6-1: Performance summary and comparison with state-of-the-art receivers. 
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6.6 Extension to SAW-less Operation 

Conventional multi-band, multi-standard receivers require many duplexers, SAW filters, and 

switches typically one per band. To reduce cost and size, the trend is to eliminate SAW filters 

and switches by using a high linearity wideband RX [20], [70]–[72]. As a consequence, the  

isolation of transmitter (TX)-to-RX, and the suppression of TX interferers are worsening, which 

all further increase RX linearity requirements in FDD mode. The reduced off-chip out-of-band 

(OB) filtering implies a very tough IIP2 requirement for zero-IF receivers, thus requiring highly 

sophisticated calibration algorithms to be frequently run due to PVT and channel variations.  

There are many other issues associated with ZIF, such as time-variant dc offsets, sensitivity to 

flicker noise, and large in-band LO leakage. As explained in Section 2.1, superheterodyne 

architectures [21], [73] do not experience the aforementioned problems thanks to their high IF.  

 

 

The 4x-sampling high-IF RX in [21] operates in discrete-time using a quadrature charge-

sharing band-pass filter (CS-BPF) to realize a highly reconfigurable RX solution of small die 

area and high power efficiency. As in any wideband RX, the linearity and tolerance to out-of-

band blockers mainly depends on its first filter’s selectivity. Unfortunately, the 4/4-phase CS-

BPF has insufficient blocker rejection to support the SAW-less operation. Using 8x-sampling 

[25] and the novel M/N-phase CS-BPF (described in Section 4.5) that utilizes an octal-phase 

input signaling and an extra pole to make a sharp filtering (i.e., 8/16-phase CS-BPF), the DT 

superheterodyne idea [21] is extended to the first-ever high-IF SAW-less RX is thus 

demonstrated [64], [65]. 

Figure 6-18 shows top-level block diagram of the SAW-less receiver implemented in CMOS 

28nm with its chip micrograph. The RX is digitally programmable to work in either 4x or 8x 

sampling modes. In the 8x sampling mode, mixers are clocked with 8-phase 12.5% non-

overlapped clocks. This enables the 8/16-phase CS-BPF to distinguish between 1st and 3rd/5th 

harmonic after downconversion to IF by the mixer. Using also a harmonic recombination gm-

stage in this receiver, provides a total RX 3rd/5th harmonic rejection of > 58 dB. Thanks to the 

sharp filtering at IF, the receiver has a maximum +14 dBm IIP3. Table 6-2 summarizes 

performances of this receiver and compares with other state-of-the-arts. 
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6.7 Conclusion 

A complete chain of a fully-integrated discrete-time (DT) superheterodyne receiver with 

high reconfigurability for cellular and wireless applications is described. Using the proposed DT 

band-pass filtering (BPF), IF filters of high center frequency are also integrated on chip. In 

addition to the insensitivity to flicker noise and time-varying DC offsets, superheterodyne shows 

an extremely high IIP2 without requiring any calibration. This characteristic makes this 

architecture a suitable candidate for future SAW-less receivers that work in the toughest FDD 

mode. DT signal processing using passive switched-capacitor circuits makes this receiver 

process scalable. It only uses switches, capacitors, and inverter-based gm-cells. The use of a 

 

(a) 

 

(b) 

Figure 6-18: (a) Top-level block diagram of the proposed SAW-less DT superheterodyne 

receiver, with (b) its chip micrograph. 
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high-order, but very low-power and low-noise baseband DT filters, reduces the required ADC 

sample rate and dynamic range thus leading to a lower total power consumption. 

In an extension to a SAW-less DT superheterodyne receiver, higher-order and quality CS-

BPF are used to reach to a very high IIP3. As experimentally verified, this new receiver shows 

an infinitely high IIP2.  

 

Table 6-2: Performance summary and comparison with state-of-the-arts. 

 
[64]  

This Work 

[14] 

TUDelft 

[7] 

Broadcom 

[20] 

IMEC 

[72] 

Broadcom 

[70] 

UPavia 

[71] 

MediaTek 

Technology 28nm 65nm 65nm 28nm 28nm 40nm 40nm 

Architecture High-IF High-IF High-IF ZIF ZIF ZIF ZIF 

NF (dB) 2.1/2.2/2.6 2.9–4.0 2.8 1.83 1.7 3.8/1.9 1.7–2.4 

Supply (V) 0.9 1.2/2 1.2/2.5 0.9 1.0 1.2/1.8 1.5 

HR (dB) > 58* N/A N/A 50(70$) 60/60 54/65 N/A 

IIP3 (dBm) 14(OB) -5(IB) -6.3(OB) 8/5 11.5(OB) 18/16(OB) 0.4(OB) 

IIP2 (dBm) Infinite 95¥ N/A 55(88$) 55 64 55 

Power (mW) 24 – 37 48–79  39 40/35 36 – 62 32/32 39 – 46.5 

Area (mm2) 0.52 1.1 0.76 0.6 5.2 0.84/0.74 0.57 

* Worst-case without calibration      $ with calibration       ¥ Due to an IF Mixer 
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Part II:  

Fully Integrated Oscillator Design 

in Nano-Scale CMOS 
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Chapter 7 

High-Swing Class-C Oscillator 

Today’s design and implementation of building blocks for high-frequency communication 

links in nano-scale CMOS technologies are ever more challenging. One of these challenges is to 

comply with the imposed low supply voltage of a digital portion of RFICs or RF-SoCs. In a fully 

integrated transmitter/receiver, at least one oscillator (see Figure 1-3) needs to be integrated to 

be used in frequency synthesizer. Designed in nano-scale CMOS, phase noise of oscillators 

degrades due to the reduced supply voltage and output swing. 

The aim of this work is to utilize the provided supply voltage as efficiently as possible in 

order to generate the highest output swing. Based on Leeson’s phase noise equation [74], 

increasing the oscillation amplitude by only 41% reduces the output phase noise by 3 dB. 

Typically, stacked transistors (i.e., tail current source, cascade amplifier, etc.) consume the 

precious voltage headroom, which is the reason they are avoided in this work.  

In this chapter, after describing the basic operation of a class-C oscillator in light of the low 

phase noise goal, the proposed low-voltage high-swing class-C (HSCC) oscillator is introduced. 

Then implementation details of a low-power low-phase-noise test chip in CMOS 90-nm are 

discussed and measurement results are presented. The same idea of the HSCC oscillator is 

extended to an ultra-low phase noise dual-core oscillator that, for the first time ever in fully 

integrated silicon, meets phase noise requirements of the GSM normal BTS receiver standard.  
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7.1 Class-C Harmonic Oscillator 

A state-of-the-art yet simple class-C oscillator is shown in Figure 7-1(a) and (b) [75]. Here, 

it is called original class-C (OCC) oscillator. This oscillator is very similar to the conventional 

cross-coupled LC oscillator, but with a relatively big capacitor (Ctail) on the tail node (Vtail) and 

separated DC bias voltage (Vbias) of the transistors gates. The tail capacitor is responsible to 

suppress high frequency fluctuations of Vtail. Therefore, Vtail is able only to change slowly in 

presence of Ctail. Transformer bias (Figure 7-1(a)) and RC bias (Figure 7-1(b)) are used in two 

implementations to set the DC bias [75]. 

 Figure 7-1(c) shows transient voltage waveforms of this oscillator. At first, Vtail is about zero 

(or one MOS overdrive voltage, Vod) and Vgs1,2 are equal to Vbias. As the oscillation amplitude 

  

(a) 

 

(b) 

 

(c) 

Figure 7-1: Schematic of the original class-C (OCC) oscillator [75] (a) with transformer bias, 

and (b) with RC bias. (c) Transient waveforms of the oscillator during startup. 
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increases, because of non-linear operation of M1 and M2, their average currents increase. 

Therefore, Ctail is charged and Vtail increases. Consequently, DC bias voltage of Vgs1,2 gradually 

reduces. Tail voltage increase continues to a voltage in which M1,2 and Mtail DC currents are 

balanced again. Since Vtail high frequency variations are damped by Ctail (see Figure 7-1), and 

the oscillation amplitude is determined by the tail bias current, and size of M1,2 sets the firing 

angle at steady-state; the larger transistor width, the lower the firing angle.  

In the OCC oscillator, generated noise level of the LC tank loss and switching transistors are 

the same as in conventional cross-coupled differential oscillator [76]. However, the total output 

phase noise is reduced due to the higher oscillation amplitude at the same bias current. In class-

C oscillators, transistor currents are impulse-like which results in a larger fundamental harmonic 

compared to cross-coupled configuration in which currents are square-waves shape in time [75]. 

Moreover, noise contribution of tail current source is suppressed, which is one of substantial 

noise sources in conventional LC tank oscillators [77]. 

7.2 Proposed High-Swing Class-C Oscillator 

In order to provide the highest voltage headroom for the output swing, the tail current source 

of OCC oscillator is removed in the present work [78]. The outputs are also fed back to switching 

transistors, M1,2, by means of a transformer or RC bias. In this way, the input DC bias of these 

transistors is decoupled from the DC of output nodes (Vo), i.e., VDD voltage in conventional LC 

oscillators. Hence, it allows a higher output swing before transistors enter the triode region. The 

high-swing class-C (HSCC) oscillator core circuit is depicted in Figure 7-2(a) and (b). The output 

swing on each side of this circuit can be as high as VDD−Vod (peak), where Vod is the overdrive 

voltage of the switching transistors. As a consequence, the minimum output phase noise of this 

oscillator is reduced, or it can work with lower supply voltages at the same output swing. 

The present oscillator requires an additional circuit to work properly, a bias control circuit. 

This circuit has various tasks: first, it should guarantee a safe startup at the beginning of 

oscillation. Second, it should be able to set a current consumption of the oscillator core and, 

accordingly, its oscillation amplitude. In this way, it reduces supply voltage sensitivity as well. 

At the system level, this circuit can be implemented in two ways: 1) sensing the bias current of 

the oscillator core, comparing it with a reference (Iref), and then feeding it back to an input control 
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of the core [78], as shown in Figure 7-3(a). 2) Sensing the oscillation amplitude, comparing it 

with a reference (Vref), and then feeding it back to an input control of the core, as shown 

Figure 7-3(b). Ref. [79] implements the amplitude monitoring system. 

The proposed bias control circuit [78] uses the core bias monitoring scheme. As drawn in 

Figure 7-4(a) [78] and Figure 7-4(b) [80]–[82], M3 and M4 mirror the currents of M1 and M2, 

respectively. These currents are summed at Vctrl node. Their sum is proportional to the current 

of the oscillator core. It is then compared with a reference current, Iref. The bypass capacitor  
 

 

(a)   (b) 

Figure 7-2: Proposed high-swing class-C (HSCC) core (a) with transformer bias, and (b) with 

RC bias. 

 

(a) 

 

(b) 

Figure 7-3: Bias control circuit using (a) core bias current, and (b) oscillation amplitude 

monitoring. 
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(a) 

 

  

(b) 

 

 

(c) 

Figure 7-4: Complete schematic of the proposed high-swing class-C oscillator with (a) 

transformer bias, and (b) with RC bias. (c) Transient waveforms during startup. 
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Cb integrates the current difference and converts it to Vctrl. This integrator acts as a low-pass 

filter. Vctrl is fed back to the oscillator core. This forms a negative feedback loop. In steady-state, 

the total DC current of the core is Iref multiplied by the mirror ratio. Hence, the power 

consumption and the oscillation amplitude can be controlled by adjusting Iref. The proposed 

control circuit avoids an external bias voltage, Vbias, which is necessary for OCC oscillator. 

Waveforms of this oscillator are shown in Figure 7-4(c). At the beginning, suppose the 

oscillation is not started yet. In this condition, the secondary of the transformer is short-circuited 

in Figure 7-4(a), thus M3,4 are diode connected. Since Vg1,2 are equal to Vctrl (transistor threshold 

voltage plus overdrive voltage, Vth + Vod), Iref is mirrored into M1 and M2. If this current satisfies 

the oscillation condition, the oscillator core starts to oscillate. As the oscillation amplitude 

increases, average currents of M1,2, and consequently M3,4, are increased (depicted at the bottom 

of Figure 7-4(c)). The excess current of M3,4 is integrated into Cb which then reduces Vctrl. In 

steady-state, again the average current of M3,4 will decrease to Iref. A larger switching pair width 

at the same bias current decreases Vctrl and firing angle. By a proper choice of M1,2 sizes, Vctrl 

would be set to a small Vod at steady-state, resulting in the maximum possible tank swing. Similar 

process happens also for the RC bias oscillator in Figure 7-4(b). 

7.2.1  Output Swing 

The maximum single-ended peak oscillation swing of OCC oscillator in Figure 7-5(a) is 

achieved when M1,2 are just starting to enter the triode region. Equating Vgd1,2 with Vth, we have: 

  thSCCmDDSCCmbiasdggd VAVAkVVVV  )( ,,
 

1
,






k

VVV
A thbiasDD

SCCm . 
(7.1) 

in which k is the transformer voltage gain in the transformer biasing configuration, or capacitive 

voltage ratio from the outputs to the transistor gates. A safe startup condition can be guaranteed 

with Vbias > Vth + Vod (Vbias however, can be reduced shortly afterwards). So the maximum swing 

is:  

.
1

,





k

VV
A odDD

SCCm  (7.2) 

In [83] a feedback loop is used that lowers Vbias after the startup. In that design, a higher 

maximum swing can be achieved. 
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Following the same derivation, the maximum output swing of the proposed HSCC oscillator 

is: 

.
1

,





k

VVV
A thctrlDD

HSCCm  (7.3) 

In a well-designed oscillator, Vctrl would be as low as a small Vod (although M3,4 may barely 

enter the triode region, this does not affect phase noise performance of the oscillator core). 

Comparing (7.2) and (7.3), the output swing has been improved by Vth / (k+1) which is 

worthwhile in a low voltage design. Assuming VDD = 0.6 V and k = 0.9 in this design and a low 

Vod in OCC oscillator, the maximum swing predicted by (7.2) is 290 mV. This is for a VDD 

clipping limitation of 600 mV in this low-voltage example. However, the maximum swing 

predicted by (7.3) in the HSCC oscillator increases to 470 mV, assuming Vctrl = 150 mV and Vth 

= 450 mV. This swing almost reaches the VDD clipping limitation. 

7.2.2  Phase Noise 

Since both HSCC and OCC oscillators use the same core structure, the phase noise 

expression of OCC can be used here. The two class-C oscillators with a bias current Ibias at an 

offset frequency Δω from the carrier have a phase noise of: 

 

(a)   (b) 

Figure 7-5: Maximum oscillation swing comparison of (a) original class-C, and (b) high-swing 

class-C oscillators. 
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. (7.4) 

where kB is Boltzmann’s constant, T the absolute temperature, γ the MOS channel noise factor, 

C the tank capacitance, and R the equivalent parallel tank resistance [75]. All current noises of 

the bias control circuit are filtered by Cb at Vctrl node. Hence, in (7.4) noise of the tank resistance 

and M1,2 are considered while the other noise sources of the circuit are negligible. Inside the 

inner parenthesis in (7.4), 1/R and γ/(k·R) are the noise contributions of tank loss and switching 

pair, respectively. 

Due to the higher maximum swing of the proposed oscillator, Ibias would be increased more 

without forcing M1,2 into the triode region. It can be shown that phase noise performance figure-

of-merit (FoM) [84] is proportional to Ibias for output amplitudes lower than the maximum swing. 

As a result the minimum output phase noise is reduced. Phase-noise figure-of-merit (FoM) of an 

oscillator can be written as [80]:

 

 

30

2

10
4

4
FoM 






DDV

V

kTF

Q 
, (7.5) 

where, Q is the tank quality factor, α is a bias current conversion factor into the fundamental 

current harmonic, and V0 is a differential oscillation amplitude. In this equation, noise factor F is 

a constant, which depends on oscillator topology and its parameters. This parameter is the same 

for both OCC and HSCC oscillators. Based on (7.5), a higher swing (V0=2Am) also leads to a 

better FoM. Using an example at the end of Section 7.2.1  , HSCC oscillator has a 2 dB better 

maximum FoM than does the OCC oscillator, with the same circuit elements. 

7.2.3  Comparison 

The two oscillators, HSCC and OCC, are simulated to compare their output swings and phase 

noise performances (Figure 7-6). In this simulation, VDD, Vth and k are 0.6V, 0.45V and 0.9 

respectively.  

By increasing bias current of the oscillators, their oscillation amplitudes increase gradually, 

hence lowering the output phase noise. This trend continues to a point at which the switching 

pairs are entering the triode region. Since the output phase noise degrades with further increases 

in the bias current as we enter the triode region, we call the oscillation amplitude of this point 
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“the maximum usable swing” at the region change boundary. Although the oscillation amplitude 

is still increasing after this point, its slope is decreased due to the region change boundary. As 

depicted in Figure 7-6, it is clear that the maximum output swing of the HSCC is higher than of 

the OCC oscillator. Although its output phase noise is a bit more than OCC for low bias currents 

(due to the overhead current of the control circuit), it has a lower minimum phase noise. 

7.3 Implementation 

The HSCC oscillator is implemented in 1P9M 90nm CMOS process with ultra-thick metal 

(UTM) option. In this design, the transformer bias structure in Figure 7-4(a) is implemented. 

The transformer used in this oscillator consists of primary and secondary windings, both 

containing a center tap. The primary winding is a 2-turn coil on Metal9 (UTM) with an average 

 

(a) 

 

(b) 

Figure 7-6: (a) Differential peak output swing at VDD=0.6 V and (b) phase noise (at 3MHz offset 

from 5.5GHz carrier) of HSCC and OCC oscillators versus total current consumption. 
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radius of 115µm and track width of 15µm. The secondary winding is also a 2-turn, but 10µm 

width coil on Metal7 with an outer radius is the same as the primary coil. An objective was to 

maximize magnetic coupling between the two coils while reducing their capacitive coupling. 

Floating patterned shielding [85] is used beneath this transformer on Metal5 to both isolate it from 

substrate and to improve its quality factor. Figure 7-7(a) shows a 3D view of the transformer. 

Electromagnetic simulations show that the voltage gain of the transformer is equal to k = 0.9 and 

differential inductance of the primary coil is 2.4 nH. 

Although a lower k in (7.3) increases the output swing, based on (7.4) it increases the phase 

noise contribution of the switching pair as well. Assuming γ of about 1 for M1,2 (at switching 

times, drain–source voltages of M1,2 are small enough and these transistors follow the long-

 

(a) 

 

(b) 

 

(c) 

Figure 7-7: Chip micrograph of the HSCC oscillator. 
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channel noise regime [1]) the selected k balances the phase noise contribution of tank loss and 

switching pair. 

In order to maintain the high quality factor of the primary inductor, tank capacitance is 

provided by combination of MOM capacitors and A-MOS varactors.  

In the proposed oscillator, control circuit mirrors the core current with a 1/5 ratio as to not 

impose a high overhead on the total power consumption. Going to lower ratios would make the 

oscillator prone to instability in amplitude (squegging) [86]. 

7.4 Measurement Results 

To isolate the oscillator core from measurement equipment, the outputs of the oscillator are 

buffered using two common-source amplifiers with 50 Ω resistor loads and a separate supply 

voltage. 

Figure 7-7(b) shows the chip micrograph of HSCC oscillator. The chip is directly wire bonded 

to a PCB, shown in Figure 7-7(c). For characterizing the oscillator, R&S®FSUP50 Signal Source 

Analyzer is used. To improve accuracy of the measurements, “PLL Method” with a bandwidth of 

30kHz combined with XCorr option is used in this tool. 

The oscillator operates at a nominal voltage of 0.6 V oscillating at 5.1 GHz with 131 MHz 

tuning range. For a bias current of 1.44 mA (including the bias control circuit, but excluding 

buffers), the oscillation amplitude across the tank almost reaches the maximum swing. The 

output phase noise spectrum of the oscillator is shown in Figure 7-8. The measured phase noise 

is as low as -127 dBc/Hz at 3 MHz offset frequency. 

Phase noise performance of the HSCC oscillator is now compared with some related works in 

Table 7-1. HSCC has a performance comparable to [75]. Although the OCC implementation in 

[75] has a better FoM than the implemented HSCC oscillator, this is due to different circuit 

components and the process technology. As proved by simulations in Figure 7-6, the HSCC has 

better maximum FoM than OCC when the same circuit components and process are used. The 

original class-C oscillator with a feedback [83] has a comparable FoM. In [86] a complementary 

HSCC is proposed that has also a similar FoM. Ref. [77] reaches an excellent phase noise and 

FoM because of both noise filtering of the tail current source and a high supply voltage (generally 

a better phase noise is achievable with a higher supply voltage). 
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7.5 Extension to Ultra-Low Phase-Noise Performance 

Certain cellular transmitter/receiver (TX/RX) oscillators require extremely low phase noise 

for up-/down-conversion of modulating signals. For example, TX oscillator in GSM900 mobile 

 

Figure 7-8: Phase noise spectrum of the HSCC oscillator at 5.12GHz. 

Table 7-1: Comparison of HSCC with state-of-the-art CMOS oscillators. 

Work 
Freq.  

(GHz) 

VDD  

(V) 

Pdiss  

(mW) 

PNosie 

(dBc/Hz) 

Freq.  

Offset 

(MHz) 

FoM 

(dB) 
Tech. 

HSCC [78] 

ESSCIRC’11 
5.1 0.6 0.86 -127 3 192.3 90 nm 

OCC [75] 

JSSC’08 
5.2 1.0 1.4 -131.5 3 194.5 0.13 μm 

OCC with FB [83] 

JSSC’13 
3.97 1.2 6.6 -147.5 10 191 90 nm 

Comp. HSCC [86]  

ESSCIRC’13 
4.4 1.2 2.2 -124 2 191.5 90 nm 

[77] 

JSSC’01 
1.2 2.5 9.25 -153 3 195.4 0.35 μm 

[79] 

JSSC’13 
4.84 1.2 3.4 -125 1 193 0.18 μm 

[87] 

JSSC’05 
3.8 0.5 0.57 -119 1 193 0.18 μm 

[88] 

 AICSP’06 
1.562 0.6 1.56 -122 1 183.9 90 nm 

[89] 

TMTT’07 
5.6 0.6 3 -118 1 189 0.18 μm 

[89] 

 TMTT’07 
5.6 0.4 1.1 -114 1 189 0.18 μm 
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station (MS) standard should have a phase noise better than -162 dBc/Hz at 20 MHz offset from 

the 915 MHz carrier. Likewise, the RX oscillator must satisfy the toughest phase noise 

requirements imposed by the GSM900 normal basestation (BTS) specification, which is better 

than -147 dBc/Hz at 800 kHz offset from 915 MHz carrier. 

Nowadays, this BTS RX phase noise requirement is achieved using expensive SiGe/GaAs 

ICs or with assistance of high quality discrete components. A fully-integrated oscillator in bulk 

CMOS meeting this stringent requirement has not been demonstrated before in the literature.  

The idea of HSCC oscillator is used here to reach to such a stringent phase noise requirement. 

To achieve this, the following steps are done [80], [90]: 

 Maximum allowed VDD of the process is used. Since thick-oxide devices in a CMOS 

process tolerates a higher supply voltage, these devices are used in the implementation.  

 Oscillation amplitude is maximized by using the maximum bias current just before 

entering oscillator in voltage limited regime [91]. In this way, the minimum phase noise 

of a structure is obtained. 

 For a given oscillation frequency, inductance value of the LC tank is minimized (by using 

1-turn inductor) to reduce equivalent parallel resistance of the tank. Consequently, phase 

noise is reduced at the cost of spending more current consumption for the same maximum 

oscillation amplitude. Note that, Q of the tank needs also to be kept high for a good 

power/phase-noise efficiency. 

 The high-swing class-C oscillator structure is used for achieve the maximum possible 

oscillation amplitude. 

 Finally, to further reduce phase noise, we propose use of multi-oscillator cores in parallel 

[80]. Phase noise is reduced by 1/N in an N-core oscillator. 

Figure 7-9 shows the proposed dual-core HSCC oscillator. The use of 2 cores in parallel 

reduces phase noise by 3 dB while increases power consumption 2 times. Therefore, phase noise 

FoM is remained unchanged. Implementation details of this oscillators is discussed in [80]. 

Figure 7-10 shows chip micrograph of this oscillator. 

Table 7-2 summarizes measured performance of this oscillator and compares it with state-

of-the-art ultra-low phase noise oscillators. As measured phase noise is depicted in Figure 7-11, 

this oscillator is meeting phase noise the toughest standard GSM900 Normal BTS RX 

requirement for the first time in fully integrated CMOS. 
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Figure 7-9: Dual-core high-swing class-C oscillator. 

 

Figure 7-10: Chip micrograph of the dual-core HSCC oscillator. 

Table 7-2: Performance summary and comparison with ultra-low phase noise oscillators. 

 
This  
Work 

JSSC’13 
[92] 

ISSCC’12 
[93] 

ISSCC12 
[94] 

RFIC07  
[95] 

JSSC06 
[96] 

Description 
Dual-Core 
Class-C 

Class-F 
Clip & 

Restore 
ClassB/C Colpitts ClassB 

Technology 65nm 65nm 65nm 55nm 130nm 90nm 

Tuning Range (GHz) 
4.07-4.91 
(18.6%) 

2.94-3.78 
(25%)* 

3.64-4.03 
(10.2%)* 

3.35-4.6 
(31.44%)* 

1.5-1.65  
(9.6%) 

3.21-4.1 
(24.3%) 

Frequency (GHz) 4.07 3.7 3.92 3.35 1.56 0.915 

Phase Noise 

(dBc/Hz) 

3MHz -146.7 -142.2 -141.71 -142 -150.38 -149 

20MHz -163.1 -158.6 -158.18 -158.48 -166.85 -167 

Phase Noise  
norm. to a 
915MHz carrier 
(dBc/Hz) 

3MHz -159.7 -154.3 -154.35 -153.3 -155.02 -149 

20MHz -176.14 -170.7 -170.8 -169.75 -171.49 -167 

Supply Voltage (V) 2.15 1.25 1.2 1.5 3.3 1.4 

Current (mA) 59 12 21.5 18 88 18 

FoM @ 3MHz (dB) 189 192.2 189.9 189 180 184.6 

* After division by 2 
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7.6 Conclusion 

A modified class-C oscillator which has a higher output swing is proposed. The higher swing 

is owed to the removed tail current source of the oscillator core and use of a transformer/RC to 

decuple bias of the switching pair from the output. A bias control circuit guarantees a reliable 

startup and adjusts bias of the switching pair for the desired power consumption. A low-power/ 

low-voltage test chip of this oscillator is implemented in 90-nm CMOS. As a whole, it can 

achieve good phase noise performance with better FoM than the original class-C oscillator, 

especially at low supply voltages. 

The idea of high-swing class-C oscillator is further extended to an ultra-low phase noise 

dual-core oscillator implemented in CMOS 65nm. This oscillator, for the first time ever, meets 

the phase noise requirements of GSM normal BTS receiver standard in a fully integrated CMOS 

chip. This innovation has made possible CMOS implementations of fully integrated BTS 

receivers.  

 

 

Figure 7-11:  Measured phase noises at 4.07 GHz. Mask specifications are normalized to the 

carrier frequency. 

GSM900 MS (RX)
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Chapter 8 

Low-Phase-Noise Oscillator Using 

Series LC Tank 

Oscillators are essential building blocks in almost every SoC. For low-cost applications with 

relaxed performance specifications, conventional inverter-based ring oscillator (RO) structures 

[97]–[101] have traditionally been used. This is thanks to their small silicon area and a wide 

frequency tuning range (at least an octave). However, the lack of a resonator causes poor phase 

noise (PN) and high power consumption. On the other hand, LC-tank oscillators are predominant 

for high-performance applications. Though providing low PN, they normally occupy a large area 

and have a limited tuning range.  

In this chapter, a novel quadrature oscillator with four series LC tanks arranged in a ring 

structure is proposed [102]. By using tiny inductors with a low quality factor (Q), it features 

excellent PN while occupying as little area as the conventional ROs and providing a very wide 

tuning range of nearly an octave. Simple digital-like inverters are used as amplifiers. In this way, 

transistor stacking is avoided and the oscillator is able to work in the low supply voltages of nano-

scale CMOS.  

8.1 Quadrature Series LC Tank Oscillator 

8.1.1  Oscillator Core 

A series LC tank driven by a voltage source is shown in Figure 8-1(a). As per Bode plot in 
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Figure 8-1(b), the tank’s output voltage is amplified QLC times and shifted -90º at the resonant 

frequency f0. To work properly, the tank should be driven by a low impedance source and its 

output should be seen by high impedance. 

A simple CMOS inverter, as shown in Figure 8-2, driven by a sufficiently large input signal 

will provide such low driving impedance while acting as a high-impedance isolator to the 

 

(a) 

      

(b) 

Figure 8-1: (a) Series LC tank as a 90º phase shifter with (b) its frequency response. 

  

Figure 8-2: Class-D amplifier as a low output impedance driver of series LC tank. 
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preceding stage. 

Since the inverter input is sinusoidal, its output jumps rapidly between two supply rail 

voltages, 0V and VDD, thus producing a near square wave. The 2nd-order low-pass LC tank filters 

higher harmonics and recreates a sinusoidal with a total phase shift of +90º with respect to the 

inverter’s input. Four of these stages are placed in a loop to make the 360º phase shift around it, 

thus forming the oscillator’s core (see Figure 8-3(a) top). By also providing enough gain, 

Barkhausen criteria of oscillation are met. Therefore, if there happens to be an oscillation in the 

loop, the oscillator core will maintain it while creating 0º, 90º, 180º, and 270º phase outputs. 

Figure 8-3(b) shows the transient waveforms. Having the inverters sized properly, voltage 

waveforms are nearly square wave. Each of the transistors conducts only when its drain-source 

voltage is near zero. This way the inverters are working as high-efficiency class-D amplifiers. 

Assuming the inverter delay is negligible compared to the delay of each LC tank, the 

oscillation frequency turns out to be identical to the tank’s resonant frequency:  

LC
fosc

2

1
 . (8.1) 

In practice, each of the inverters contributes a few degrees of phase shift (10 ps in this 

implementation), thus slightly lowering fosc.  

In [103], a multiphase ring structure uses parallel LC tanks. Consequently it oscillates at a 

lower frequency than the tank’s resonance with 45º phase shift per LC stage. This reduces Qloop 

from the maximum possible. A similar structure is also used in [104] with four delay lines in a 

loop. However, the use of low-efficiency differential amplifiers has resulted in poor PN. 

8.1.1.1  Phase Noise Comparison 

Superior PN performance of this oscillator topology compared to the conventional ROs is 

mainly due to its higher total open loop quality factor (Qloop). As calculated in [105], Qloop of a 

4-stage inverter RO is ~1.4. Applying the same methodology, Qloop of the proposed oscillator is 

4×QLC. Therefore, a very poor quality LC tank, even as low as 1.5 (due to its tiny size) makes the 

total Qloop ~6, thus substantially improving its phase noise. Due to the low quality of LC tanks, PN 

sensitivity to mismatches is very low. E.g., even a few percent capacitor mismatch does not 

degrade PN noticeably and only introduces a few degree of I/Q phase error.  
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8.1.1.2  Oscillation Amplitude 

Oscillation amplitude of the proposed oscillator can be calculated based on the simplified 

model of one of the stages shown in Figure 8-4(a). The amplifier is modeled as a voltage-

  

(a) 

 

(b) 

Figure 8-3: (a) The proposed oscillator including its core, starter, and starter assistant circuit. 

(b) Transient voltages and currents of the core at 3 GHz and VDD=1.1 V. 
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controlled limiting voltage source of output resistance Rout switching between the ground (0) and 

VDD. Signal Vd is then approximated with an ideal square waveform, Vd,sq, with amplitude Ad. 

The first harmonic of Vd,sq is 4/π times of Ad and so output voltage amplitude becomes:  

LCdout QAA


4
 . (8.2) 

From (8.2), peak current of the tank, that is sinusoidal and out-of-phase with Vin, is derived:  

sLC

out

s

d
peak

RQ

A

R

A
I 



4
. (8.3) 

At the peak of input voltage, where NMOS is in deep triode, Vd reaches VDD/2-Ad. Using MOS 

current equation in triode and (8.2) we have:  
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, (8.4) 

where, k is the transistor strength equal to μnCoxW/L. At a steady-state oscillation, Ain must be 

equal to Aout. Also, considering that NMOS current in (8.4) is the same as tank peak current in 

(8.3), the oscillation amplitude is found. Figure 8-4(b) shows the calculated oscillation amplitude 

versus transistor size, which shows a good agreement with simulations. The wider the transistor, 

the lower output resistance of the inverter and consequently the higher amplitude. For weaker 

transistors, the drain current deviates from (8.4) towards lower values and the loop might not 

  

Figure 8-4: (a) Simplified model of one of the stages. (b) Oscillation amplitude versus transistor 

width (VDD = 1.1 V, fosc = 2.8 GHz, and QLC = 1.5). 
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even have enough gain for oscillation. 

8.1.2  Startup  

Before the oscillation could begin, the devices would normally be biased at proper DC 

operating points. Intrinsic device noise may find a small-signal loop gain higher than unity with 

360º phase shift at a certain frequency, so that the oscillation could be build up. 

Contrarily, in the proposed oscillator core, even though we could find an oscillation 

amplitude in which the loop has a large signal gain of unity or more, it will never start the 

oscillation on its own. Since the core contains four inverting amplifiers, there is a strong positive 

feedback in the loop at DC (with shorted inductors and opened capacitors) that forces the outputs 

of inverters to get stuck at 0 and VDD (e.g., Vd1=Vd3=0 and Vd2=Vd4=VDD). At this state, the 

oscillator core is locked and gain of the inverters is almost zero, thus no oscillation. 

Consequently, a starter circuit is added (see bottom left of Figure 8-3(a)) to directly put the 

core in a large-signal mode thus initiating the oscillation. The starter consists of a simple 

undersized auxiliary ring oscillator, and a T-gate switch that connects it to the core. At first, the 

auxiliary oscillator is turned on and connected to Vd1. It makes periodical perturbations to Vd1 at 

close to the fosc rate. Large enough perturbations can pull the second stage out of the DC lock state, 

which is then propagated to all stages. After the oscillation is established in the main core (in few 

nano-seconds), the auxiliary oscillator is turned off and disconnected. This operation is similar to 

starting a car engine using its starter. It could be shown that in the large-signal mode the total loop 

DC gain drops to less than unity and therefore the oscillator cannot fall back into the lock state. 

As shown in Figure 8-3(a), adding back-to-back inverters between the complementary 

outputs (i.e. Vd1,3 / Vd2,4) assists with the startup. Three dummy T-gates in “off” state (not shown) 

connected to outputs of the other core inverters are also used to balance core phases. 

8.2 Implementation and Measurement Results 

The oscillator is fabricated in TSMC 40-nm CMOS process. To make the total oscillator area 

as small as the ring oscillators, tiny inductors are used for the oscillator core. Each of them is a 

17-turns spiral inductor using two available top thick metals in parallel, all fit in a 34 μm × 34 μm 

area (Figure 8-5). As per EM simulations, inductance value is ~5.6 nH with self-resonance of 

~20 GHz. Tank Q-factor ranges from 2.0 to 3.4, though the effective Q, loaded by the output 
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resistance of the inverters, drops to 1.6–2.8 over the tuning range (TR). The frequency tuning 

capacitors (C1-4) are implemented as 5-bit binary switched-capacitor banks with a maximum 

value of 500 fF. Each of them is placed underneath its inductor to save area, at a cost of negligible 

reduction in tuning range.  

The total oscillator core occupies 80 μm × 80 μm. Although the inductors are closely spaced, 

each adjacent pair has lower than 4% magnetic coupling. As measured, oscillation frequency 

covers almost an octave, tunable from 2.66 to 4.97 GHz (61%). Worst-case I/Q inaccuracy for 5 

samples is between 35 to 45 dB (≈1º) over TR. 

The starter circuit is placed out of the core area and occupies 16 μm × 30 μm. Its frequency 

is tunable via 5-bit binary-weighted switched capacitors. Its TR is from 2 to 6 GHz, designed to 

cover more than the whole core tuning range to ensure startup at any condition. 

Phase noise is measured using R&S® FSW spectrum analyzer. Figure 8-6 shows measured 

PN of -132 dBc/Hz at 10 MHz offset from 4.97 GHz carrier. Figure 8-7 shows PN and its FoM 

across the tuning range. At higher frequencies, where the effective Q-factor is higher, the FoM 

is better. To ensure reliability, VDD is lowered linearly from 1.1 to 0.9 V at higher frequencies. 

Flicker noise corner is between 600 kHz to 2 MHz over TR. 

Table 8-1 summaries the proposed oscillator performance and compares it with state-of-the-

  

Figure 8-5: Chip micrograph of the proposed oscillator with its symmetric layout. 
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art low-area oscillators. Its total area of 0.0069 mm2 is comparable to a conventional inverter ring 

oscillator. While maximum phase noise FoM of best ring oscillators ranges 155–170 dB, the 

proposed oscillator offers 7–20 dB better FoM. In fact, its FoM is the best amongst all other 

small-size oscillators and almost reaches the FoM of regular large-area LC-tank RF oscillators. 

Figure 8-8 plots FoM of state-of-the-art ring and LC oscillators versus their active area. The 

proposed oscillator clearly stands out between the two groups: for low-cost (i.e., area) applications, 

it has a lower PN or power consumption than ring oscillators; for high performance applications, 

it saves significant area by consuming somewhat higher power compared to normal LC oscillators. 
 

  

Figure 8-6: Measured phase noise spectrum at 4.97 GHz carrier. 

  

Figure 8-7: Measured phase noise and FoM @ 10MHz offset over tuning range. 
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8.3 Extension to Ultra-Low Phase-Noise Performance 

The current proposed structure can be extended to an ultra-low phase-noise oscillator by 

using normal inductors. For example here, each inductor occupies 190μm × 190μm, to provide 

a higher quality factor Q ≈ 8. Since the series LC tank at resonance has a voltage amplification 

Table 8-1: Performance summary and comparison with state-of-the-art low-area oscillators. 

 

 This Work 
[97] 

MWCL’09 

[98] 

TMTT’09 

[99] 

MWCL’13 

[100] 

ISSCC’15 

[101] 

ISSCC’15 

Technology 40 nm 180 nm 130 nm 65 nm 45 nm 16 nm FF 

Description Series LC Inv. Ring Inv. Ring Inv. Ring Inv. Ring Inv. Ring 

Tuning Range (GHz) 2.66 – 4.97 1.7 – 5.5 1.8 – 10.2 2 – 8 2 – 3 0.25 – 4 

Supply Voltage (V) 1.1 – 0.9 2.9 1.3 1.2 1.0 0.52 – 0.8 

Power (mW) 16 – 8.5 81 5 1.7-6.8 3.1 4.64 

Frequency (GHz) 4.97 4.46 5.6 4.2 2.4 3 

Phase Noise 

(dBc/Hz) @ (MHz) 

-132.2  

@10 

-120.2  

@4 

-121.7  

@10 

-101  

@1 

-121  

@10 

-120.2 

@10 

FoM*  (dB) 171.3 – 176.9 162.2 158.3–169.9 165.4 163.7 163.0 

Area (mm2) 0.0063 0.01 0.0144 0.038 NA ~0.004 

*FoM = |PN| + 20log10(fosc/Δf) - 10log10(PDC/1mW) 

   

Figure 8-8: FoM of state-of-the art oscillators versus active area. 
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gain of Q for the first harmonic (see Figure 8-1(b)), its voltage swing can break down the gate 

oxide of inverters. Therefore, a capacitor is placed before each inverter to make a capacitive 

voltage divider in combination with parasitic capacitance of the inverter. Then, by choosing a 

proper capacitor value, voltage swing at the input of inverter can be reduced to a value ensuring 

reliability of the transistors. Figure 8-10 shows schematic of this version using capacitor dividers. 

In this version, gate of the transistors are biased through R1-4 to Vbias which comes from a 

dummy self-biased inverter. In addition to the starter, three dummy switches are placed at the 

output of other inverters to keep phases balanced. 

The main way to tune the frequency of oscillation is changing the capacitances in series with 

the inductors. Course tuning banks C1-4 are tunable by 4 bits of 20fF steps. It covers a tuning of 

26% from 1.85 to 2.4GHz. In addition to these banks, four fine tuning banks are added (C1g-4g). 

  

Figure 8-9: Ultra-low phase noise version using normal inductors. 
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Each of these capacitor banks are 7 bits with an ultra-low step size of 100 aF. This gives a 

frequency resolution of 20 kHz in 500 steps (≈ 4×27 levels), when fine tuning banks are 

controlled separately. To achieve further ultra-fine tuning steps, capacitor banks can be placed 

at the inverter outputs. Any capacitance at the output of each inverter introduces a small delay 

inversely proportional to the large-signal Gm of the inverter. As the inverters are very strong to 

be able to drive the LC tanks, the capacitance effect at the output of inverters in much smaller 

than its effect when it is paralleled with C1-4. Placing the same fine-tuning banks at the output of 

inverters (C1d-4d) improves the frequency resolution down to 1.27 kHz, that is 16x reduction in 

this implementation. Figure 8-10 shows frequency change of the ultra-fine tuning bank versus 

input code. Measured DNL and INL ranges −0.9/+0.95 and −0.86/+1 LSB, respectively. 

Considering the achieved DNL/INL, the frequency resolution of 1.27 kHz is the best ever 

reported number as far as our knowledge. 

Chip micrograph of this implementation is depicted in Figure 8-11. The oscillator shows an 

FoM of 186.5 to 187 dB across its tuning range when VDD is 0.8 V. Figure 8-12 shows PN and 

FoM of the high performance oscillator versus supply voltage. As V goes down, voltage 

amplitude at the inputs of inverters are reduced and thus output impedance of the inverters are 

increased. This gradually degrades the tank quality factor and results in a lower FoM. Table 8-2 

summaries performance of this implementation and compares it with other state-of-the-art 

oscillators. 

  

Figure 8-10: Ultra-fine resolution frequency tuning using drain capacitance. 
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8.4 Conclusion 

 In this chapter, a new oscillator topology is proposed. It arranges four series LC tanks in a 

ring structure. In a low-area implementation using low-Q inductors in CMOS 40nm, this 

oscillator shows 7-20 dB better phase noise than other state-of-the-art ring oscillators, while 

occupying the same area and maintaining wide tuning range. Later, this idea is extended to an 

ultra-low phase noise by means of normal inductors in another 40-nm CMOS test chip. In this 

  

Figure 8-11: Chip micrograph of the ultra-low phase noise version. 

  

Figure 8-12: Measured phase noise and FoM versus VDD, at 3 MHz offset frequency. 
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oscillator topology, using switched-capacitor tuning banks at the amplifiers output improves 

frequency tuning resolution significantly. Moreover, voltage amplification of Q times by the 

series LC tank facilitates the low voltage operation. 

 

 

 

 

 

 

 

Table 8-2: Performance summary and comparison with state-of-the-arts. 

 This Work 
[106] 

JSSC’02 
[107] 

TCAS-I’06 
[108] 

JSCC’10 
[109] 

ESSCIRC’12 

Technology (nm) 40 350 180 130 65 

Architecture 
Series LC 

QDCO 
Quadrature 

VCO 
Injection 

locked QVCO 
Multi-phase 

VCO 

ΔΣ-less 

DCO 

Frequency (GHz) 1.85 1.82 1.85 5.12 3.63 

Tuning range (GHz) 
1.85-2.4 
(26%) 

1.64-1.97 
(18%) 

1.7-2.035 
(18%) 

 
3.1-4.1 
(28%) 

Supply (V) 0.8 2 1.8 0.5 1.2 

Phase noise (dBc/Hz) 

@offset (MHz) 

-145.8 

@3 

-140 

@3 

-139 

@3 

-126.1 

@1 

-151 

@10 

Power (mW) 37.6 50 18 4 56.7 

FOM 186.9 178-182 185 194.2 185 

IMRR (dB)  
(#Sample) 

48-60  
(#5) 

52  
(#7) 

46  
(#20) 

55  

() 
 

Core area (mm2) 0.176 0.241 0.62 0.31 0.329 

Frequency-step (kHz) 

DNL/INL (LSB) 

1.27 

<1 / <1 
   

9.2 

<0.12 /  

1 Estimated core area. 
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Chapter 9 

Conclusion 

In this dissertation, design, modeling, and implementation of a fully integrated discrete-time 

superheterodyne receiver, including the local oscillator, in deep nano-scale CMOS processes are 

discussed. We have now arrived at the final chapter of this work. Section 9.1 summarizes the 

thesis and also repeats the accomplishments achieved throughout the thesis. Finally, Section 9.2 

proposes some suggestions in order to expand this work.  

9.1 The Thesis Outcome 

The superheterodyne with resonant band pass filters (BPFs) tuned at a fixed intermediate 

frequency was the architecture of choice for wireless receivers constructed with external discrete 

components. With the invention of IC chip, the zero IF architecture has attracted designers to 

make fully monolithic receivers, mainly for cost reasons. It has been predominant ever since. 

The main attraction of the zero-IF architecture is that it does not require a BPF, which is needed 

in a superheterodyne for image rejection, and can instead rely on low-pass filters for channel 

selection, which are much easier to integrate in CMOS. However, the problems of time-variant 

DC offset, limited IIP2, and a high devices flicker noise immediately arise. These problems are 

nowadays mitigated by comprehensive DC offset cancellation and IIP2 calibration loops, 

combined with slightly shifting the intermediate frequency from zero to low-IF. 

However, the historical superheterodyne architecture does not inherently suffer from these 

problems due to a high IF operation. One of the challenges towards a fully integrated 
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superheterodyne receiver was the integration of IF bandpass filter, which is now solved in this 

work. 

On the other hand, while transistor cutoff frequency (fT) has improved dramatically with 

scaling, conventional RF/analog techniques, which were optimized for the older technology, do 

not effectively use the ultra-high speed of transistors of scaled CMOS to improve the system 

performance. In contrast, DT RF/analog building blocks, such as MOS switch, capacitor, gm-

cell, and digital clock generator, benefit directly from scaling in terms of speed, power 

consumption and area. Therefore, an attempt was to use as much as possible the DT RF/analog 

or digital-like blocks throughout this dissertation. DT implementation also reduces performance 

sensitivity to the process variations.  

In Chapter 2, the 4x sampling scheme required for proper operation of high-IF receiver is 

proposed. This scheme ensure an image-less operation of the sampling front-end. Basic sampling 

concepts such as voltage and charge sampling are described in Chapter 3. In addition, a novel 

7th-order DT LPF is proposed that is suitable for baseband signal processing of the proposed 

receiver. The order of this filter is easily extendable to even higher orders. Using pipelining 

techniques, sample rate of the filter is increased up to 1GS/s. Its state-of-the-art performance 

includes: very low power consumption, the lowest reported input-referred noise, very wide 

tuning range and excellent linearity. In Chapter 4, a fully integrated DT I/Q charge-sharing BPF 

in proposed that fits well as the IF filter of superheterodyne receivers. Unlike N-path filters, this 

BPF does not have any spectral peak replicas. Passive implementation of this filter allows it to 

work up to 12 GS/s. The center frequency of the proposed BPF filter as well as cut-off frequency 

of the LPF are digitally controllable via clock frequency and capacitor ratios and thus insensitive 

to PVT variations. In Chapter 5, a wideband noise cancelling LNTA is proposed. In this LNTA, 

in addition to noise of the input matching transistor pair, noise of another transistor pair in is also 

cancelled. Noise analysis of the proposed LNTA is presented to derive it NF equation that is 

verified by simulation.  

Chapter 6 presented a complete chain of the proposed fully integrated superheterodyne 

receiver implemented in 65-nm CMOS. In addition to the insensitivity to flicker noise and time-

varying DC offsets, this superheterodyne RX shows an extremely high IIP2 without requiring 

any calibration. This characteristic makes this architecture a suitable candidate for future SAW-
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less receivers that work in FDD modes. DT signal processing using passive switched-capacitor 

circuits makes this receiver process scalable. It only uses switches, capacitors, and inverter-based 

gm-cells. The use of a high-order, but very low-power and low-noise baseband DT filters, 

reduces the required ADC sample rate and dynamic range thus leading to a lower total power 

consumption. 

As an essential block of each fully integrated transceiver, two novel low-voltage oscillator 

topologies are proposed suitable for nano-scale CMOS. Chapter 7 proposes a high-swing class-

C oscillator. The higher swing is owed to the removed tail current source of the oscillator core 

combined with a bias control circuit. A low-power/ low-voltage test chip of this oscillator is 

implemented in 90-nm CMOS. As a whole, it can achieve good phase noise performance with 

better FoM than the original class-C oscillator, especially at low supply voltages. 

Finally, Chapter 8 proposes a new oscillator topology using four series LC tanks in a ring 

structure. In a low-area implementation using low-Q inductors in 40nm CMOS, this oscillator 

shows 7-20 dB better phase noise than other state-of-the-art ring oscillators, while occupying the 

same area and maintaining a wide tuning range. Voltage amplification of Q times by the series 

LC tank and using a digital inverter as an amplifier make this topology a suitable candidate for 

a low voltage operation in nano-scale CMOS. 

9.2 Suggestions for Future Developments 

The findings of this dissertation indicate that the discrete-time (DT) signal processing will 

be the approach of choice for future development of commercial receivers in nanoscale CMOS.  

 As showed in this dissertation, the DT superheterodyne receiver could solve the well-known 

problems of zero-IF receivers. Since the IIP2 problem is completely solved in the 

superheterodyne, this approach could be easily extended for SAW-less receivers. In such a 

receiver, LNTA’s 3rd-order nonlinearity will be the dominant problem in the FDD mode. As 

TX-to-RX leakage is combined with a half-duplex blocker, a high 3rd-order intermodulation 

product will be created. Immediate solution is to design a highly linear LNTA at a cost of a 

very high power consumption. However, a wiser solution would be to use the given 

information that frequency of one of the input blocking signals is known, i.e., the TX leakage. 

Then, a notch filter at TX frequency made by DT techniques can be placed at the LNTA 
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output to increase its linearity. 

 The proposed DT superheterodyne RX is particularly suitable for high-performance 

applications, such as cellular handsets. If a low power application is targeted instead, where 

IIP2 is less troublesome, a DT zero-IF/low-IF could further save power consumption. 

However, all the state-of-the-art DT receivers up to now have used lower than the 1x 

sampling, or even decimating the signal just after the 1x sampling. In this way, a high level 

images are created. If a DT zero-IF receiver is going to be again implemented, it is suggested 

to use the 2x sampling concept that does not create any images. Right afterwards, a high-

order DT charge-rotating LPF with the same rate needs to be used. After a sufficient out-of-

band filtering, decimation and more processing can be done. This suggestion could lead to 

the lowest possible power consumption. 

 The idea of the high-order DT charge-rotating LPF can be extended to low-frequency 

biomedical applications by lowing its sample rate and resizing its capacitors. As noise of this 

type of filter is exceptionally low, this solution could lead to the lower input-referred noise 

than in the conventional opamp-based filters, but with an ultra-low power consumption. The 

limiting parameter for the low frequency implementation is the leakage of MOS switches in 

“off” state. 
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Summary 

In a radio-frequency (RF) system-on-chip (SoC), a digital baseband/application processor, 

which occupies most of the silicon area, determines the SoC fabrication process technology and 

voltage supply. The rest of the circuitry, including RF front-end and frequency synthesizer, must 

then adopt the chosen process technology, i.e., presently low-voltage deep nano-scale CMOS. 

To design a fully integrated power/area efficient receiver in this respect, new RF/analog 

techniques are required to be able to function well at the reduced voltage headroom. In addition, 

new oscillator structures need to be developed that can work at low supply voltages and in face 

of poor quality current sources while providing high spectral purity.  

On the other hand, conventional RF/analog designs have not benefited significantly from 

CMOS scaling, which continually reduces transistor cost and improves digital performance. 

Here in this thesis, traditional continuous-time (CT) analog components, such as opamps, are 

avoided and, instead, most of signal processing and filtering is done using passive switched-

capacitor circuits in discrete-time (DT) domain. In this way, the receiver front-end becomes 

process scalable similar to digital circuits enjoying performance and cost improvements with 

each process scaling node. 

In the first part of this dissertation, principles, design and implementation of a fully integrated 

DT superheterodyne receiver frontend are described. To start with, the optimal sampling scheme 

in a high-intermediate frequency (IF) receiver architecture is explained. It is followed by 

sequentially introducing all the constituent circuits. A novel DT high-order low-pass filter is 

proposed to be used at the receiver baseband. This filter has an exceptionally low noise and high 

linearity. Deep analysis, verified by test-chip measurements, is presented. Next, a very high 
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sampling rate DT bandpass filter (BPF) using I/Q charge sharing is proposed and analyzed. Then, 

a novel wideband noise-cancelling LNTA is proposed with a two-fold noise cancellation 

technique. Finally, a fully integrated DT superheterodyne receiver is proposed with explanations 

to its DT model, frequency translations, and image rejection mechanisms. The whole idea, design 

and analyses are successfully verified by a 65-nm CMOS test chip. The implemented receiver 

has an exceptional high uncalibrated IIP2 of +90 dBm. 

In the second part of this dissertation, design and implementations of low-voltage fully 

integrated oscillators in nano-scale CMOS are discussed. First, a high-swing class-C oscillator 

is proposed that efficiently uses the drastically reduced supply voltage in nano-scale CMOS. 

Measurement results of a low-power low-voltage test chip in 90-nm CMOS shows phase noise 

figure-of-merit as high as 192 dBc/Hz from a 0.6V power supply. The idea of the high-swing 

class-C oscillator is extended to an ultra-low phase noise dual-core oscillator implemented in 

65nm CMOS. This oscillator is the first-ever fully integrated design that meets phase noise 

requirements of a GSM basestation standard in a bulk CMOS technology. Next, another novel 

low-voltage oscillator topology is proposed that uses a series-LC tank ring structure. Its 

realization in 40-nm CMOS targets low silicon area using low-Q inductors. It exhibits 7–20 dB 

better phase noise than other state-of-the-art low area oscillators. 
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Samenvatting 

Bij een radio system-on-chip (SoC), bepaalt de digitale baseband/application processor, die 

het grootste deel van de chip in beslag neemt, het SoC fabricage proces en de voedingsspanning. 

De rest van het circuit, zowel het front-end als de synthesizer, moeten dan aangepast worden 

t.b.v het gekozen proces, in dit geval het low-voltage deep nano-scale CMOS. Om vanuit deze 

benadering een volledig geïntegreerde vermogen/oppervlak efficiente ontvanger te ontwerpen, 

zijn nieuwe RF/analoge technieken nodig om het goed te laten functioneren in de verkleinde 

spanningsruimte. Daarvoor moeten nieuwe oscillator structuren worden ontwikkeld die kunnen 

werken bij lage voedingsspanningen en stroombronnen van slechte kwaliteit waarbij een hoge 

spectrale zuiverheid wordt geleverd. 

Anderzijds, hebben conventionele RF/analoge ontwerpen de voortschrijdende transistor 

kosten verlaging en digitale prestatie verbetering van CMOS schaling niet erg benut. In dit 

proefschrift worden traditionele continue tijd (CT) analoge componenten, zoals opamps, 

vermeden en in plaats daarvan wordt het grootste deel van signaalverwerking en filtering gedaan 

d.m.v. van passieve switch-capacitor circuits in het discrete tijd (DT) domein. Op deze manier 

wordt het front-end van de ontvanger naar elk proces schaalbaar vergelijkbaar met digitale 

schakelingen waarbij prestatie en kosten verbeteren met iedere proces schalingsstap. 

In het eerste deel van dit proefschrift worden de principes, het ontwerp en de implementatie 

van een complete geïntegreerde superheterodyne ontvanger frontend beschreven. Om te 

beginnen wordt de optimale bemonstering regeling van een hoge middenfrequentie (IF) 

ontvangerarchitectuur uitgelegd. Daarna worden achtereenvolgens de samenstellende circuit 

geïntroduceerd. Een nieuw DT hoge orde laagdoorlaatfilter wordt getoond dat wordt gebruikt 
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bij de ontvanger basisband. Dit filter heeft een uitzonderlijk laag ruis niveau en een grote 

lineariteit. Uitgebreide analyses, gecontroleerd door Test-chip metingen worden getoond. 

Vervolgens wordt een banddoorlaatfilter (BPF) met een zeer hoge bemonsteringsfrequentie DT 

voorgesteld en geanalyseerd, dat gebruik maakt van I/Q lading verdeling. Hierna wordt een 

nieuwe breedband-noise-cancelling LNTA geïntroduceerd met een twee voudige 

ruisonderdrukking techniek. Tot slot wordt een volledig geïntegreerde DT superheterodyne 

ontvanger getoond met uitleg over zijn DT model, de frequentie translatie en het beeld 

onderdrukkingsmechanisme. Het hele idee, ontwerp en analyses zijn, met succes, geverifieerd 

d.m.v. een 65-nm CMOS-test chip. De geïmplementeerde ontvanger heeft een uitzonderlijk hoge 

ongekalibreerd IIP2 van +90 dBm. 

In het tweede deel van dit proefschrift, worden ontwerpen en implementaties van compleet 

geïntegreerde low-voltage oscillatoren in nano-schaal CMOS besproken. Als eerste wordt een 

grote zwaai klasse-C oscillator beschreven die efficiënt gebruik maakt van de aanzienlijk lagere 

spanning in nano-schaal CMOS. Meetresultaten van een, laag vermogen en lage spanning, test 

chip in 90 nm CMOS toont verdienstelijke waarden als 192 dBc/Hz bij een voedingsspanning 

van 0,6 V. Het idee van de grote zwaai klasse-C oscillator is overgezet naar een ultra-lage fase 

ruis dual-core-oscillator geïmplementeerd in 65nm CMOS. Deze oscillator is het allereerste 

volledig geïntegreerd ontwerp dat aan faseruis eisen, van een GSM-basisstation standaard, 

voldoet in een bulk CMOS-technologie. Verder wordt een nieuwe lage spanning oscillator 

topologie geïntroduceerd dat gebruik maakt van een LC serie kring. De realisatie ervan in 40-

nm CMOS mikt op een laag silicium gebied voor gebruik van lage Q spoelen. Dit geeft 7-20 dB 

betere fase ruis dan andere nieuwste lage gebied oscillatoren. 
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