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Localization Based on Enhanced Low Frequency
Interaural Level Difference

Metin Calis , Graduate Student Member, IEEE, Steven van de Par, Richard Heusdens , Senior Member, IEEE,
and Richard Christian Hendriks

Abstract—The processing of low-frequency interaural time dif-
ferences is found to be problematic among hearing-impaired peo-
ple. The current generation of beamformers does not consider
this deficiency. In an attempt to tackle this issue, we propose
to replace the inaudible interaural time differences in the low-
frequency region with the interaural level differences. In addition,
a beamformer is introduced and analyzed, which enhances the
low-frequency interaural level differences of the sound sources
using a near-field transformation. The proposed beamforming
problem is relaxed to a convex problem using semi-definite relax-
ation. The instrumental analysis suggests that the low-frequency
interaural level differences are enhanced without hindering the
provided intelligibility. A psychoacoustic localization test is done
using a listening experiment, which suggests that the replacement
of time differences into level differences improves the localization
performance of normal-hearing listeners for an anechoic scene but
not for a reverberant scene.

Index Terms—Binaural cue preservation, beamforming, hearing
aids, JBLCMV, TFS, BMVDR.

I. INTRODUCTION

GOOD hearing is a vital and important part of daily life.
Being hearing impaired comes with many challenging

situations ranging from private to social interactions. In some
cases, hearing-impaired people can find themselves in dangerous
situations due to the lack of hearing. For example, when crossing
in traffic. Moreover, hearing-impaired people might feel isolated
in practical situations due to the inability to differentiate and
understand different sound sources in complex listening envi-
ronments [1]. These people can benefit by using hearing aids.
However, despite being very powerful, the current generation of
hearing aids is not able to completely compensate for hearing
loss.
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The current generation of hearing aids comes with a wireless
link that enables the left and right microphone arrays to ex-
change information to achieve noise reduction and conservation
of spatial auditory cues [2]. The microphone arrays are then
combined and used in beamforming algorithms to enhance the
target source while suppressing the interferers. Many beam-
forming algorithms have been proposed, such as the binau-
ral minimum variance distortionless response beamformer [3]
and the joint binaural linearly constrained minimum variance
beamformer [4]. The former is known to be good at achieving
maximum noise reduction, while the latter is known for its
ability to preserve the spatial cues and reduce the noise at the
same time. Besides quality and intelligibility, in many practical
situations, it is also important for the suppressed interferers
to sound natural and to appear from their original locations.
For example, to correctly localize (interfering) point sources
in the surrounding as in a traffic scenario. This leads to the
typical trade-off between noise reduction and preservation of
the spatial cues as examined by researchers, which led to many
beamforming algorithms [5]–[7].

The sound source signals reaching the two ears contain the
information that is required for the auditory system to extract
and analyze the horizontal location of the sources. The auditory
events are formed through two main dissimilarities that exist
between the signals reaching the ears; namely, interaural time
differences and interaural level differences [8]. The interaural
time differences are the primary source of localization for fre-
quencies below 1.5 kHz and mainly occur due to the differences
in the time that takes for a source to reach both ears. The
interaural level difference on the other hand is caused by the
shadowing of the head and exploited mainly for frequencies
above 3 kHz [9]. The frequencies between these ranges are the
frequencies where none of the spatial cues are dominant and
considered to be the range that is the worst for localization [9].
The aforementioned beamformers that preserve the location of
the interferers, mainly preserve the time and level differences of
the interferer after processing. In some cases, the spatial cues
that are preserved are in fact not audible by hearing-impaired
people [10]–[12]. This paper is part of a project that aims at
exploring the suprathreshold effects of why the hearing impaired
can not achieve similar performance to normal hearing people
even after the audibility is established. In an attempt to answer
this question, it has been hypothesized that hearing-impaired
people can achieve a better performance when the auditory scene
is presented in a different acoustic form than the original.
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The low-frequency processing of ITDs, which is known in
the literature as the temporal fine structure processing (TFS) is
found to be problematic among hearing-impaired people [13].
Several reasons have been proposed in the literature to under-
stand why low-frequency TFS processing can be impaired. The
phase-locking of the auditory-nerve fibers might have become
imprecise [14] or the phase shift on the basilar membrane might
result in inaccurate decoding of the TFS information. The TFS
information is thought to be dependent on the cross-correlation
across the different places on the basilar membrane [15]. If there
is a phase shift, the cross-correlation would give inaccurate TFS
information reducing its reliability. Another reason proposed by
the authors in [16] suggests that the broadening of the auditory
filters might be the cause of the reduced TFS processing. In
the light of these suggestions, the beamformers that preserve
the binaural cues of the whole spectrum might be wasting the
degrees of freedom that they have, to preserve the inaudible cues.
Instead of designing beamformers that disregard the hearing
impairment of the user, a better enhancement algorithm can be
created by taking into account how well the listener utilizes the
preserved binaural cues.

This paper starts with the signal model and the background
information in Section II and Section III, respectively. After that,
the related work is explained in Section IV. The problem formu-
lation is explained in Section V. The following chapters cover the
solution to the problem that is explained earlier. These chapters
include the applied convex relaxation and parameter selection. In
Section VII, the proposed method is analyzed using theoretical
measures. This section includes objective intelligibility tests and
localization analysis. An experiment using normal listeners has
been conducted and the results are shown in Section VIII. The
paper ends with a discussion and a conclusion chapter where the
findings are analyzed and comments have been made about the
future work that can be done.

II. SIGNAL MODEL

In our signal model, we assume the presence of two hearing
aids with M/2 microphones at each ear, where M is an even
number. The binaural enhancement algorithms apply spatial
filters to the left and the right hearing aid microphones, where
each filter uses the recordings of all M microphones together.
It is assumed that there is one target signal and there are r
interferers where the maximum number of interferers is rep-
resented as rmax. The enhancement is applied in the frequency
domain where k represents the frequency bin and l represents
the frame index. The signal received by the jth microphone for
j = 1, . . . ,M is given by

yj(k, l) = aj(k, l)s(k, l)︸ ︷︷ ︸
xj(k,l)

+
r∑

i=1

bij(k, l)ui(k, l)︸ ︷︷ ︸
nij(k,l)

+vj(k, l) (1)

where
� s(k, l) denotes the target signal at the location of the source,
� ui(k, l) denotes the ith interferer signal at the location of

the source,
� aj(k, l) is the acoustic transfer function (ATF) of the target

signal with respect to the jth microphone,

� bij(k, l) is the ATF of the ith interfering signal from the
location of the source to the jth microphone,

� vj(k, l) is the additive noise at the jth microphone.
In practice, the acoustic transfer functions (ATF) are es-

timated [17]. However, in this work we assume the ATF to
be known to avoid errors due to the ATF mismatch. In the
instrumental performance evaluation in Section VII, the ATFs
are generated according to a predefined setup and in the per-
ceptual evaluation in Section VIII generic head-related transfer
functions (HRTF) are used.

To simplify the notation, the indices k and l are omitted. The
signal model in (1) can then be written in vector notation as,

y = as︸︷︷︸
x

+
r∑

i=1

biui︸︷︷︸
ni

+v (2)

where a ∈ CM×1, bij ∈ CM×1, y ∈ CM×1, x ∈ CM×1, ni ∈
CM×1 and v ∈ CM×1 are the column vectors that hold the M
realizations of aj , bij , yj , xj , nij and vj for j = 1 . . .M and
i = 1 . . . r respectively.

The noise and the sound sources are assumed to be mutually
uncorrelated. Using this assumption, the cross power spectral
density (CPSD) of the received signal at the jth microphone can
be written as,

Py = E[yyH ] = Px +
r∑

i=1

Pni
+Pv︸ ︷︷ ︸

PN

(3)

where
� Px = E[xxH ] ∈ CM×M is the CPSD matrix of x.
� Pni

= E[nin
H
i ] ∈ CM×M is the CPSD matrix of ni.

� Pv = E[vvH ] ∈ CM×M is the CPSD matrix of v,
� PN =

∑r
i=1 Pni

+Pv ∈ CM×M is the CPSD matrix of
the total noise.

All the applied beamformers in this paper use the ideal voice
activity detection and overcome any estimation errors which
might happen in practice.

Without loss of generality, the last microphone and the first
microphone are selected as the left reference microphone and
the right reference microphone for the target. These are denoted
as aL and aR, respectively. For the interferers, the left and right
microphones are denoted relative to the ith interferer as bi,L and
bi,R for i = 1, . . . , r.

The incidence angle is assumed to be 0 degrees at the mid-
sagittal plane and increases clockwise to 180◦ degrees and de-
creases to −180◦ anticlockwise starting from the median plane.

III. BACKGROUND INFORMATION

In this section, background information is given that will be
used in the following chapters. The information consists of the
binaural cues and the binaural beamforming algorithms.

A. Binaural Cues

The auditory system uses the time and level differences of the
signals reaching the ears to determine the horizontal location
of the sound [8]. Following the convention in [5] and [18], the
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time and level differences can be defined using the interaural
transfer function (ITF). The input and output ITF for the target
signal is defined as

ITF in
x =

aL
aR

, ITF out
x =

wH
L a

wH
R a

. (4)

The ITF for the interferer is defined as

ITF in
ui

=
bi,L
bi,R

, ITF out
ui

=
wH

L b

wH
Rb

. (5)

The interaural level difference is defined to be the squared
magnitude of the ITF. The ILD before processing can be
represented as

ILDin
x = |ITF in

x |2 , ILDin
ui

= |ITF in
ui
|2 . (6)

The output ILD is defined similarly, that is,

ILDout
x = |ITF out

x |2 , ILDout
ui

= |ITF out
ui

|2 . (7)

The interaural time differences are defined to be the phase of
the ITF normalized by the angular frequency, w [19]. For the
input ITD, this can be shown as

ITDin
x =

∠ITF in
x

2πf
, ITDin

ui
=

∠ITF in
ui

2πf
. (8)

Similarly, the output ITD is defined as

ITDout
x =

∠ITF out
x

2πf
, ITDout

ui
=

∠ITF out
ui

2πf
. (9)

In some cases, the interaural time differences are represented
using the phase information [20]. The interaural phase differ-
ences for the sources before processing can then be defined as

IPDin
x = ∠ITF in

x , IPDin
ui

= ∠ITF in
ui

. (10)

After the processing, the IPDs can be written as

IPDout
x = ∠ITF out

x , IPDout
ui

= ∠ITF out
ui

. (11)

If the beamformer preserves the ITF of the source after process-
ing, then both the ILD and ITD will also be preserved. On the
other hand, a beamformer might be written such that at specific
frequencies only the ILD or ITD cues are preserved, discarding
the other binaural cue.

B. Binaural Beamforming Algorithms

Some beamformer algorithms such as the binaural minimum
variance distortionless response (BMVDR) aim at reducing the
noise power as much as possible while other beamformers such
as the joint binaural linearly constrained minimum variance
algorithm (JBLCMV) aim at achieving noise reduction while
preserving the spatial cues of the interferers. The BMVDR
improves the listening comfort by providing the maximum noise
suppression without preserving any of the spatial cues of the
interferers. All the binaural cues of the interferers collapse to
the target’s direction forcing the interferers to sound from the
same direction as the target. The optimization problem of the
BMVDR is represented by the following expression, that is,

min
wL,wR∈CMx1

wH
L PNwL +wH

RPNwR

s.t. wH
L a = aL , wH

R a = aR . (12)

The optimization problem given in (12) has the following
closed form solutions [4], [21], which can be expressed as

ŵL =
PN

−1aa∗L
aHPN

−1a
, ŵR =

PN
−1aa∗R

aHPN
−1a

. (13)

If the left and right spatial filters wL and wR are merged into
one vectorwBMVDR = [wH

L wH
R ]H , the optimization problem

(12) can be written jointly as

min
w∈C2Mx1

wHP̃w (14)

s.t. wHΛA = fHA , (15)

where

P̃ =

[
PN 0

0 PN

]
, ΛA =

[
a 0

0 a

]
, fA =

[
aL

aR

]
.

(16)

The closed-form solution to the jointly written BMVDR prob-
lem [4] is given by

wBMVDR = P̃−1ΛA(ΛA
HP̃ΛA)−1fA . (17)

When (17) is used, all the interfering sound sources will sound
from the same location as the target source. This prevents a pos-
sible increase in the intelligibility due to the spatial release from
masking (SRM) [22]. The SRM suggests that the sounds that are
spatially separated have higher intelligibility then sources that
are colocated. The JBLCMV beamformers solve this problem
by introducing additional constraints to preserve the spatial
information of the interferers. This comes up with a trade-off
with regards to possible noise reduction which can be provided
since the feasible set of the spatial filters to perform the noise
reduction will shrink with the additional constraints.

The JBLCMV framework is given by the following formula-
tion,

min
w∈C2Mx1

wHP̃w (18)

s.t. wHΛ = fH , (19)

where

Λ =
[
Λa Λb

]
(20)

=

[
a 0 b1b1R . . . bmbmR

0 a −b1b1L . . . −bmbmL

]
∈ C2M×(2+r) , (21)

fH =
[
fHa fHb

]
(22)

=
[
a∗L a∗R 0 0 . . . 0

] ∈ C1×(2+r) . (23)

In addition to the target distortionless constraints wHΛa = fa,
there are additional constraints wHΛb = fb, which preserve the
cues of the interferers. These additional constraints preserve the
ITF of the interferers forcing both ITD and ILD to be preserved
in the whole spectrum.

Assuming that there are r interferers and M microphones,
the degrees of freedom that are left for the JBLCMV to do
noise reduction is 2M − 2− r. Here the distortionless target
constraint reduces the total degrees of freedom by two whereas,
interferer cue preservation reduces the total degrees of freedom
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by r as there is one equality constraint per interferer. On the
other hand, the BMVDR has 2M − 2 degrees of freedom left
to do noise reduction as there are only two target distortionless
constraints. This enables the BMVDR to have a larger domain to
minimize noise power which provides a better noise reduction
capability. For relaxed methods such as presented in [3], the
degrees of freedom are not straightforward due to the inequality
constraints. However, by checking the feasible set of the opti-
mization problem, a comparison can still be done. The authors
of [3] relax the interferer cue preservation constraint providing
a user-controlled trade-off between noise reduction and cue
preservation. The relaxation provides a feasible set between
the JBLCMV and the BMVDR. Hence, the output noise power
becomes bounded between the JBLCMV and the BMVDR.

IV. RELATED WORK

In [23], a method to enhance the low-frequency ILDs was
introduced. The authors first solved the phase ambiguity prob-
lem, which might occur for frequencies below 1500 Hz. The
resulting unambiguous ITD values were plugged into the ILD-
to-ITD function measured for high-frequency tones which were
obtained from [24]. The resulting ILDs were smoothed and sent
to the bilateral hearing aids to replace the low-frequency ITD
cues. The authors did not find any improvement in intelligibility.
However, they found an improvement of localization for the
speech stimulus but not for the broadband noise, lowpass filtered
noise, or lowpass filtered AM noise.

In [25] and [26], the authors analyzed the localization per-
formance of bimodal listeners when the ILD in the available
dynamic range was enhanced. In the former, the signals were
noise-vocoded at one ear and lowpass filtered at the contralateral
ear to simulate the bimodal hearing. The authors first measured
the ILD of the full-band received signals on the hearing aid
and cochlear implant devices and used the root-mean-square
ratio of the signals to enhance the low-frequency content. It
was found that the localization ability of the normal-hearing
listeners under a simulated hearing setup was improved for a
broadband noise by 14◦ but not for the telephone alerting signal.
In the latter study, the authors created an artificial ILD versus
angle function which overcame the non-monotonicity of the ILD
signals around 60◦. This was done by using white noise as the
source and the resulting natural ILD versus angle functions of the
six bimodal listeners’ hearing devices that were placed on a man-
nequin’s head. This function was obtained by using the full-band
spectrum of the received signal which was used irrespective of
the stimulus spectrum. The resulting ILD-to-angle function was
transformed into a monotonic relation by extrapolating the curve
at the point when the non-monotonicity started. The authors
reported a 4◦ to 10◦ improvement for the horizontal localization
performance for the bimodal listeners. Following this line of
work, the authors in [27] designed a beamformer that attenuated
the sources coming from the contralateral direction as opposed
to traditional beamformers which attenuated the sources coming
from the rear. The authors reported an improvement of horizontal
localization and speech intelligibility for bimodal listeners.

Spatial release from masking (SRM) using the enhanced
low-frequency ILD cues was investigated by [28]. Spatial release

from masking is the improvement in speech reception thresholds
when the target and the distractor change from the same to
different locations. Normal hearing people benefit around 20 dB
SRM, whereas the hearing impaired benefit less [28]. Apart from
the horizontal separation which benefits the intelligibility of the
signals, in [29], [30] the authors realized that distance cues also
improve the SRM. In the former, one sound source was fixed
to one meter and the other source was moved closer to the
listener. It was found that a better target-to-masker ratio could
be achieved for the better ear. In the latter, three experiments
were conducted which assessed the effect of distance cues on
spatial segregation. It was found out that the intelligibility of
the target source could be improved due to the spatial release
from masking. Following this line of work, the authors in [28]
investigated the use of low-frequency ILDs separately on the
spatial release from masking. Maximum low-frequency ILDs
were applied and it was found out that HI can benefit from an
additional increase of SRM.

This work investigates the effect of near-field low-frequency
distance cues on horizontal localization. It is different from [23]
because of the formulation of how the enhanced ILD cues
are generated. In addition to this, a low-frequency enhancing
beamformer is proposed and its performance is analyzed. The
non-monotonicity of the ILD cues is avoided by limiting the
low-frequency range that is going to be used for ILD enhance-
ment, unlike [26] where an artificial angle versus ILD function
is generated empirically.

V. PROBLEM FORMULATION

The duplex theory proposed by [31] suggests that the ITD
cues are effective for frequencies below 1500 Hz and ILD cues
are effective for frequencies above 1500 Hz. Although these
ranges are perceptually the most important frequencies for the
processing of pure tone ILD and ITD cues, the sensitivity of
the human ear to these binaural cues extends beyond this scope.
In the high frequencies, human listeners have been observed
to be sensitive to the slowly-varying envelope fluctuations of
broadband signals [32]. In the low frequencies, the sensitivity
to the fast-varying temporal fine structure of the signal is ob-
served [33]. The sensitivity to the ILD is observed in the whole
region.

The deficiency of low-frequency ITD processing up to
1000 Hz was observed among hearing-impaired people [34]–
[36], where the authors found a correlation between increasing
age and the inability to process the low-frequency temporal fine
structure. During the preparation of this paper, a binaural beat
listening experiment with a panel of 15 hearing-impaired people
was carried out. The stimuli used in the experiment consisted of
two tones with a slightly different frequency in the left and right
ear, approximately around 2 Hz. The subjects were presented
with three intervals, one of which contained the binaural beat
stimulus with different frequencies in the left and right ear,
while the other intervals contained identical sinusoids with some
randomized frequency to make sure that the differences in pitch
could not be used. A 2-up 1-down adaptive staircase method was
used where 2 successive correct answers resulted in a step up in
frequency and one false answer to a step down in frequency. The
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Fig. 1. The mean and standard deviation of the maximum binaural beat
frequency that the panel of hearing-impaired people can hear.

initial step was 150 Hz, after two reversals 75 Hz, and after two
reversals 50 Hz. At the 50 Hz step-size a total of 6 reversals were
then measured to serve for calculating a mean threshold value.
Subjects were instructed to select the modulated or moving
interval. They could practice one or two runs in advance of
formal data collection. For all but one subject at least three formal
threshold measurements were done, only for the subject with the
high binaural beat frequency (subj. 4), only two thresholds were
collected. It was found out that 9 out of 15 subjects were unable
to hear a binaural beat even at a low frequency like 200 Hz, while
all but one subjects could not hear binaural beats in the frequency
range that normal hearing people can still hear binaural beats,
which is defined to be around 1200 Hz [37]. The results of the
experiment can be seen in Fig. 1.

In the frequency range where the temporal fine structure cues
are dominant, it is still possible to differentiate the ILD cues. The
just noticeable difference of ILD is approximately 1 dB in the
whole spectrum [8]. The ILD in the low-frequency region can
still be heard and claimed to be the dominant cue for distance
perception [38]. These ILD cues do not occur naturally for the
far-field signals. In the far-field, the ILD cues are around 0 dB
for frequencies below 500 Hz [39]. Since the diameter of the
head is significantly smaller than the wavelength, the head does
not shadow the contralateral ear and hence, level differences do
not occur.

In the near-field region defined to be less than 1 m [38],
low-frequency ILDs can reach as high as 20-30 dB. When a
source comes closer to the head, the level differences in the
whole spectrum increase, including the low-frequency region.
As head shadowing is not observed in this region, the near-field
ILDs and the source angle create an injective relation which can
be utilized to boost the horizontal localization performance.

Binaural beamformer algorithms such as the binaural linearly
constrained minimum variance algorithms spend the degrees of
freedom that they have to preserve both the ILD and ITD cues
in the whole spectrum [40]. If the ITD cues are not heard by
the hearing-impaired person, the degrees of freedom which can
be used for noise reduction will be wasted for preserving the

inaudible ITD cues. Since the low-frequency ITD cues are not
processed by the hearing impaired, we will investigate whether
they can artificially be replaced by the near-field ILD cues in the
same region. This research project, therefore, aims to answer
the following question: Can the enhancement of low-frequency
ILDs overcome the loss of spatial information induced by the
deficient temporal fine structure processing?

VI. PROPOSED METHOD

In this section, a beamformer is introduced to enhance the
low-frequency ILDs of the interferers while keeping the target
distortionless. The section starts with a brief overview of the
problem, continues with the applied convex relaxation and the
methodology behind choosing a particular scaling factor that de-
termines to which extend the low-frequency ILDs are enhanced.

In the low-frequency region, the interaural level differences
will be artificially introduced, while in the high frequency region,
both the ILD and ITD will be preserved. This can be expressed
with the following optimization problem:

f < fc min
wL,wR∈CMx1

wH
L PwL +wH

RPwR

s.t. wH
L a = aL wH

R a = aR ,∣∣∣∣wH
L bi

wRbi

∣∣∣∣2 − c

∣∣∣∣ bi,Lbi,R

∣∣∣∣2 = 0 ,

f > fc min
wL,wR∈CMx1

wH
L PwL +wH

RPwR

s.t. wH
L a = aL wH

R a = aR ,

wH
L bibiR −wH

RbibiL = 0 , (24)

for i = 1, . . ., r′ ≤ rmax. This means that for all the frequencies
above the cut-off frequency fc, the JBLCMV will be applied
which is explained in (18). For the frequencies below fc, the pro-
posed method will be applied which enhances the low-frequency
ILD while leaving the target undistorted. The enhancement of
the ILDs is represented by the last constraint∣∣∣∣wH

L bi

wH
Rbi

∣∣∣∣2 − c

∣∣∣∣ bi,Lbi,R

∣∣∣∣2 = 0.

Without the scaling factor c, the input ILD of each interferer will
be preserved at the output. By including the factor c, we aim at
enhancing the ILDs of the interferers. This factor will depend on
the direction of the interferer and the near-field transformation.
The sound sources that are close to the head have a higher
ILD and the sound sources that are away from the head have
a lower ILD in the low-frequency region. In addition to this, the
magnitude of the ILDs increases as the sound source reaches
to 90 or −90 degrees starting from the mid-sagittal plane. A
description of this relation for different frequencies can be seen
in Fig. 2.

While there is a closed-form solution for the JBLCMV, there
is no closed-form solution for the introduced low-frequency
enhancement beamformer due to its non-convexity. In the fol-
lowing section, the optimization problem for f < fc will be
relaxed using a semi-definite relaxation approach [41].
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Fig. 2. ILD versus azimuth plotted using the HRTF taken from [48] for four
different frequencies: (a) ILDs at 800 Hz, (b) ILDs at 1000 Hz, (c) ILDs at
1200 Hz, and (d) ILDs at 1500 Hz.

A. Convex Relaxation

The problem at hand preserves the target signal at the left and
right ears. In addition to that, the ILD of the interferers has been
enhanced by the scaling factor c.

The ILD enhancement constraint in (24) can be extended and
written as

0 =

∣∣∣∣wH
L bi

wH
Rbi

∣∣∣∣2 − c

∣∣∣∣ bi,Lbi,R

∣∣∣∣2
= wH

L bibi
HwL|bi,R|2 − cwH

Rbibi
HwR|bi,L|2

=
[
wH

L wH
R

]
︸ ︷︷ ︸
wH∈C2M×1

[
bib

H
i |bi,R|2 0

0 −cbib
H
i |bi,L|2

]
︸ ︷︷ ︸

Mi∈C2M×2M

[
wL

wR

]
︸ ︷︷ ︸

w

.

(25)

Using the expansion in (25), the main problem given in (24) can
be written compactly as

min
w∈C2M×1

[
wH

L wH
R

]
︸ ︷︷ ︸
wH∈C1×2M

[
P 0

0 P

]
︸ ︷︷ ︸
P̃∈C2M×2M

[
wL

wR

]
︸ ︷︷ ︸

w∈C2M×1

s.t.
[
wH

L wH
R

]
︸ ︷︷ ︸

wH

[
a 0

0 a

]
︸ ︷︷ ︸
Λa∈C2M×2

=
[
aL aR

]
︸ ︷︷ ︸
fHa ∈C1×2

,

[
wH

L wH
R

]
︸ ︷︷ ︸

wH

Mi

[
wL

wR

]
︸ ︷︷ ︸

w

= 0 . (26)

If vector notation is used, the optimization problem given in (26)
can be written as

min
w

wHP̃w

s.t. wHΛa = fHa ,

wHMiw = 0 . (27)

The optimization problem in (27) is not convex due to the
quadratic equality constraintwHMiw. Since Mi is not positive
semi-definite, the expression wHMiw is not convex. On the
other hand, the objective function is convex as P̃ is positive
semi-definite. The linear equality wHΛa = fHa is convex. If
the equality constraint at the last line of (27) is written as
two inequality constraints, the problem at hand becomes a
Quadratically Constrained Quadratic Program (QCQP), which
is NP-hard [42]. We can use semi-definite relaxation [43] and
reformulation-linearization techniques [44] to transform the op-
timization problem from (27) to a relaxed convex problem which
can be solved in polynomial time using interior-point solvers
such as CVX in MATLAB.

The semi-definite relaxation can be applied to transform
(27) into a semi-definite program (SDP). Two important matrix
properties will be used to execute the transformation.

1) We have the following relation for any quadratic expres-
sion

qHZq = Tr(qHZq) = Tr(qqHZ) . (28)

2) Using Schur’s complement [45],

Z =

[
A B

BH C

]
≥ 0 ⇔

A ≥ 0 , (I−AA†)B = 0 , S1 ≥ 0 ,

C ≥ 0 , (I−CC†)BH = 0 , S2 ≥ 0 , (29)

with S1 = C−BHA†B the generalized Schur complement of
A in Z and S2 = A−BC†BH the generalized Schur comple-
ment of C in Z. A† is the pseudo-inverse of A.

LetW = wwH . Using (28), the optimization problem in (27)
becomes

Problem 1: min
w,W

Tr(WP̃)

s.t. wHΛa = fHa ,

Tr(WMi) = 0 , i = 1, . . . , r ,

W = wwH . (30)

The optimization problem given in (30) is not convex due to
the last equality constraint W = wwH . Removing this rank 1
constraint makes the problem convex [41],

min
w,W

Tr(WP̃)

s.t. wHΛa = fHa ,

Tr(WMi) = 0 , i = 1, . . . , r ,

W ≥ wwH . (31)
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Finally using (29), (31) can be written in the standard SDP form
as,

Problem 2: min
w,W

Tr(WP̃)

s.t. wHΛa = fHa ,

Tr(WMi) = 0 , i = 1, . . . , r ,[
W w
wH 1

]
≥ 0 . (32)

The optimization problem in (32) is convex and can be solved
in polynomial time. Due to the relaxation introduced to the
equality constraint W = wwH , the new problem in (32) does
not necessarily give the same solution as (30). Let the optimal
arguments be ŵ∗ and Ŵ ∗. If Ŵ ∗ = ŵ∗ŵ∗H , the solution to (32)
is the optimal value for (30), which is equal to the solution of
the original problem in (24).

Let the optimal value for (30) be p∗1 and the optimal value
for (32) be p∗2. Due to the relaxation that is introduced, the
feasible set of (32) is larger than the feasible set of (30). For
this reason, p∗2 lower bounds p∗1 as there is a larger set for the
minimization problem in (32) which encapsulates the set of (30).
Using reformulation-linearization techniques, we can further
tighten this bound by introducing redundant constraints to the
problem in (31). The target distortionless equality constraints
in (31) can be reformulated using [44] as follows. The target
distortionless constraint is given by

wHΛa = fHa . (33)

If we multiply left and right by w, (33) becomes

wfHa = wwHΛa

wfHa = WΛa . (34)

In addition to (34), another redundant constraint can be added
to tighten the bound even further. The target distortionless con-
straint in (33) can be reformulated as,

0 = wHΛa − fHa

= (wHΛa − fHa )(wHΛa − fHa )H

= wH(ΛaΛ
H
a )w −wHΛafa − fHa ΛH

a w + fHa fa

= Tr(WΛaΛ
H
a )−wHΛafa − fHa ΛH

a w + fHa fa . (35)

If the feasible set of (31) is tightened by the addition of (34) and
(35), the optimization problem becomes

Problem 3: min
w,W

Tr(WP̃)

s.t. wHΛa = fHa ,

Tr(WMi) = 0 ,[
W w

wH 1

]
≥ 0 ,

Tr(WΛaΛ
H
a )−wHΛafa−

fHa ΛH
a w + fHa fa = 0 ,

WΛa = wfHa , (36)

for i = 1 . . . r ≤ rmax. Let the optimal value for the optimization
problem in (36) be p∗3. Due to the additional constraints, we have

p∗1 ≥ p∗3 ≥ p∗2 . (37)

The feasible set is tightened and the approximation is improved.

B. Cut-Off Frequency

The dynamic range of the ILD cues in the near field is signif-
icantly larger than the ILD cues in the far field for frequencies
below 1000 Hz. For example, at 500 Hz, the ILD increases from
4 dB to 19 dB as a source at 90◦ approaches the head from 1 m
to 0.12 m [38]. We can introduce these low-frequency ILD cues
artificially in an attempt to overcome the lack of low-frequency
ITD processing, which can be seen among hearing-impaired
people [46], [47].

The injective nature of the ITDs provides a reliable cue for
frequencies below 1500 Hz. This reliability has to be provided
if the ITDs are intended to be replaced by the ILDs.

To understand which frequency should be used as a cut-off
frequency for the beamformer algorithms, an analysis is done
using the head-related related transfer functions recorded using
a KEMAR manikin at the Technical University of Berlin [48].
Four distances are selected: 0.3, 0.4, 0.5, and 0.6 meters. The
ILDs are calculated using four frequencies: 800, 1000, 1200 and
1500 Hz. The results can be seen in Fig. 2. It is observed that
for frequencies 1200 and 1500 Hz, the head shadow is visible
and the ILD to frequency function is not injective. For 1000 Hz,
the ILD is monotonic but a flattening in the same range can be
observed. For this reason, 800 Hz is selected to be the cut-off
frequency for the low-frequency ILD enhancement.

C. Scaling Factor

The scaling factor c in (24) can be decided through a look-up
table which can be generated using the near-field head-related
transfer functions [39], [48], [49]. Instead, the spherical model
introduced by [50] and later verified by [51] can be used to
generate the near-field distance cues from the far-field HRTF.
This method has been proposed by [52] and has been shown
psychoacoustically to give accurate estimates.

The distance variation function (DVF) proposed by [52] as-
sumes the head can be considered as a rigid sphere with a radius
a. The ears are assumed to be located at 100◦ away from the
mid-sagittal plane. The rigid sphere model estimates the pressure
at a point on the surface of a sphere as

p(a,w, θ, r) = −kr

∞∑
m=0

(2m+ 1)
hm(kr)

h′
m(ka)

Pm(cos(θ))e−ikr ,

(38)

where hm(kr) is a spherical Hankel function of the first kind
of order m and h′

m(ka) is the first derivative at radius a, k =
w
c is the wavenumber, c is the speed of sound, Pm(Λ) is the
Legendre polynomial of degree m, θ is the angle between a
vector that starts from the center of the sphere and ends at the
source location and the vector that starts at the center of the
sphere and ends at a location on the surface of the sphere, r is
the distance of the source to the center of the sphere and w is
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Fig. 3. The scaling factor DV F_ILD calculated for 5 different distances.

the angular frequency [50]. The DVF is calculated as

DV F =
pn(α,w, θ, dn)

pf (α,w, θ, df )
, (39)

where pn stands for the near field pressure on the surface of
the sphere and pf stands for the pressure on the surface of
the sphere for a far-field source. Although the authors used an
individualized head radius, an average radius 8.75 cm is used in
this study. If the DV F is calculated at the desired frequencies,
the near-field HRTF can be calculated by

HRTF (dn) = DV F ×HRTF (df ) , (40)

wheredn is the near-field distance anddf is the far-field distance.
In addition to this, the far-field ILD cues can be transformed
into near-field ILD cues by using (40). Given that the left ear
head-related transfer function is named as HRTFL(d) and the
right ear head-related transfer function asHRTFR(d), the ILDs
can be calculated as

HRTFL(dn) = DV FL ×HRTFL(df ) ,

HRTFR(dn) = DV FR ×HRTFR(df ) ,

HRTFL(dn)
2

HRTFR(dn)2︸ ︷︷ ︸
ILDn

=
DV F 2

L

DV F 2
R︸ ︷︷ ︸

DV F _ILD

× HRTFL(df )
2

HRTFR(dr)2︸ ︷︷ ︸
ILDf

,

ILDn = DV F_ILD × ILDf , (41)

where ILDn stands for the near-field ILDs, ILDf stands for
the far-field ILDs, and DV F_ILD stands for the scaling factor,
which relates the near-field ILD cue to the far-field ILD cue.
The scaling factor DV F_ILD is calculated until 800 Hz for the
distances 0.2 m, 0.4 m, 0.6 m, 0.8 m, 1 m and shown in Fig. 3.
Since the far-field distance is assumed to be 1 m, DV F_ILD
is 0 dB for 1 m. It reaches in magnitude to 8 dB for a source at

0.2 m and at 90 degrees to the left or right of the mid-sagittal
plane. The final problem becomes

f < 800: min
w,W

Tr(WP̃)

s.t. wHΛa = fHa ,

Tr(WMi) = 0 ,[
W w

wH 1

]
≥ 0 ,

Tr(WΛaΛ
H
a )−wHΛafa−

fHa ΛH
a w + fHa fa = 0 ,

WΛa = wfHa ,

f ≥ 800: min
wL,wR∈CMx1

wH
L PwL +wH

RPwR

s.t. wH
L a = aL wH

R a = aR ,

wH
L bibiR −wH

RbibiL = 0 , (42)

where c = DV F_ILD, which is generated using (41), f stand
for the frequency and i = 1 . . . r ≤ rmax. In the following sec-
tions, the optimization problem given in (42) is represented with
the abbreviation ILDd where d stands for the near field distance.
For example, if enhancement with respect to 0.2 m is used, it is
represented as ILD0.2.

VII. PERFORMANCE MEASURES

In this section, the intelligibility and the localization perfor-
mance of the proposed algorithm are investigated using objective
measures. For the intelligibility, the speech intelligibility in bits
metric is used [53]. For the spatial cue preservation performance,
the absolute value of the difference between the input cue and
the output cue is used.

We create a synthetic scenario with 8 interferers, where the
first five are selected to be random sentences from the TIMIT
database speech corpus [54] and the others are different noise
types such as non-stationary noise, speech shaped noise, and
babble noise. The interferer u1, u2, u3, u4, u5, u6, u7 and u8 are
located at −20◦, 20◦, −40◦, 40◦, −60◦, 60◦, −90◦, 90◦ degrees
respectively. There is one target signal s, which is located at
0◦.

The anechoic head-related function from the Oldenburg
database [55] is used to generate the acoustic transfer functions.
The sampling frequency is selected to be 16 kHz to cover the
most energetic components for speech signals. Each signal is
windowed with a square-root-Hann window with a frame length
of 12.5 ms and 50% overlap. The signals are concatenated such
that there is a 20 s of voice active signal duration. For the ap-
plication of the beamformer algorithms, a 256-point short-term
fast Fourier transform (STFT) is applied to each frame. After
processing the signals in the frequency domain, each frame
is converted back to the original time domain by multiplying
with a square-root Hann window and taking the inverse Fourier
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Fig. 4. Speech intelligibility in bits index for the BMVDR, JBLCMV, and five
different enhancements of the proposed method.

transform. The frames are overlapped accordingly and the time
domain signal is obtained.

Each interferer is scaled to be 0 dB with respect to the target
signal so that cues related to audibility can be avoided. In
addition, white gaussian noise at an SNR of 50 dB with respect to
the target source is added to the received signals after they have
been processed by the respective acoustic transfer functions to
imitate the microphone’s self-noise.

A. Speech Intelligibility in Bits

The SIIB index uses the mutual information between the
clean signal and the degraded signal to assess intelligibil-
ity. The algorithm incorporates the time-frequency dependen-
cies in the speech signal and was found to be effective for
speech degraded by noise and processed by enhancement al-
gorithms [53]. A higher bit index represents higher intelligi-
bility whereas a lower bit index represents lower intelligibility.
In this section, the BMVDR and the JBLCMV are compared
with the different enhancements of the proposed method using
the SIIB measure. The results can be seen in Fig. 4 for the
signals at the left and the right ear that are represented as
SIIBL and SIIBR respectively. The BMVDR has the highest
SIIB metric with 13 bits difference compared to the proposed
methods and the JBLCMV has the lowest SIIB metric with
5 bits difference compared to the proposed methods at four
interferers.

The proposed methods share a slightly better performance
compared to JBLCMV where the individual differences between
different enhancement amounts can be neglected. It can be
deduced that the applied low-frequency ILD enhancement does
not affect intelligibility. Since the low-frequency ITD cues are
not preserved, the optimization problem has more degrees of
freedom to do noise reduction. Hence, 5 bits of improvement
has been observed compared to JBLCMV. It should be noted that
the applied convex relaxation overestimates the optimal value,

which is shown in (37). Although in our analysis we observed
that most of the time W = wwH holds, the noise reduction
capability is still an overestimation of the original problem given
in (24). In conclusion, the intelligibility of the signals is not
disrupted with the low-frequency ILD enhancement.

B. Localization Performance

ITD and ILD cues are the binaural cues that are important
for horizontal localization. The ILD is defined as (6) and ITD is
defined as (8). If the ILD at the input is the same as the ILD at
the output, it can be said that the perfect preservation of the ILD
has been achieved. However, if there is a mismatch between
the input and output ILD, the ILD is not perfectly preserved.
Depending on the frequency and the magnitude of the error, the
horizontal location of the source might be different. The ILD
error is defined to be

ILDerr
x = ||ITF out

x |2 − |ITF in
x |2| , (43)

ILDerr
ui

= ||ITF out
ui

|2 − c|ITF in
ui
|2| . (44)

where c is the scaling factor that is chosen using (41) for each
interferer i = 1 . . . r ≤ rmax.

The interaural phase difference error is defined in (10). The
IPDerr is represented for the target and the interferer as

IPDerr
x =

∠ITF out
x − ∠ITF in

x

π
, (45)

IPDerr
ui

=
∠ITF out

ui
− ∠ITF in

ui

π
, (46)

where IPDerr ∈ [0, 1].
The localization performance of the two variants of the orig-

inal problem in (24), namely (32) and (36), will be examined
for a different number of interferers. This investigation will
be focused on f < 800 Hz to analyze the performance of the
proposed ILD enhancement beamformer performance separate
from the JBLCMV. The reader is invited to [20] for an analysis
of the LCMV framework. For each frequency bin less than
800 Hz, the error is calculated using (43) and (45). The results are
averaged and transformed to the dB scale. The Fig. 5 includes
the ITF error of the target source, ITD, and IPD errors of the
interferers for the JBLCMV, the BMVDR, and the two variants
of the proposed method with five different enhancements, which
is ILD0.2, ILD0.4, ILD0.6. ILD0.8 and ILD1.0. The IPD
and ILD error of the JBLCMV was approximately −130 dB,
which is represented by the lowermost line due to visualization
purposes. It can be seen that for all cases, the target signal is kept
undistorted. The mean IPD error of the proposed beamformers
is similar to BMVDR as none of them have any constraint
about the preservation of the IPD, unlike the JBLCMV which
has an error of −130 dB. The ILD error is higher when the
interferer number is greater than 1 when Problem 2 is used
compared to the algorithm in Problem 3 due to the additional
constraints.
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Fig. 5. The interaural transfer function of the target and the interaural level and phase differences of the interferers plotted for the JBLCMV, BMVDR and five
different enhancements of two variants of the proposed method. The solid lines represent the optimization problem in (36) and the dotted lines represent the variant
in (32) for 5 different enhancements ILD0.2, ILD0.4, ILD0.6. ILD0.8, and ILD1.0. The dashed line with triangle marker represent the JBLCMV method and
the dot-dashed line with upside down marker represent the BMVDR method.

VIII. LISTENING EXPERIMENT

An experiment is designed to assess the localization per-
formance of the proposed method. The proposed method is
compared to two reference methods, these are, the JBLCMV
and the BMVDR. Each scenario consists of four signals. Two of
these signals are a male and a female speaker selected randomly
from the TIMIT database [56]. The third signal is a piano piece
and the fourth signal is a cellphone vibration, which is low-pass
filtered at 800 Hz. The female speaker is assigned as the target
signal whereas, the three other signals are assigned as interferers.
A comparison of the power spectral densities of the stimuli used
in the experiment can be seen in Fig. 6. After convolving the
audio signals with the anechoic head related transfer function,
the power spectral densities of the resulting binaural signals can

TABLE I
SUMMARY OF THE ACOUSTIC SCENES

be seen in Fig. 7. The summary of the acoustic scenes can be
seen in Table I.

Each signal is processed with the BMVDR, the JBLCMV, and
the three variations of the proposed method. The first variation
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Fig. 6. The power spectral density of the stimuli used in the experiment before
convolution with the head related transfer functions.

Fig. 7. The power spectral density of the stimuli used in the experiment for the
anechoic scene. The signals are (a) male speaker, (b) piano tune, (c) cellphone
vibration, and (d) female speaker.

preserves the natural low-frequency ILD cues up to 800 Hz
while leaving the ITD cues unpreserved in this range. This
method is abbreviated as ILD1. The second variation artificially
introduces ILDs in the low-frequency region up to 800 Hz
with respect to 0.6 m distance. This method is abbreviated as
ILD0.6. The third variation artificially introduces ILDs in the
low-frequency region up to 800 Hz with respect to 0.2 m dis-
tance. This method is abbreviated as ILD0.2. The enhancement
scale is calculated according to (41) and applied per frequency
bin. In all three variations, the JBLCMV beamformer is used for
frequencies higher than 800 Hz.

The head-related transfer functions are selected using the
middle and rear microphone recordings of the behind the ear
(BTE) hearing aid [55]. There are two microphones on each of
the left and right hearing aid totaling to four. Two different envi-
ronments are used to understand the effect of reverberation. The
first scene is the anechoic environment where the reverberation

Fig. 8. Graphical user interface for the listening experiment.

is minimal. The second scene is the office environment where
the reverberation is greater than the anechoic environment. The
anechoic head-related impulse response has a T60 of 50 ms and
the office head-related impulse response has a T60 of 300 ms
where the early reflections are considered.

An azimuth is assigned for each target and the interferer
signal. The target signal is always kept at 0◦ while the interferers
are assigned to other angles in the frontal plane. The graphical
user interface depicted in Fig. 8 is created. The user can click on a
button as many times as they desire until they are confident with
its location. There are 6 buttons in one page, which correspond to
JBLCMV, BMVDR, ILD0.2, ILD0.6, ILD1.0 and the unpro-
cessed version of the same signal. We consider a single source
scenario where each button plays only one signal. The signals
are 4 seconds long. The microphone self noise is simulated as an
additive white Gaussian noise. Each recording has a 50 dB SNR
due to the self noise. The target and the interferers are processed
such that they share the same power. The anechoic and the office
scene recordings are played in a random order to prevent any
bias. Each signal is presented twice. Since generic head related
transfer functions are used, a mismatch is expected between
the actual source locations and the interpreted locations. We
included the unprocessed signals to account for this mismatch.
The locations assigned to the unprocessed signals are used as a
reference azimuth for the calculation of the localization error.

Participants are asked to attend the experiment online. This
causes a few intricacies that need to be handled. Firstly, the
participants are asked to do the test in a silent room to avoid
the interference of other sounds. Secondly, the participants are
informed to finish the whole experiment without changing the
volume after getting used to it initially. This prevents any cues
related to increased audibility. Last but not least, a guideline is
prepared to make sure that the headphones are placed correctly
and the system is working.

A. Results

In total, 21 people aged between 20− 27 participated in the
experiment. None of the participants had any reported hearing
problems. Since it was not possible to control the environment
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Fig. 9. Mean, median, 0.25, and 0.75 quantiles of the localization error of all
the participants at two different scenes, averaged over the interferers.

or the tools that the participants were using, a variance test is
done to find if there are outliers. The variance is calculated
using the results of the unprocessed case and its repetitions.
If the participants assigned significantly different angles to the
same unprocessed signals (twice repeated), they are considered
outliers. Only one participant is found to be three standard devi-
ations higher than the others. This participant’s result has been
omitted from the analysis reducing the number of participants
to 20.

The averaged results of the experiment can be seen in Fig. 9.
Two-way ANOVA with repeated measures is used with audio
signals as within-group factors and different beamforming algo-
rithms as between-group factors to compare the localization per-
formances of the beamformers with the spatial cue preservation
constraint, that is, the JBLCMV and the proposed method with
different enhancements. Each participant chooses the angle of a
sound source twice independently. The answers are averaged to
reduce the variance per participant. Three hypotheses have been
postulated. The first hypothesis denoted as Ha

0 examines if there
is a significant difference between the methods: the JBLCMV,
ILD0.2, ILD0.6, and ILD1.0. This hypothesis assesses how
close the JBLCMV and the proposed methods are with respect
to localization performance. Since the JBLCMV preserves both
the ILD and ITD cues in the whole spectrum, it is expected to
perform the best. If there is a significant difference between the
JBLCMV and the proposed methods, it can be deduced that the
localization is hindered due to the lack of ITD preservation in
the low-frequency region. The second hypothesis, denoted as
Hb

0 , examines if any of the sound sources have a significantly
different localization outcome. The third hypothesis, denoted as
Hc

0 , examines the interaction between the beamformers and the
sound sources. The former hypothesis assesses if the localization
performance is different for a low-pass filtered sound, speech
sound or a broadband piano piece. The latter hypothesis, on the

TABLE II
SUMMARY OF THE TWO-WAY ANOVA RESULTS FOR THREE HYPOTHESES AT

DIFFERENT ACOUSTIC SCENES

TABLE III
POST-HOC ANALYSIS OF THE SOURCES USING TUKEY’S TEST

other hand, explores if any of the beamformer performances are
correlated with the audio signals. The summary of the results is
given in Table II.

For the anechoic scene, the first hypothesis Ha
0 is rejected due

to [F (3, 228) = 4.6; p ∼= 0.0038], which suggests that at least
one of the algorithms is significantly different from the others.
A follow-up test is done at the end of the section to understand
which of the methods are significantly different.

For the office environment, the results are similar to the first
scene. Ha

0 is rejected due to [F (3, 228) = 3.01; p = 0.03]. This
suggests that the beamformer algorithms the JBLCMV, ILD0.2,
ILD0.6, and ILD1.0 perform differently also for scenarios
with higher reverberation. The second hypothesis is rejected as
[F (2, 228) = 12.26; p < 0.0001]. This suggests that at least one
of the sources is significantly different from the other sources.
The last hypothesis Hc

0 is accepted as [F (6, 228) = 0.94;
p = 0.46]. There is no significant interaction between any of
the algorithms and the type of the source.

In both scenes, it has been found that there is a significant
difference between the performance of the JBLCMV and the
proposed method with different enhancements. To understand
which ones are significantly different from the JBLCMV, post-
hoc analysis is done using Tukey’s test [57]. The summary of
the results can be seen in Table III.

The Tukey’s significance test for scene 1 shows that there
is a significant difference between the JBLCMV and ILD1.0

with p = 0.0232. Moreover ILD0.2 and ILD1.0 are also
found to be significantly different with p = 0.0242. There is
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no significant difference captured among the other methods.
As both the JBLCMV and ILD0.2 are significantly different
from ILD1.0, it can be deduced that the loss of information
induced by the low-frequency ITD cues has been overcome by
the enhancement of the ILDs in the low-frequency range.

Tukey’s significance test for scene 2 however, does not show
any significant differences among the proposed methods al-
though a similar trend can be observed. The p-value between the
JBLCMV and ILD1.0 is 0.1020, between ILD0.2 and ILD0.6

is 0.1640 and between ILD0.2 and the JBLCMV is p = 0.9964.
The significant improvement of horizontal localization perfor-
mance that is observed for the anechoic scene is not observed
for the reverberant scene.

Since no interaction has been found between the proposed
beamformers and the audio signals, further analysis has not been
conducted for these cases.

IX. DISCUSSION

This project aims to understand if the low-frequency ITD
information can be exchanged with the ILD information in the
same range. The intelligibility and the localization performance
of the proposed method have been theoretically examined in
Section VII. A psychoacoustic analysis is done using a listening
experiment to understand if indeed there is any improvement in
localization performance as reported in the literature.

The proposed method targets hearing-impaired people with
a low temporal fine structure processing ability. There are sev-
eral methods in the literature such as [58], which focuses on
measuring the TFS sensitivity. By understanding the auditory
capabilities of the hearing impaired, those who will benefit
from the proposed method can be selected. In addition to this,
cochlear hearing loss is known to cause a deficiency in temporal
fine structure processing [59]. The hearing-impaired people
with cochlear hearing loss has been known to be utilizing the
envelope time differences and the level differences in the high
frequencies. This makes the proposed method, which preserves
the phase and the levels in the high frequency while replacing
the low-frequency ITD information with ILD a suitable method
for those who suffer from cochlear hearing loss.

In our experiment, we used normal hearing subjects to under-
stand if the low-frequency ILD cues can be used to overcome
the lack of ITD cues in the same region. In an attempt to imitate
the deficiency of TFS processing, we have introduced low-
frequency ITD errors during beamforming. From the binaural
study given in Fig. 1, we have found out that some of the hearing-
impaired people are able to hear some of the low-frequency
ITD cues. We have created a scenario where the frequencies
below 800 Hz do not contain reliable ITD information, whereas
the frequencies above 800 Hz do. With the introduction of
near-field ILD cues below 800 Hz, we have observed improved
localization performance. The hearing-impaired people share a
similar condition where six of the attendees were able to hear
some of the ITD cues in the low-frequency region whereas, nine
of them could not hear any at all. We believe the listening test
on normal hearing people generalizes to the hearing-impaired
people, where the attendees were asked to localize a sound

source with deficient ITD cues. However, the same performance
that is observed for normal hearing people might not be observed
for hearing-impaired people. This should be further tested.

The results in Section VII-A suggest that the low-frequency
ITD information is not directly related to intelligibility or its
effect below 800 Hz can be compensated by the information that
exists above 800 Hz. The intelligibility metric SIIB shows that
the enhancement of the low-frequency ILDs does not disrupt the
intelligibility of the signals as the proposed method has better
intelligibility compared to JBLCMV. In the literature, a high
spatial release from masking is reported when the low-frequency
ILDs are introduced. This effect has not been observed in the
intelligibility metrics and should be examined in future work.

Section VII-B covers the localization performance of the
proposed method compared to the BMVDR and the JBLCMV
using the binaural cues. It can be seen that Problem 3 given in
(36) has overall better performance. The desired low-frequency
ILDs can be reached with less error compared to Problem 2
given in (32). In addition to the interferer localization properties,
the target is left distortionless for any number of interferers
as expected. There is no objective localization measure that
assesses the localization ability of the hearing impaired that
includes auditory deficiencies. For this reason, the binaural cues
preservation performance is examined in an attempt to show the
performance of the optimization problem at solving the original
problem.

The results in Section VIII suggest that it is possible to replace
the ITD information using low-frequency ILDs for the anechoic
scene. In the averaged results, which can be seen in Fig. 9, the
localization performance of ILD0.2 is close to the JBLCMV.
On the other hand, ILD0.6 and ILD1.0 have a higher variance
and a higher mean error compared to ILD0.2 and the JBLCMV.
Although a similar trend has been observed for the reverberant
scene, a significant difference has not been observed according
to the statistical tests. The reason could be the worsened local-
ization performance of normal hearing listeners at reverberant
environments or the incoherence between the proposed ILD
enhancement function DV F_ILD and the naturally occurring
ILD enhancement in reverberant environments. We have used
a spherical head model to calculate the DV F_ILD, which
does not capture the reflection patterns of reverberation. A
more sophisticated enhancement function might give significant
results.

As the magnitude of the ILD cues in the low-frequency
region increases, the localization performance improves. This
behaviour can be explained by the decrease in the audible
angle with increasing ILD magnitude. It might be possible
to differentiate the difference between the 90◦ and 60◦ when
enhancement with respect to 0.2 m is applied whereas, it might
not be possible when enhancement with respect to 0.6 m is
applied. In addition, the enhancement amount is expected to be
dependent on the sensitivity of the hearing-impaired listener to
ILD differences. On the other hand, a higher enhancement might
impair the distance perception of the hearing-impaired user since
the low-frequency ILD cues are mainly used as distance cues.
This relation will be examined in the feature work to understand
the trade-off.
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X. CONCLUSION

In this research project, a step towards manipulating the
acoustic scene according to the hearing loss has been taken.
The low-frequency ITD cues, which some of hearing-impaired
people have shown problems of processing, are transformed
into ILD cues using a near-field transformation. The listening
test suggests that the localization ability of the normal listeners
can be improved when enhancement with respect to 0.2 m has
been applied for the anechoic scene. This amount is expected
to be user-dependent and can be tailored using psychoacous-
tic analysis. An intelligibility and localization experiment on
hearing-impaired people with deficient TFS processing is left
for future work.
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