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Propositions
accompanying the dissertation

OBJECTIVE EVALUATION OF HUMAN MANUAL CONTROL ADAPTATION
BOUNDARIES USING A CYBERNETIC APPROACH

by

Tao LU

1. The Integrated Manual Control Adaptation Boundaries (IMCAB) show that task
performance, control activity and human control behavior are most sensitive to
changes in controlled dynamics in the crossover frequency region. (This thesis)

2. The different shapes of the Manual Control Adaptation Boundaries (MCAB) for
task performance, control activity and control behavior indicate that, various met-
rics need to be considered to describe human manual control adaptation. (This
thesis)

3. With practical limitations on the duration of human-in-the-loop experiments, use-
ful objective MCAB covering a wide frequency range cannot be developed without
offline human operator simulation data. (This thesis)

4. When ()MCAB are derived for pursuit or preview tracking tasks, the controlled dy-
namics would still be the most important element causing manual control adap-
tation. (This thesis)

5. Uncertainties, nonlinearities and noise in human manual control identification
can be reduced by obtaining a more thorough understanding in our control be-
havior mechanisms.

6. Aslongashumans remain motivated to understand this world, models and model-
based approaches can never be abandoned.

7. Though the variety in human behavior makes it difficult to model and predict that
behavior, it contributes to make our world a better place.

8. Once an objective fact is given thought to or talked about, this fact is jeopardized
to subjective interpretations and communications.

9. Aresearch topic on “an economic way of constructing the walking and bike lanes
with minimal maintenance in TU Delft” is necessary.

10. The most reliable way of identifying a non-Dutch person in the Netherlands is by
observing whether and how she or he uses a raincoat or umbrella in heavy rain.

These propositions are regarded as opposable and defendable, and have been approved
as such by the promotor dr. ir. M. M. van Paassen.
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SUMMARY

OBJECTIVE EVALUATION OF HUMAN MANUAL
CONTROL ADAPTATION BOUNDARIES USING A
CYBERNETIC APPROACH

TAO LU

Manual control tasks can be found everywhere in our daily activities, and the human ability
to adapt in controlling many different vehicles such as cars and airplanes make it possi-
ble for us to travel farther, faster and higher. The human adaptation ability to changes in
the controlled element dynamics is indispensable for tasks requiring high performance and
safety, and none of the state-of-the-art automatic control systems can compete. For exam-
ple, in the racing industry, professional racing drivers are needed to adapt to different car
configurations and consistently push the car to its performance limit in the driving simulator
and on the track, which is important for designing and tuning the cars. In aviation, pilots
are our “last line of defense” for flight safety, especially in emergency situations in which
automatic flight systems fail.

It is also known, however, there are limitations in the human ability to adapt. Hence,
in aviation, it is crucial to design airplanes that are both stable and easy to be controlled,
the primary concerns for aircraft handling qualities. Traditionally, aircraft mode param-
eters such as short-period dynamics’ damping and natural frequency are strictly limited
to ensure good handling qualities. Augmented flight control systems, however, can add
high-order responses to the original low-order aircraft dynamics, and if done without care,
this can severely degrade aircraft handling qualities and thus flight safety. To enable the
use of the vast database of handling qualities created for conventional aircraft, the Maxi-
mum Unnoticeable Added Dynamics (MUAD) envelopes were developed to describe pi-
lots’ (subjective) noticeability of the mismatch between the high-order (modified) and low-
order (baseline) aircraft dynamics. In controlled experiments, such mismatch was typically
induced with added dynamics representing the augmented flight control systems. In the
frequency-domain, both the magnitude and the phase MUAD envelopes define boundaries
within which any added dynamics are not perceived by pilots to noticeably change aircraft
handling qualities. These MUAD envelopes are based on subjective ratings, and only qual-
itative information such as the noticeability of added dynamics are available. It is unknown
whether and to what extent task performance, control activity or objective human opera-
tor control behavior would change for either unnoticeable or noticeable added dynamics.
Moreover, these envelopes are difficult to re-evaluate and re-generate for different baseline
aircraft and added dynamics. Recent research indicated that there are no universal MUAD
envelopes for all controlled dynamics, since these envelopes are baseline bandwidth depen-
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dent.

To overcome these drawbacks of the MUAD envelopes, the goal of this thesis is to
develop a new metric, named the Manual Control Adaptation Boundaries (MCAB). This
new metric should be able to objectively quantify the adaptation of human operator manual
control behavior to different controlled dynamics. By comparing the frequency responses
of added dynamics with the MCAB, the ranges of the relative changes in task performance,
control activity, and human operator control behavior with respect to those of the baseline
system can be known. Ideally, these boundaries are independent from any subjective rating,
and can be re-generated and re-evaluated more easily, once the task variables are known,
such as forcing functions, baseline and added dynamics.

In this thesis, the compensatory tracking task was selected for both predicting and mea-
suring human control adaptation to different controlled dynamics. This task allows us to use
a model-based, cybernetic approach, in which human operator control behavior is explicitly
parameterized. Using both offline simulations to predict human adaptation, and human-in-
the-loop experiments to measure real human adaptation, the MCAB can be formulated,
modified and verified. In this thesis, most experiments used to develop the offline simu-
lation and to verify the MCAB were conducted in the Human-Machine-Interaction (HMI)
laboratory at the Aerospace Faculty of Delft University of Technology. For the experiments
in which motion feedback was needed, the SIMONA Research Simulator (SRS) was used.

As a start of this thesis, a yaw tracking human-in-the-loop experiment was performed to
show that the utilized cybernetic approach can be successfully applied to different types of
controlled dynamics (gain, single integrator and double integrator) both without and with
simulator motion feedback. For both gain and single integrator controlled dynamics, there
were no significant differences in tracking performance and control activity between condi-
tions without and with motion, and the utilization of motion feedback was very limited. For
the double integrator, it was found that motion feedback was utilized to improve tracking
performance, reduce lead time constant and increase visual time delay. These results indi-
cated that for the double integrator and higher-order controlled dynamics (such as aircraft),
motion feedback would be a key factor to study human control adaptation.

Since added dynamics were used as a key factor throughout this thesis to induce hu-
man control adaptation, it was crucial to know any potential effects of these dynamics on
human control behavior. Moreover, it was necessary to investigate whether human con-
trol behavior would depend on the bandwidth of the baseline system, which could affect the
formulation of the MCAB as well. To answer these questions, a human-in-the-loop aircraft-
representative pitch attitude tracking task was performed, in which added up dipole dynam-
ics with natural frequency at 3 rad/s were cascaded with both low and high-bandwidth
baseline dynamics. The results show that, for both low and high-bandwidth systems, with
increasing perturbations of the added dipoles, tracking performance worsened, control ac-
tivity decreased and human operator visual gain decreased. Comparing the low and high-
bandwidth systems, the trends of tracking performance, control activity and human operator
control behavior with different added dynamics were very similar, indicating that the base-
line dynamics’ bandwidth had no direct effect on the relative changes in these variables
with respect to those of the baseline dynamics. These results indicated that selecting only
one set of baseline dynamics for developing the MCAB would be sufficient to achieve the
thesis goals.
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The remainder of this thesis focused on developing the MCAB, which were based on
computer offline simulations and human-in-the-loop experiment verification. The offline
simulations relied on the human control model, the general approach of using added dynam-
ics to induce human control adaption and constrained nonlinear optimization techniques, to
predict tracking performance, control activity and human operator control behavior. To tune
and validate the offline simulation, a human-in-the loop aircraft pitch attitude tracking ex-
periment was performed, in which the baseline dynamics were a Cessna Citation I's aircraft
pitch dynamics, and the added dynamics were both up and down dipoles of their natural
frequencies locating at 1, 3 and 7 rad/s, respectively. The same baseline dynamics and type
of added dipole dynamics were also used for all later simulations and experiments in this
thesis. By tuning the remnant-to-control variance ratio in the simulation, a high correlation
between the simulation and experiment data was obtained for the tested baseline and added
dynamics. This remnant-to-control variance ratio was then fixed for all the later simula-
tions performed in this thesis. In the experiment, subjective ratings on the noticeability of
the added dynamics were collected. However, the ratings were found to be inaccurate and
inconsistent among subjects, and subjective ratings were not used in the remainder of this
thesis, and no correlations were made between subjective data and objective measures.

This tuned offline simulation tool was directly used to generate the simulation-based
MCAB. Simulation data of tracking performance, control activity and human operator con-
trol behavior for a number of 505 controlled dynamics were collected. Simulation results
show that control activity was most sensitive to the added dynamics within the MUAD
envelopes. Four dependent measures were selected to quantify the MCAB: the relative
changes of tracking performance, control activity, ratio of the visual gain and lag time con-
stant, and the lead time constant with respect to those of the baseline. The MCAB of each
individual measure were both magnitude and phase boundaries defined in the frequency-
domain, which were the “outermost” boundaries of all simulation added dipole dynamics,
of which the corresponding dependent measure was below a certain amount of change. To
tie in with the concept of the original MUAD envelopes, these four MCAB were then com-
bined into one single set of boundaries, named the Integrated Manual Control Adaptation
Boundaries IMCAB). The IMCAB were calculated as the intersection of all the MCAB
for magnitude and phase, respectively. The IMCAB are “hourglass-shaped”, and are the
narrowest at 3 rad/s, i.e., in the crossover frequency region, and much wider at other fre-
quencies.

Before verifying these simulation-based MCAB with new experiment data, it was nec-
essary to investigate to what extent motion feedback could affect the MCAB. For this, a
human-in-the-loop aircraft pitch attitude tracking experiment perturbed by added dipole
dynamics was performed in the SRS. Each dynamics configuration was tested both with-
out and with simulator motion feedback. Discrepancies for the relative changes in tracking
performance, control activity and human operator control behavior between the motion and
no-motion cases were found to be very small, which indicated that the MCAB would not
change very much even motion feedback was considered. Hence, the MCAB were further
developed and verified without any motion feedback.

The human-in-the-loop experimental verification of the simulation-based MCAB fo-
cused on both up and down added dipoles, with gradually changing damping ratios, and
with their natural frequencies at 1 rad/s. For the MCAB related dependent measures with
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the tested up dipoles, the match between the simulation and experiment data was very good.
For the tested down dipoles, clear discrepancies were observed for the relative changes in
control activity and ratio of the visual gain and lag time constant. To account for these
discrepancies at the tested down dipoles, two correction coefficients were calculated to
match the simulation with the experiment data for the relative changes of the control activ-
ity and the ratio of the visual gain and lag time constant, respectively. All the simulation
data of control activity and ratio of the visual gain and lag time constant (which formed
the simulation-based (I)MCAB) were modified by multiplying these two correction coeffi-
cients, and the modified (I)MCAB were thus generated based on these modified simulation
data. Due to the fact that the offline simulation prediction results were very close to the ex-
periment data, these modifications were small, thus the modified I)MCAB were very sim-
ilar to the original simulation-based ()MCAB. Finally, all the tested up and down dipoles
were compared with the modified MCAB. In general, at 1 rad/s, the modified MCAB can
accurately describe the relative changes in tracking performance, control activity and hu-
man operator control behavior with respect to those of the baseline.

Compared with the original MUAD envelopes, the MCAB developed based on the ob-
jective cybernetic approach are more quantitative, repeatable and also more easily verified.
The MCAB are based on an explicit human control model and objective measures, which
guarantees that the boundaries would not be affected by any subjective judgment. As long
as the task variables for the control task are the same, these MCAB should be able to be
re-generated. Moreover, following the same approach developed in this thesis, the MCAB
can be applied to different controlled dynamics, added dynamics and forcing functions if
necessary. Thus the ()MCAB can be used as an alternative tool, for example, to evaluate
(simulator) aircraft model fidelity and help assess the effects of augmented flight control
systems on task performance, control activity and human operator control behavior. In the
past, many of these investigations were conducted only using subjective methods.

In future work, it is necessary to investigate, whether and how the shape of (I)MCAB
would change if different types baseline and added dynamics are used. Moreover, to gener-
ate the ()MCAB by only modifying the parameters of the baseline aircraft dynamics would
be of interest to investigate human sensitivity to the aircraft dynamics, which could be use-
ful to gain insight into, for example, the relationship between objective control behavior
and aircraft handling qualities. In the end, even though the ()MCAB developed in this
thesis are based on relatively simple compensatory tracking tasks, this does not stop the
application of the ()MCAB for more complicated manual control tasks such as pursuit or
preview tracking tasks. The challenges that lie in front of us are mainly to more thoroughly
understand and more precisely model human control behavior, which would facilitate the
development of (I)MCAB for these more realistic and relevant control tasks in the near
future.
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OBJECTIEVE BEPALING VAN DE LIMIETEN VAN
MENSELIJKE STUURGEDRAGSAANPASSINGEN
MET EEN CYBERNETISCHE AANPAK

TAO LU

Wij komen als mensen overal in onze dagelijkse activiteiten in aanraking met handmatige
stuurtaken. Door het vermogen om ons naadloos aan te passen aan het besturen van veel
verschillende voertuigen, zoals auto’s en vliegtuigen, zijn we in staat om alsmaar verder,
sneller en hoger te reizen. Het vermogen van menselijke bestuurders om zich aan te passen
aan de dynamische karakteristieken van bestuurde voertuigen is essentieel voor veel taken
waar hoge stuurprecisie en hoge mate van veiligheid vereist is. Op dit moment kan op dat
vlak nog geen enkel geavanceerd automatisch besturingssysteem zich meten met de mens.
Bijvoorbeeld, bij autoraces zijn de professionele coureurs essenti¢le factor om consequent
het uiterste uit de raceauto’s te halen, met mogelijk wijzigende ontwerpen en configuraties.
Daarmee vervullen deze bestuurders ook meteen een belangrijke rol in het verder ontwer-
pen en finetunen van de auto’s zelf. In de luchtvaart zijn menselijke piloten nog steeds onze
“laatste verdedigingslinie” voor het verzekeren van de vliegveiligheid, vooral in noodsitua-
ties waarin veel van de huidige automatische vluchtsystemen falen.

We weten echter ook dat er limieten zijn aan het vermogen van de mens om zich aan
te passen. Om die reden wordt het bijvoorbeeld in de luchtvaart van cruciaal belang geacht
om zorg te dragen voor de besturingseigenschappen van vliegtuigen en door goed ontwerp
te zorgen dat die inherent stabiel zijn en dus gemakkelijk kunnen worden bestuurd. De
traditionele aanpak om goede besturingseigenschappen te garanderen houdt in dat er ge-
zorgd wordt dat de karakteristiecken van de inherente eigenmodes van het vliegtuig, zoals
de natuurlijke frequentie en demping van de snelle slingering (“short-period mode”), bin-
nen gewenste marges vallen. In moderne vliegtuigen kunnen echter de beschikbare auto-
matische stabiliserings- en besturingssystemen zorgen voor extra, mogelijk niet-lineaire en
hoge orde, dynamica bovenop de inherente vliegdynamica, wat de besturingseigenschap-
pen van het vliegtuig ernstig, mogelijk tot het gevaarlijke toe, kan verslechteren. Om ook
de enorme database verzameld voor onderzoek naar de besturingseigenschappen van con-
ventionele vliegtuigen te kunnen toepassen, zijn daarom “Maximum Unnoticeable Added
Dynamics” (MUAD) criteria ontwikkeld, die de (subjectieve) merkbaarheid van dit soort
verschillen met de originele (lage orde) vliegdynamica aangeven. In gecontroleerde weten-
schappelijke experimenten worden de grenzen van de merkbaarheid van verschillen door-
gaans bepaald door die te induceren met expliciete foegevoegde dynamica die bijvoorbeeld
de effecten van extra hoge orde dynamica van geavanceerde besturingssystemen benade-
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ren. De MUAD-criteria bestaan uit grenzen, gedefinieerd in het frequentiedomein, op de
absolute waarde en faseverdraaiing die maximaal door toegevoegde dynamica mag worden
geinduceerd voordat die merkbaar worden voor piloten en dus de besturingseigenschappen
van het vliegtuig zou veranderen. De beschikbare MUAD-criteria zijn afgeleid uit sub-
jectieve beoordelingsdata van piloten, voornamelijk kwalitatieve informatie over bijvoor-
beeld de merkbaarheid van toegevoegde dynamica. Tot op heden is het onbekend of, en in
welke mate, de objectieve stuurprestaties, stuuractiviteit en het objectieve gemeten stuurge-
drag van menselijke bestuurders zich aanpassen aan toegevoegde dynamica die volgens de
MUAD-criteria merkbaar of niet merkbaar zouden moeten zijn. Ten tweede zijn, door de
directe afhankelijkheid van subjectieve pilootgegevens, deze criteria moeilijk te verifiéren
en opnieuw te genereren voor verschillende basisvliegtuigdynamica en toegevoegde dyna-
mica. Recent onderzoek heeft aangetoond dat er geen universele MUAD-criteria zijn voor
alle bestuurde dynamica, omdat de merkbaarheidsgrenzen afhankelijk zijn van de band-
breedte van de basisvliegtuigdynamica.

Om deze nadelen van de originele MUAD-criteria aan te pakken, wordt in dit proef-
schrift een nieuw criterium te ontwikkeld, wat de aanpassing van het menselijke stuurge-
drag als gevolg van het toevoegen van verschillende gecontroleerde dynamica expliciet en
objectief kwantificeert. Dit nieuw ontwikkelde criterium wordt in dit proefschrift de Ma-
nual Control Adaptation Boundaries (MCAB) genoemd. Door de frequentieresponsie van
bepaalde toegevoegde dynamica te vergelijken met de MCAB, kan de grootte van de rela-
tieve verandering in taakprestaties, stuuractiviteit en kritieke instellingen van het menselijke
stuurgedrag worden bepaald. Aangezien de menselijke aanpassingslimieten hoogstwaar-
schijnlijk sterk athankelijk zijn van de instellingen van verschillende kritieke raakvariabe-
len — zoals de basis vliegtuigdynamica, de toegevoegde dynamica en de bandbreedte van
de taak (“forcing functions”) — is het van belang dat de grenzen van de MCAB eenvoudig
voor meerdere gevallen (en dus zonder experimenten en subjectieve beoordelingen) kunnen
worden bepaald.

In dit proefschrift wordt een modelgebaseerde, cybernetische, aanpak gevolgd om de
aanpassingen in het menselijke stuurgedrag zo expliciet mogelijk te kunnen kwantificeren.
Door te werken met menselijk stuurgedrag in compenserende stuurtaken is het mogelijk
om menselijke stuurgedragsaanpassingen als gevolg van veranderde vliegdynamica via be-
schikbare modellen van menselijk vaardigheids-gebaseerd stuurgedrag kwantitatief te ana-
lyseren. Op deze manier kunnen voorspellingen van menselijke stuurgedragsaanpassingen
uit computer simulaties, in combinatie met aanpassingen gemeten bij echte menselijke be-
stuurders in daarvoor opgezette experimenten, gebruikt worden om de MCAB af te leiden,
te corrigeren, en te verifiéren. De meeste experimenten die in dit proefschrift worden ge-
bruikt voor het ontwikkelen en verifiéren van de opgezette computersimulaties en de daar-
uit afgeleide MCAB zijn uitgevoerd in de (fixed-base) cockpit simulatieopstelling van het
Human-Machine-Interaction (HMI) laboratorium van de Faculteit Luchtvaart- en Ruimte-
vaarttechniek van de Technische Universiteit Delft. Voor de experimenten waarbij ook de
fysieke voertuigbewegingen voelbaar moesten zijn voor de proefpersonen is de met een
bewegingssysteem uitgeruste SIMONA Research Simulator (SRS) gebruikt.

In het eerste hoofdstuk van dit proefschrift wordt een experiment, waar menselijke
stuurders een gierhoekstuurtaak uitvoerden, gebruikt om te laten zien dat de gebruikte cy-
bernetische benadering met succes kan worden toegepast voor het kwantificeren van stuur-
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gedragsaanpassingen op verschillende soorten gecontroleerde dynamica (positie-, snelheids-
en versnellingsbesturing), zowel met als zonder fysieke bewegingsterugkoppeling van de
simulator. Voor zowel positie- en snelheidsbesturingsdynamica werden geen significante
verschillen in taakprestatie en besturingsactiviteit tussen condities met en zonder beweging
gevonden. In het algemeen, lijken menselijk stuurders bewegingsterugkoppeling bij dit
soort dynamica vrijwel niet te gebruiken. Bij versnellingssturing werd bewegingsterugkop-
peling duidelijk gebruikt om de volgprestaties te verbeteren, visuele voorspellingstijdscon-
tante te verlagen en de visuele tijdvertraging te verhogen. Deze resultaten suggereerden
dat bij versnellingsbesturing en andere hogere orde bestuurde dynamica (zoals vliegtuigen)
bewegingsterugkoppeling een belangrijke bijkomende factor zou kunnen zijn in het bestu-
deren van menselijke aanpassingen aan bestuurde dynamica.

Aangezien extra foegevoegde dynamica in dit proefschrift wordt gebruikt als experi-
mentele techniek om menselijke controleaanpassing te induceren, was het cruciaal om in
een vroeg stadium alle mogelijke effecten van toegevoegde dynamica op het menselijke
stuurgedrag te karakteriseren. Ten tweede was het noodzakelijk om te onderzoeken in hoe-
verre menselijke stuurgedragsaanpassingen door toegevoegde dynamica afhankelijk zijn
van de bandbreedte van de gekozen basis vliegtuigdynamica, omdat dit ook de formule-
ring en geldigheid van de MCAB zou beinvloeden. Om deze factoren te onderzoeken is
een experiment uitgevoerd waarin proefpersonen een standhoeksstuurtaak uitvoerden met
basisvliegtuigdynamica die representatief zijn voor conventionele vliegtuigen. Zowel ba-
sisvliegdynamica met hoge als lage bandbreedte zijn getest, beiden met dezelfde set van
toegevoegde dynamica: zeven dempingsinstellingen van een dipool gecentreerd op een fre-
quentie van 3 rad/s. De resultaten laten zien dat met toenemende sterkte van de toegevoegde
dipooldynamica de stuurprecisie en de stuuractiviteit afnemen, net als de versterkingsfac-
tor van de geschatte menselijke stuurdynamica. De gevonden veranderingen in menselijke
stuurprestaties en stuurdynamica bij het besturen van vliegdynamica met lage als met hoge
bandbreedte waren zeer vergelijkbaar, wat aangeeft dat voor de geteste variatie in basis-
vliegdynamica geen direct effect op de relatieve veranderingen in deze variabelen door het
toevoegen van extra dynamica kon worden aangetoond. Op basis van deze resultaten is be-
sloten dat het ontwikkelen van de MCAB in dit proefschrift in eerste instantie gedaan kon
worden met één enkele representatieve set van basisvliegdynamica, zonder in te boeten op
de toepasbaarheid van het eindresultaat.

Na deze twee exploratieve experimenten richt de rest van dit proefschrift zich op het ont-
wikkelen van de MCAB, via computersimulaties met menselijke stuurmodellen en door de
mens gestuurde (“human-in-the-loop”) experimenten ter verificatie. De computersimulaties
zijn opgezet om aanpassingen in menselijke stuurprestaties, stuuractiviteit, en stuurgedrag
als gevolg van toegevoegde stuurdynamica te voorspellen met menselijke stuurmodellen en
niet-lineaire optimalisatietechnieken. Om kritieke parameters van de simulatieopzet op re-
presentatieve waarden te kunnen instellen en dus de gegeneerde simulatiedata te valideren is
een experiment met menselijke proefpersonen uitgevoerd. In dit experiment is gekeken naar
een standhoeksstuurtaak waar proefpersonen als basisvliegdynamica een model van stand-
hoekdsdynamica van een Cessna Citation I bestuurden, met een variatie in toegevoegde
versterkende (“up”) en afzwakkende (“down”) dipooldynamica, gecentreerd op frequenties
van 1, 3, en 7 rad/s. Een hoge correlatie tussen de simulatie- en experimentresultaten is ver-
kregen door het precies afstemmen van de sterkte van de ruisbijdrage (“remnant”) aan de
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gesimuleerde menselijke stuursignalen. Deze zelfde basisvliegdynamica, de vorm van de
toegevoegde (dipool)dynamica, en ook de sterkte van de gesimuleerde remnantbijdrage zijn
ook voor de verdere simulaties en stappen die beschreven zijn in dit proefschrift gebruikt.
Naast objectieve stuurdata zijn in het gedane experiment ook subjectieve beoordelingen
over de merkbaarheid van de toegevoegde dynamica verzameld. Deze beoordelingen ble-
ken echter onnauwkeurig en inconsistent te zijn, zowel binnen als tussen proefpersonen, en
zijn dus in dit proefschrift verder niet gebruikt als extra metriek of om de objectief gemeten
gedragsveranderingen mee te correleren.

De ontwikkelde en gevalideerde simulatieopzet is vervolgens gebruikt om de geplande
simulatie-gebaseerde MCAB te genereren. Dit is gedaan op basis van voorspelde relatieve
veranderingen in menselijke stuurprestaties, stuuractiviteit en stuurgedragsparameters ten
opzichte van het sturen van de basisvliegdynamica, voor een totaal aantal van 505 vari-
aties in toegevoegde bestuurde dynamica. De simulatieresultaten tonen aan dat van alle
menselijke parameters de stuuractiviteit het meest gevoelig is voor het toevoegen van extra
dynamica, met zelfs sterke variaties voor toegevoegde dynamica die binnen de MUAD-
criteria vallen. De relatieve veranderingen in vier kwantitatieve stuurgedragsmetrieken zijn
uiteindelijk geselecteerd om de MCAB te bepalen: de precisie van sturen, de stuuractiviteit,
verhouding van de visuele versterkingsfactor en de visuele vertragingstijdsconstante, en de
visuele voorspellingstijdsconstante. Door een zekere maximaal toelaatbare relatieve veran-
dering in deze stuurgedragsmetrieken te vast te stellen, vervolgens te kijken welke van de
geteste toegevoegde dipooldynamica daaraan voldoen en vervolgens op elke frequentie in
het frequentiedomein te kijken welke dipolen de “buitenste” grenzen stelden in zowel abso-
lute waarde als faseverdraaiing, is voor elke afzonderlijke metrieck een MCAB bepaald. Om
het eindresultaat te kunnen toepassen en te kunnen vergelijken met de originele MUAD-
criteria zijn de vier MCAB vervolgens gecombineerd tot één enkele set grenzen, die in dit
proefschrift de Integrated Manual Control Adaptation Boundaries (IMCAB) zijn genoemd.
De uiteindelijke IMCAB zijn bepaald uit de combinatie van alle MCAB, waar de ruimste
MCAB in absolute waarde en fase de IMCAB definieert. Net als de originele MUAD-
criteria zijn de IMCAB “zandlopervormig” en het nauwst rond de 3 rad/s, dus in de buurt
van het crossover-gebied.

Ook is onderzocht in hoeverre de bepaalde MCAB en IMCAB afhankelijk zouden kun-
nen zijn van de aanwezigheid van bewegingsterugkoppeling. Om dit te verifiéren is een ex-
periment met een standhoeksstuurtaak uitgevoerd in de SRS, met wederom een variatie aan
toegevoegde dipool-dynamica. Elke conditie werd zowel zonder als met bewegingsterug-
koppeling van de simulator getest. De gemeten relatieve veranderingen in stuurprestaties,
stuuractiviteit en stuurgedragsparameters waren zeer vergelijkbaar voor de twee bewegings-
instellingen, waaruit de conclusie is getrokken dat de MCAB niet sterk zouden veranderen
als de invloed van bewegingsterugkoppeling expliciet zou worden meegenomen. Om die
reden zijn in dit proefschrift d¢ MCAB verder ontwikkeld en geverifieerd voor stuurtaken
zonder bewegingsterugkoppeling.

Voor experimentele verificatie van de uit simulatiedata afgeleide MCAB is gekozen
voor een experiment met zowel versterkende (“up”) als verzwakkende (“down”) dipolen
met een hoge resolutie aan geteste dempingsverhoudingen, allemaal gecentreerd op een
frequentie van 1 rad/s. Voor alle vier de metrieken die ten grondslag liggen aan de MCAB
was voor de up-dipolen de overeenkomst tussen de voorspellende simulatiedata en de expe-
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riment gegevens uitermate goed. Voor de down-dipolen werden echter de relatieve veran-
deringen in stuuractiviteit en de verhouding van de visuele versterkingsfactor en de visuele
vertragingstijdsconstante in de simulatiedata onderschat. Om voor het effect hiervan te
compenseren in het bepalen van de MCAB zijn twee correctiecoéfficiénten ingevoerd voor
deze twee metrieken. Vervolgens zijn voor het bepalen van aangepaste ()MCAB alle si-
mulatiedata voor de stuuractiviteit en de verhouding van de visuele versterkingsfactor en de
visuele vertragingstijdsconstante vermenigvuldigd met de respectievelijke correctiecoéffi-
ciénten. Aangezien de verschillen tussen de simulatievoorspellingen en de experimentele
data consistent, maar in absolute waarde beperkt, waren, zijn de uiteindelijke verschillen
tussen de aangepaste (I)MCAB en de originele op simulatiedata gebaseerde ()MCAB zeer
beperkt. Als laatste zijn ook de frequentiedomein beschrijvingen van alle geteste up- en
down-dipolen expliciet vergeleken met de aangepaste MCAB. Hieruit kon geconcludeerd
worden dat bij 1 rad/s de aangepaste MCAB de relatieve veranderingen in stuurprestaties,
stuuractiviteit en stuurgedragsparameters van de menselijke operator ten opzichte van het
besturen van de basisvliegtuigdynamica nauwkeurig beschrijven.

De in dit proefschrift bepaalde MCAB zijn ontwikkeld op basis van een objectieve
cybernetische benadering en daardoor vergeleken met de oorspronkelijke MUAD-criteria
kwantitatiever, flexibeler en herhaalbaarder te bepalen, en ook eenvoudiger te controle-
ren. De MCAB zijn gebaseerd op een expliciet menselijk stuurgedragsmodel en objectieve
stuurmetrieken, wat garandeert dat de bepaalde grenzen niet worden beinvloed door een
subjectief oordeel. Zolang de taakvariabelen voor de stuurtaak hetzelfde zijn, moeten de in
dit proefschrift gepresenteerde MCAB via dezelfde aanpak ook door anderen gegenereerd
kunnen worden. Daarnaast is het mogelijk om volgens exact dezelfde stappen die in dit
proefschrift zijn doorlopen ook MCAB te bepalen voor andere basisvliegtuidynamica, an-
dere types toegevoegde dynamica, en andere taakbandbreedtes (“forcing functions”). Daar-
door kunnen de (I)MCAB potentieel worden gebruikt als een hulpmiddel om bijvoorbeeld
de benodigde betrouwbaarheid van vliegtuigmodellen voor vluchtsimulatoren te bepalen
en de effecten van verbeterde automatische vliegtuigbesturingssystemen op stuurprecisie,
stuuractiviteit en expliciete stuurgedragsparameters van menselijke bedieners te kwantifice-
ren. In het verleden was men voor dit soort onderzoeken veelal athankelijk van subjectieve
methoden, met de daarbij horende betrouwbaarheid.

In de vervolgstappen voor dit onderzoek zal moeten worden onderzocht of, en hoe, de
vorm van de ()MCAB zou kunnen veranderen als verschillende soorten basisvliegtuigdy-
namica en toegevoegde dynamica worden gecombineerd. Daarnaast is het de moeite waard
om ook ()MCAB af te leiden voor toelaatbare veranderingen in de parameters van de ba-
sisvliegtuigdynamica zelf, in plaats van voor het toevoegen van bepaalde extra bestuurde
dynamica. Dit zou van direct nut kunnen zijn voor het verder onderzoeken van de relatie tus-
sen objectief menselijk stuurgedrag en de besturingseigenschappen van vliegtuigen Hoewel
de ()MCAB die zijn ontwikkeld in dit proefschrift zijn bepaald uit menselijk stuurgedrag in
relatief eenvoudige vaardigheidsgebaseerde compenserende (“compensatory’) stuurtaken,
staat dit niet direct de toepassing van de ()MCAB voor meer gecompliceerde stuurtaken,
zoals “pursuit” of “preview” volgtaken, in de weg. De uitdagingen die voor ons liggen,
zijn vooral om grondiger inzicht te krijgen in de menselijke capaciteit voor aanpassingen
in het stuurgedrag en dat proces beter in kwantitatieve mensmodellen te vangen. Dit zou
in de zeer nabije toekomst, volgens de stappen beschreven in dit proefschrift, ook het ont-
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wikkelen van (I)MCAB voor dergelijke meer realistische en relevante stuurtaken eenvoudig
mogelijk maken.
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INTRODUCTION

1.1. BACKGROUND

1.1.1. MANUAL CONTROL IS INDISPENSABLE

This thesis investigates how humans manually control vehicles and how human manual
control behavior is influenced when the vehicle dynamics change. Manual control tasks are
very normal activities that people carry out every day: on the road people ride bikes and
drive cars from home to their workplace, on the water people go boating and rowing, in
the sky pilots fly aircraft transporting goods and passengers. While these activities can take
place at different places with different types of vehicles, they have one thing in common:
humans fulfill a mostly critical task in directly manually controlling these vehicles.

At the early age of automotive and aviation, in order to travel farther, faster and higher,
we were willing and dared to spend hours steering a wheel, pushing the pedals and pulling
the cables with our muscles to manually control cars and aircraft. Meanwhile, with the fast
development of technologies, vehicles gained much more maneuverability and operational
range. However, without taking human factors into account during the design phase, these
vehicles became very difficult or even impossible to control for humans, which led to system
failures and accidents. To solve these problems, an understanding of how humans control
vehicles, and what their limitations are in manual control tasks became crucial.

Some of the pioneering research on human manual control behavior started from mili-
tary applications, for example, to investigate how to lay a gun both quickly and accurately
on a moving target by manually controlled power operation [1], and how to both fast and
accurately track the hostile aircraft flying ahead during air combat. From many similar
studies, manual control theory has been developed to help us gain insights into how indeed
humans control vehicles, and how to utilize the theory to improve the task efficiency and
safety. The developed technologies have been broadly applied in the aerospace [2-11],
automotive [12—-16], and medical domains [17-20].

In modern days, with the development of computer technologies, a car can almost drive
automatically between two places and an airplane can take off from one airport and land

1
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on another almost without pilot intervention. The pace of automation technology devel-
opment is so fast that many people believe that soon automation will take over all tasks
currently carried out manually by humans. However, whether and when this full automa-
tion era would be eventually realized is still unknown. Furthermore, even with so many
automation technologies, humans still enjoy manual control tasks in their lives, such as in
sports. In Formula One, regulations forbid techniques such as active suspension, steering-
by-wire, traction control or anti-lock braking system (ABS) on the racing cars, to prevent
such techniques from causing excessive and unfair advantages to different racing drivers
and teams[21]. This ensures that it is the driver rather than the control systems that pushes
the racing car to its performance limit. Furthermore, today most of the cars are still driven
by human drivers and aircraft are still flown by human pilots, whether the general public
would accept, for example, fully automated passenger aircraft without pilots is still uncer-
tain [22].

A common misunderstanding is that, since pilot errors are considered the main cause
for aviation accidents [23], fully automated aircraft without pilots could be a solution to
prevent similar accidents from happening. However, in reality it is difficult to guarantee
that automatic control systems do not make mistakes (since these systems are designed and
produced by humans who can make mistakes). In these cases where (part of) automatic sys-
tems fail, humans’ adaptation ability is essentially crucial for safety. For example, Chesley
Sullenberger successfully landed an A320 airplane after loss of thrust in both engines on
the Hudson River and saved 155 people’s lives [24].

In domains where high performance and high safety are needed, none of the state-of-the-
art automatic control systems can fully mimic the adaptive and intelligent control behavior
of humans. To design automatic control systems which are able to compete with a highly
nonlinear [25, 26], time-varying [27, 28] and adaptive [29, 30] human is still extremely
challenging. For example, in the racing industry, driving simulators are widely used in the
development phase of the racing cars. Human drivers are able to adapt himself/herself to
many different circuits, weather conditions and vehicle settings while consistently minimiz-
ing their lap time. The “adaptive” and “intelligent” human drivers are helpful for engineers
to design both a drivable and fast car. In aviation, during the design phase of aircraft, it
is difficult to know in advance whether the aircraft would be able to be flown with ease
and enough stability by the pilot. Human-in-the-loop tests in flight simulators are still the
dominant approach to tackle these problems [6, 31-33].

In summary, considering the crucial demands for safety and performance in driving and
flying, human manual control is still quite indispensable. More importantly, knowing what
the potential factors are that influence manual control behavior, and how humans react to
changes in these elements, is crucial for the design of future human-machine systems and
interfaces.

1.1.2. MANUAL CONTROL TASK AND INFLUENCING FACTORS

Manual control tasks have been investigated by many researchers [1, 29, 34-36] to study
the mechanisms of the human manual control behavior and develop corresponding human
control theories. As a typical example, the figure used in [29], showing the general structure
of a manual control task and the potential factors which influence the human manual control
behavior is reproduced in Figure 1.1.
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Figure 1.1: A schematic representation of a manual tracking task and the variables that affect a pilot-vehicle
system. This figure is reproduced from [29], with adjustment to emphasize the relation between the human pilot
and the controlled element, which is the main focus of this thesis.

In Figure 1.1, the human pilot (or operator) receives visual information from the dis-
plays and uses a control manipulator to steer the controlled element, typically to match the
controlled element’s output with the reference set up by the forcing functions. Forcing func-
tions are commanded signals which the human operator needs to track and follow, it can be
the position of the aircraft flying ahead or the position of a far-away runway on which the
aircraft needs to land. Displays can be a screen, an instrument indicator or the outside-view
of the cockpit which present visual information to the human operator.

In general, the displays can be categorized into compensatory [11], where only the error
signal of the difference between the commanded signals and the controlled system’s out-
put, is presented; pursuit [37], where both the commanded signals and controlled element’s
output at current time instant are provided; and preview [38], besides the commanded sig-
nals and controlled system’s output at current time instant, the future commanded signals
in space and time are also presented, for example, the road ahead of the current position of
a moving car can be taken as the future signal.

The manipulator is the inceptor through which the human operator gives control input
to the controlled element. It can be a joystick, pedal or steering wheel, or similar devices.
Finally, the controlled element is typically the vehicle that the human operator controls,
which can, for example, be aircraft or a car. As can be seen in Figure 1.1, the forcing
functions, displays, manipulator and controlled element are categorized into the task vari-
ables, which are considered the most important factors influencing human manual control
behavior in this closed-loop manual control task [29, 39—45].

Similar to the task variables in Figure 1.1, other factors can also make a difference on
human manual control behavior. For example, for the environmental variables, the pres-
ence of physical motion feedback can affect pilot control behavior, thus the state-of-the-art
flight simulators are usually equipped with high-fidelity motion platforms [11, 46, 47]; the
operator-centered variables such as training (and its interaction with the motion feedback)
can also significantly influence the task performance and human operator control behavior
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[48-51]. The same holds for the procedural variables, for example, how the instructions
are provided and whether there is practice of the control task also make a difference.

No matter how these factors are varied and how they influence human manual control
behavior, to successfully fulfill the task, system stability is usually the prior concern for the
human operator. For example, when driving a car on the road, the driver has to first safely
steer the car from one place to another without a crash; when landing an airplane, the pilot
would usually control it smoothly without becoming trapped in pilot-induced-oscillations
[52-54]. Once the vehicle can be controlled in a stable and safe manner, to improve the task
performance is often the next step. For example, a racing car driver always aims to mini-
mize his/her lap time; during air combat a fighter pilot has to track the airplane flying ahead
as fast and as accurate as possible to shoot it down; and an airline pilot strives for comfort-
able, consistent and safe maneuvers and landings. In any environment, humans must adapt
their own control dynamics to the given tasks by meeting the stability and performance
requirements [29].

1.1.3. ADAPTATION TO THE CONTROLLED ELEMENT

Among all the factors which may influence human manual control behavior, the relationship
between the human operator and the controlled element is of critical interest and is the
main focus of this thesis (see Figure 1.1). Humans’ inherent adaptation ability to different
controlled elements is the essential reason that we are able to control so many different
vehicles in our daily life. It is very likely that the corresponding manual control behaviors
for these control tasks are completely different from each other [11, 55, 56]. Since humans
can automatically solve the “how to control” problems over a wide variety of vehicles and
control tasks, manual control and humans’ adaptation ability were once utilized by control
system engineers to help design automatic control systems [30].

To better understand the mechanisms of the humans’ adaptation to the controlled ele-
ment in manual control tasks, skill-based compensatory tracking tasks were widely used
[1, 29, 34-36]. The well-known crossover model [29] states that in compensatory tracking
tasks with any controlled element (dynamics), the human operator adapts and optimizes
his/her own control dynamics to make the total human-vehicle system a single integrator
with an effective time delay term at the crossover frequency. It was also found that the
crossover frequency is a key parameter, which depends on the controlled element dynamics
(for example, gain, single integrator and double integrator, which correspond with position,
velocity and acceleration control, respectively) [29, 36]. The ways in which human opera-
tor adapts and optimizes his/her own control dynamics are reflected in the various forms of
the equalization and the values of the internal parameters [29, 36], which will be introduced
in detail in Section 1.4.2.

As can be seen in Figure 1.1, motion feedback can affect human control behavior in
manual control tasks. Previous research [57-62] found that for controlled dynamics such as
aircraft, motion feedback can significantly improve task performance, lower human opera-
tor’s control activity, increase human operator’s visual time delay and decrease the visual
lead time constant. For more stable controlled elements, the effects of motion feedback
are less strong [58, 59, 63, 64]. In this thesis, it is of interest to investigate the humans’
adaptation to different controlled elements both with and without motion feedback.
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1.1.4. MAXIMUM UNNOTICEABLE ADDED DYNAMICS (MUAD)

Humans’ adaptation ability is a natural gift that allows us to carry out many different kinds
of manual control tasks, however, obviously this ability does not guarantee that we can
control all vehicles in the same manner. Our inherent limitations, such as the delay between
signal observation and control action output, can severely degrade the task performance and
even jeopardize the task safety. In aviation, being able to know what designs of aircraft are
safe and able to be controlled with ease is crucial, not only because making aircraft is very
expensive but also because flight accidents should be prevented at all costs.

Aircraft handling qualities involve the study and evaluation of the low-level stability
and control characteristics of aircraft, which are critical for flight safety and the ease of
controlling an airplane in steady flight and in maneuvers. Aircraft handling qualities are
considered as a pilot-perceived qualitative description of the adequacy of the aircraft re-
sponses to controls in the execution of the flight task [6, 65]. Previous studies [34, 36] have
pointed out that to acquire proper aircraft handling qualities, a satisfactory match between
the aircraft characteristics and the human pilot’s characteristics is required.

According to the well-known crossover model [29], for example, by adjusting the damp-
ing and natural frequency of aircraft short-period dynamics, in addition with pilot’s own
limited adaptation, a single integrator like pilot-aircraft system dynamics can be achieved.
These aircraft modes parameters were strictly constrained in criteria MIL-F-8785 [66] for
aircraft design. However, the introduction of flight control systems caused problems, for
example, the existing criteria considering only aircraft simple modes of motion cannot fully
characterize the responses of newer aircraft with control augmentation [54].

Augmented flight control systems can introduce high-order effects, deviating the pilot-
aircraft system from the flight with un-augmented aircraft with classical flight control sys-
tems, for which an extensive body of handling qualities criteria was developed [66, 67].
For example, the inevitable time delay associated with computer-controlled systems [67]
can significantly degrade aircraft handling qualities. New criteria which could help engi-
neers design and analyze augmented aircraft were necessary. One of the solutions was to
match the high-order responses of the augmented aircraft with their low-order equivalent
systems (LOES) [54, 68] in order to keep utilizing the existing handling qualities criteria.
The equivalent system parameters were then used for assessment of the overall handling
qualities, as described in MIL-F-8785C. However, a major difficulty with equivalent sys-
tems was that acceptable levels of mismatch between a high-order system and its low-order
equivalent had not been clearly defined.

Between 1970 and 1980, the Equivalent System Program (ESP) [67, 69-72] was thus
proposed to define the acceptable levels of mismatch between high-order systems and their
LOES. The Neal-Smith [69, 70] and the Landing Approach High Order System (LAHOS)
experiments [71] served as the database for this study. In both projects, the variable stability
NT-33 aircraft was used as the testing aircraft. Multiple configurations of aircraft short-
period dynamics were used as the baseline. The flight control systems were represented
by the added dynamics which were cascaded with the baseline aircraft dynamics during
the flight test. The tested added dynamics in these two projects included first-order lag,
first-order lead-lag, second-order lag, fourth-order lag, second-order lag combined with
first order lead-lag [69—71]. These added dynamics were also used to test pilots’ subjective
noticeability on the differences between the modified and the original aircraft dynamics.
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In both projects, aircraft pitch attitude compensatory tracking tasks were performed us-
ing instrument flight rules (IFR), in which pilots adopted a high-frequency control behavior
[6] to gain useful insight into the handling qualities of the augmented aircraft. The Cooper-
Harper rating scale [73] was used to evaluate the handling qualities of the aircraft with
different added dynamics. A schematic representation of these tracking tasks is shown in
Figure 1.2.

Human pilot adapts to Added | Baseline aircraft
. different added dynamics dynamicsi dynamics
Tafgel pitch Visual error = VComrol output :Yﬁ T = Aircraft pitch
attitude f; + VIS4 Sutput | attitude 6

‘
+ | Human pilot |——————Hugicq5%  Hyaseline
‘

(Varied) (Fixed)

Controlled dynamics

Figure 1.2: A schematic representation of the aircraft pitch attitude tracking tasks performed in Neal-Smith and
Landing Approach High Order (LAHOS) System projects [69-71].

In Figure 1.2, the pilot controls the aircraft pitch attitude 6 to minimize the visual error e
seen from the attitude indicator on the dashboard in the cockpit [69—71]. The visual error e
is the difference between the designed target pitch attitude f; (discrete or random [69-71])
and the aircraft pitch attitude 6. Control output u can be the deflection of the manipulator
(for example, a control yoke or a joystick) given by the pilot. The pilot’s adaptation to
different controlled dynamics was studied by varying the added dynamics Hgg404 With
fixed baseline aircraft dynamics Hpgseiine- The “critical added dynamics” were chosen as
the strongest ones (as the parameters of the added dynamics changed gradually) that showed
no difference from baseline system’s pilot rating. The critical dynamics of all tested added
dynamics were found and overlaid on a common Bode plot, and envelopes were drawn
by fairing smooth curves either through or tangent to parts of the various added dynamics
[67, 72]. The resulting envelopes were then matched by transfer functions for convenience
and repeatability [67], and were referred to as the Maximum Unnoticeable Added Dynamics
(MUAD) envelopes by Wood et al. [67], illustrated in Figure 1.3.
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Figure 1.3: Comparisons among CTOL Maximum Unnoticeable Added Dynamics (MUAD) envelopes [67],
V/STOL MUAD [72], normalized high-bandwidth (HB) Allowable Error (AE) envelopes and normalized
low-bandwidth (LB) AE [74].
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In Figure 1.3, AH represents the mismatch between the “total” dynamics and baseline
dynamics, which with the setup of Figure 1.2 equals Hygg4e4:

H, H, ineH,
AH = total — baseline added: wdded> (1.1)

Hbaseline Hbaseline

where Hpgseline 18 the baseline (aircraft) dynamics, Hyg404 1S the added dynamics, and
Hiotq; 1s the total controlled dynamics (Hpgseline Haddea)- In Figure 1.3, the CTOL MUAD
magnitude and phase envelopes define boundaries, within (or on) which any dynamics
added to the baseline aircraft dynamics would not affect the handling qualities of the mod-
ified aircraft compared with the baseline aircraft, and the pilot would not notice the differ-
ence. If any added dynamics fall outside either the magnitude or phase envelope, the han-
dling qualities with the total controlled dynamics are assumed to change (either improve or
degrade) compared with the baseline, and the pilot can notice the difference.

In Figure 1.3a, for example, it can be noted that the “hourglass-shaped” CTOL MUAD
magnitude envelop is narrowest between 1 rad/s and 10 rad/s, indicating that within this
frequency range the pilot is most sensitive (or least tolerable) to a change in controlled dy-
namics. This corresponds well with manual control theory [29], which states that human
manual control behavior is most critical near the crossover frequency (usually between 2
rad/s and 5 rad/s). In Figure 1.3, the V/STOL MUAD envelopes from[72] are also shown
for reference. These envelopes were developed for vertical and/or short take-off and landing
(V/STOL) lateral aircraft dynamics. Compared with the CTOL MUAD envelopes (between
0.1 rad/s and 100 rad/s), the V/STOL MUAD envelopes are defined over a narrower fre-
quency range, i.e., between 0.1 rad/s to 10 rad/s. It can be seen that the V/STOL and CTOL
MUAD envelopes are noticeably different at low frequencies (w < 1 rad/s).

These MUAD envelopes have become ubiquitous and have been used in many appli-
cations such as evaluating (simulator) aircraft model fidelity [75-81] and developing flight
control systems [77, 82, 83] due to their straightforward interpretation. For example, if the
mismatches between the identified aircraft frequency response and the aircraft model are
within the MUAD, this aircraft model is assumed to have a “high fidelity”. If the frequency
responses of flight control systems are within the MUAD, it is assumed that these flight
control systems do not affect the aircraft handling qualities and would be safe to fly with.

A more recent study by Mitchell et al. [74] suggested that the MUAD envelopes de-
veloped in the early 1980s [67, 72] may not be universal, because the bandwidth of the
baseline aircraft dynamics (for example, responsive versus sluggish aircraft) would affect
the shapes of the MUAD envelopes. In this research [74], pilots conducted the ADS-33E-
PRF hover mission task in a fixed-base flight simulator, for both low-bandwidth (LB) and
high-bandwidth (HB) lateral cyclic-to-roll attitude helicopter baseline dynamics, cascaded
with added dipole dynamics (second-order lead-lag or second-order lag-lead). As was de-
scribed in [74], because LB baseline dynamics naturally filter more responses of the added
dynamics than high-bandwidth dynamics, a “LB MUAD” would be likely wider than an
“HB MUAD”, which would greatly complicate the task of defining a set of universal en-
velopes. As a tentative study to see whether universal envelopes existed, Allowable Error
(AE) envelopes were derived by normalizing the original LB and HB envelopes with the
bandwidth of their corresponding baseline dynamics [74], which are also shown in Fig-
ure 1.3. It can be seen that the AE envelopes are notably different from the MUAD, which
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may be contributed by the factors of different (and the limited number of) pilots, control
tasks, baseline aircraft dynamics and added dynamics.

1.2. THESIS MOTIVATION

Humans’ adaptation ability in manual control tasks is indispensable. In aviation, to bet-
ter understand how humans carry out manual control tasks and adapt to different aircraft
dynamics is crucial for improving aircraft handling qualities and flight safety. Pioneering
research such as [67, 69-72] systematically investigated how human pilots adapt to differ-
ent aircraft configurations with various flight control system dynamics. The results of these
pioneering research were the MUAD envelopes [67, 72], which qualitatively describe the
pilots’ subjective noticeability boundaries on the changes of aircraft dynamics. However,
there are several concerns about the current available MUAD envelopes [67, 72]:

* First, these envelopes were purely based on subjective ratings, which are known to
vary strongly among different subjects. Furthermore subjective and objective metrics
are often not fully consistent with each other [84-86]. In addition, there was no
quantitative information available such as to what extent task performance, control
activity or control behavior would change for the modified aircraft dynamics.

* Second, the “noticeability” represents pilots’ evaluations of the changes in aircraft
handling qualities, which are based on a discrete rating scale and “Yes” or “No”
comments [73]. Thus these “not noticeable” and “noticeable” areas divided by the
MUAD envelopes could be too arbitrary. For example, for added dynamics which
are partly inside and partly outside the envelopes, the actual noticeability is difficult
to judge.

 Third, the MUAD envelopes are difficult to re-evaluate, partially due to the fact that
they were based on unique real flight test data, and there is no well-established ap-
proach which can consistently create similar envelopes based on any different base-
line or added dynamics.

* Fourth, even though these MUAD envelopes have been widely used in evaluating
(simulator) aircraft model fidelity [75-81, 87] and developing flight control systems
[77, 82, 83], it is unknown whether the MUAD envelopes [67, 72] are still valid for
the purposes in these investigations, for example, with different baseline dynamics
and added flight control systems [74].

Instead of relying on the subjective “noticeability” approach as used in developing the
MUAD envelopes [67, 72], a new metric is proposed for describing the objective adaption
of human operator control behavior to the changes of controlled dynamics. This metric is
desired to be able to: first, objectively quantify human operator’s sensitivities to different
controlled dynamics; second, describe the adaption of manual control behavior in a contin-
uously changing way (for example, the metric can vary by specifying any given amount of
behavioral changes); third, be able to be replicated and also generated for different combi-
nations of baseline and added dynamics.

It can be imagined that, similar to the MUAD envelopes [67, 72], to develop this new
metric may also need a large amount of added dynamics, which cover a wide range of
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frequencies with different levels of perturbations on the baseline system. Given limited time
and resources, to conduct such a large scale human-in-the-loop experiment is infeasible, as
such experiments can only deal with a limited number of conditions. To overcome this
drawback, offline simulations of the tracking task such as the one shown in Figure 1.2
are necessary. The simulations can facilitate predicting human control adaptation to many
more different added dynamics, part of which can be experimentally verified later. During a
tracking task, the human operator is instructed to alway minimize the visual error signal (see
Figure 1.2). In the offline simulation, it is thus assumed that the human operator controlled
dynamics are optimized to minimize an objective function, which can be a combination
of both weighed 02 and o2, representing a trade-off between tracking performance and
control activity [88].

1.3. THESIS GOAL

Inspired by the concept of the MUAD [67, 72] and the AE envelopes [74], the goal of this
thesis is to develop a new objective metric, called the Manual Control Adaptation Bound-
aries (MCAB), to objectively quantify humans’ adaption to different controlled dynamics
in manual control tasks. For example, given the MCAB and the mismatches between the
modified and the baseline controlled dynamics, it would be possible to know to what extent
the task performance, control activity and objective human operator control behavior would
change compared with those of the baseline system.

To achieve the goal of this thesis, three key objectives are defined:

* Use compensatory tracking tasks to develop and validate a computer offline simu-
lation, where the tracking performance, control activity and human operator control
behavior can be accurately predicted,;

* Gather objective tracking performance, control activity and control behavior data
based on the validated offline simulation, and generate simulation-based MCAB;

* Modify and verify the simulation-based MCAB using experiment data.

In this thesis, the effects of added dynamics on human operator control behavior are
also investigated with simulator motion feedback, since previous research stated that motion
feedback can significantly affect human operator control behavior with specific controlled
dynamics, such as the double integrator [57-62]. This is done for gaining insights into
whether the motion feedback could further influence developing the MCAB. Moreover, in
some experiments, subjective ratings and comments on the noticeability of added dynamics
will be collected next to the objective tracking data for reference. This is to investigate,
for example, whether the subjective ratings are consistent with the objective dependent
measures. However, if the ratings are found to be inaccurate, no further correlation will be
made between the subjective ratings and the objective dependent measures.

1.4. APPROACH

1.4.1. COMPENSATORY TRACKING TASKS
In both the previous Neal-Smith [69, 70] and LAHOS [71] projects, compensatory tracking
tasks (see Figure 1.2) were performed. As was pointed out in these two projects, “although
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these tasks do not have direct analogy in the real world of the fighter airplane, they did
provide the pilot with useful insight into the capabilities of the configuration to perform
precise, rapid tracking maneuvers” [69-T1].

Skill-based [89] compensatory tracking tasks have been used in many pioneering re-
search projects [1, 29, 34-36] to measure and better understand how humans perform
closed-loop manual control tasks, by investigating the dynamic relationship between the
perceived visual error signal and human operator control outputs. Previous research [29]
found that, for example, by using quasi-random multi-sine signals [11, 69, 70, 90] as the
forcing functions, the human operator’s control behavior can be sufficiently linear, time-
invariant and can be well described by the quasi-linear control-theoretical models. Such
quasi-linear models describe human control dynamics in control engineering terms, and
they have been successfully applied to analyze, for example, human-machine issues involv-
ing human manual control [91-96] and evaluated flight simulator motion fidelity [7, 9-11].

As was stated in [29], “the purposes of these models were to summarize behavioral data,
to provide a basis for rationalization and understanding of pilot control actions, and, most
important of all, to be used in conjunction with vehicle dynamics in forming predictions or
in explaining the behavior of pilot-aircraft systems”. Thus these quasi-linear models are
powerful tools for predicting and analyzing human manual control adaptation to different
controlled dynamics. For these same reasons, using compensatory tracking tasks and quasi-
linear models can also facilitate the formulation of MCAB.

1.4.2. CYBERNETIC APPROACH

The cybernetic approach is a method to study the human manual control behavior using
modeling [29], system identification [97, 98] and objective parameter estimation [90] tech-
niques. According to the well-known crossover model [29], if the controlled dynamics
change, for example, with noticeable added dynamics cascaded to the baseline system, the
human operator’s own control dynamics would change correspondingly. Using an aircraft
pitch attitude tracking task with no motion feedback as an example, Figure 1.4 shows an
example of the human operator model [29] used in this thesis, to quantify human manual
control behavior in compensatory tracking tasks.

Manual control adaptation variables

2 2 i
(o8 K1" :Z—‘]é?(l,da T‘/ng Ty Cr}ma Wnm a, External dlsmrba;ce
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Human operator Remnant Baseline
Equalization Limitations Added aircraft
T t pitch dynamics dynamics . X
arge Pf 5 1S-mm-e Aircraft pitch
i t + T N i y+1 —ar | w: A ! 1 1
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Figure 1.4: An example of the human operator model quantifying manual control behavior in a compensatory
tracking task.

As an extension to Figure 1.2, Figure 1.4 shows the details of the analytical human
operator model. In this thesis, except for specific descriptions, the term human operator
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is used instead of human pilot in Figure 1.2 (in this thesis, both pilots and non-pilots are
used as subjects in the experiment). Moreover, in Figure 1.4, an external disturbance f,
is added to perturb the controlled dynamics, to mimic the situation in which aircraft fly in
turbulence. In Figure 1.4, it can be seen that the human operator model mainly consists of
the equalization and human operator limitations.

The equalization term represents the way that the visual error signal is processed and
utilized by the human operator for the purpose of control. The visual gain K, is a scaling
factor for processing the visual error signal. In general, a high visual gain corresponds
with a high control activity and good tracking performance. The lead time constant Tj,,q4
represents to what extent the human operator cues both of the visual error and the rate of the
visual error. Tj.qq is often generated to stabilize the human-vehicle system [29, 30, 60, 61].
Tiag is lag time constant which is the scaling factor for the integral of the visual error signal.
By generating Tj4g the human operator can raise his/her low frequency amplitude ratio for
tight control and filter out high frequency noise [30].

According to [29], the adaptation of human operator dynamics in a compensatory track-
ing task is mainly reflected in the form of the equalization. The form can be a pure
gain K, if the controlled dynamics are a single integrator, or K, (Tjeqqjw + 1) without
the term (Tj4g jo + 1) for a double integrator controlled dynamics, or like Ky (Tjeqqjw +
1)2/(Ty, gjo+1) for specific aircraft dynamics [11]. Meanwhile, based on further optimiza-
tion of the equalization parameters (Ky, Tjeqq Or Ti4g), the human operator can stabilize
the closed-loop system and achieve good tracking performance [29].

In Figure 1.4, the limitations include the visual time delay 7, (representing the lumped
total time delay between the input visual error signal and the human operator control out-
put) and the neuromuscular dynamics, which are modeled as a second-order spring-damper
system, with {,;, the damping ratio and w,,, the undamped natural frequency [99].

For a compensatory tracking task, the target (f;) and disturbance ( f7) forcing functions
are usually designed as the sum of multiple sine waves, of which the phases are random-
ized so that these signals seem random and are thus unpredictable to the human operator
during the tracking task. It is assumed that the human operator responds to these specific
frequency components of the input signals and a stable control from the operator can be
achieved. Thus the equalization and limitations are modeled as linear time-invariant func-
tions (see Figure 1.4) [29]. However, it is known that human manual control behavior is
usually nonlinear [25, 26, 100] and time-variant [27, 28, 101], so describing manual con-
trol behavior with purely linear and time-invariant transfer functions can never be 100%
accurate. Noise from potential sources of randomness, in the processes of human operator
information perception, processing, and action degrade the accuracy of the model [11, 29].
To account for all these nonlinearities, time-variations and noises, remnant is added as a
component to describe the inaccuracy of the modeling. Research results [11, 90] show
that the proportion of the remnant for compensatory tracking tasks is usually between 10%
to 30%, meaning that 90% to 70% of the measured control of the human operator can be
described by the linear time-invariant part of the model.

The visual gain Ky, lead time constant Tjeqq, lag time constant Tj,g, visual time delay
T,, neuromuscular damping ratio {,;, and undamped natural frequency wy,, can well de-
scribe the human operator control behavior in compensatory tracking tasks without motion
feedback. For tasks with motion feedback, human operator model with both visual and mo-
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tion channels can be used to investigate the independent contributions of these two channels
to the human operator control output [91, 97, 98], which will be discussed in later chapters
in this thesis. As can be seen in Figure 1.4, these human operator model parameters can thus
be used as manual control adaptation variables, i.e., to quantify the adaptation of manual
control behavior to changes of controlled dynamics. Moreover, tracking performance and
human operator control activity, for example, represented by the variance of error signal o2
and the variance of control output o respectively, are also important objective variables
which will show the adaptation effects.

In this thesis, to analyze experiment data, both system identification and parameter es-
timation techniques are used to quantify human operator control behavior. In a traditional
two-step approach, the human operator frequency describing function is first identified us-
ing spectral methods [97, 98]. The describing function is nonparametric since no model
structure is priorly assumed during the identification. In the second step, the human oper-
ator model (see Figure 1.4) is fit to the describing function in the frequency domain and
the values of the parameters can be estimated. However, the bias and variance of the non-
parametric describing function can cause inaccuracies in the model parameter estimation
process [90]. In this thesis, a one-step time-domain parameter estimation method is used to
estimate the human operator model parameters based on the measured visual error signal,
human operator control output signal and controlled dynamics’ output signal [90]. This
time-domain parameter estimation method has been successfully applied to similar human
manual control research and yielded more accurate and robust results than the two-step ap-
proach [11, 90, 102]. The nonparametric describing function is still estimated to provide an
indication of the human operator model structure and the quality of the model (identified
using time-domain approach) fits.

1.4.3. MANUAL CONTROL ADAPTATION BOUNDARIES

Figure 1.5 shows the main steps of formulating and verifying the MCAB followed in this
thesis. In Step 1, a tracking task is performed in both human-in-the-loop experiment and
offline simulation. Conditions of baseline dynamics Hpgserine and a limited number (n)
of added dynamics H,gg4.4 are tested. The simulation is tuned by correlating the manual
control adaptation variables (see Figure 1.4) from simulations with those obtained from
human-in-the-loop experiments. Step 1 provides a validated offline simulation toolbox,
which is then later used in Step 2 and Step 3.

In Step 2, a tracking task similar to the one in Step 1 is simulated using the validated of-
fline simulation toolbox obtained from the previous step. Since Step 2 is purely simulation-
based, many more added dynamics (N) can be tested in the simulation in order to obtain the
database for the manual control adaptation variables. For each configuration, the tracking
performance o2, control activity o2 and human operator parameters Pp, (which represents
Ky, Tieads Tiags Tvs Cnm> @nm, or any forms of combinations of these parameters) are cat-
egorized separately and compared with those of the baseline. The MCAB is obtained by
investigating the relative differences between the configurations with H,;4.4 and the base-
line (represented by A in Step 2), for each individual dependent measure. Finally, these
MCAB for performance, control activity and human operator model parameters are then
combined into one single set of MCAB (for example, by seeking the intersection parts of
all the MCAB)), called the Integrated Manual Control Adaptation Boundaries IMCAB).
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Step 3 aims to modify and verify the simulation-based MCAB and IMCAB obtained
from Step 2 using experiment data. Conditions with baseline dynamics Hpgseine and a
limited number (m) of added dynamics H,44.4, different from the ones tested in Step 1,
are tested. The manual control adaptation variables obtained from both experiment and
simulation are compared, and the discrepancies between them (for example, in the form of
a “correction coefficient”) are used to modify the MCAB and IMCAB from Step 2. Finally,
the verified MCAB and IMCAB are generated.

Step 1: offline simulation development and validation
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Figure 1.5: A schematic representation of formulating and verifying the MCAB based on simulation and
experiment. The dark grey represents the work related with experiment, and the light grey represents the work
related with offline simulation.

1.5. THESIS OUTLINE

In total three parts and seven chapters are included in this thesis, as can be seen in Figure 1.6.
Part T describes the cybernetic approach used throughout this thesis and the general
approach to study the effects of added dynamics on human operator control behavior. Part
IT focuses on developing the simulation-based MCAB and IMCAB. Part III describes an
experiment modifying and verifying the MCAB and IMCAB developed in Part II.

In Chapter 2, a human-in-the-loop yaw tracking experiment is described, which demon-
strates the capabilities of the cybernetic approach modeling human manual control behavior
over a wide range of controlled dynamics, under conditions with and without (simulator)
physical motion feedback. The results of this chapter provide information about for which
types of controlled dynamics, simulator motion feedback is necessary. Moreover, if these
types of controlled dynamics are used as baseline, it would be necessary to investigate the
MCAB both with and without motion.

Chapter 3 describes a human-in-the-loop pitch attitude tracking task with both low and
high-bandwidth baseline dynamics perturbed by added dynamics. This chapter shows the
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general approach for analyzing human operator control behavior adaptation to the different
combinations of baseline and added dynamics. The methodology is utilized in the later
chapters in this thesis to develop MCAB and IMCAB using similar experiment.

Chapter 4 (Step 1 in Figure 1.5) describes a human-in-the-loop aircraft pitch attitude
tracking experiment, in which the baseline aircraft dynamics are perturbed by added dy-
namics locating over a wide range of frequency. The main goals of this chapter are to
develop and also validate a computer offline simulation to predict task performance, human
operator control activity and control behavior. The simulation toolbox is used in Chap-
ter 5 to collect a large amount of human operator control behavior data, which are key to
formulate the simulation-based MCAB and IMCAB.

In Chapter 5 (Step 2 in Figure 1.5), based on the simulation developed and validated
in Chapter 4, human operator control behavior is simulated with a large amount of added
dynamics, which cover a wide range of frequency with different levels of perturbations on
the baseline system. Based on the manual control adaptation variables including tracking
performance, control activity and human operator control behavior data, simulation-based
MCAB and IMCAB are developed.

Chapter 6 (Step 3 in Figure 1.5) describes a human-in-the-loop aircraft pitch attitude
tracking experiment similar to the one performed in Chapter 4, aiming to verify the MCAB
and IMCAB developed in Chapter 5. Modifications on the MCAB and IMCAB are made,
based on the observed discrepancies between the simulation and experiment results. As
an extension to Chapter 6, Appendix D describes a tracking experiment similar to Chapter
6, to show the combined effects of motion feedback and added dynamics on the human
operator control behavior. It provides information on whether and how much the MCAB
would change if motion feedback is considered.

Finally, Chapter 7 draws conclusions on the results obtained in all previous chapters
and provides recommendations for future studies.

In this thesis, Chapters 2, 3 and 4 have been published as conference papers. The con-
tents of the other chapters will be submitted later for publication in conferences or scientific
journals. The first page of each chapter contains a brief overview of that chapter and how it
is connected with other thesis chapters.
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THE EFFECTS OF MOTION
FEEDBACK WITH DIFFERENT
TYPES OF CONTROLLED
DYNAMICS

This chapter describes a yaw tracking task with gain, single integrator and double integra-
tor controlled dynamics all with and without simulator motion feedback. The first objective
of this chapter is to demonstrate that the cybernetic approach can be successfully applied in
analyzing the objective human operator control behavior over a wide variety of controlled
dynamics both with and without simulator motion feedback. The second objective is to
identify for which types of controlled dynamics the simulator motion feedback is crucial to
the adaptation and optimization of human operator’s control dynamics. Experiment results
show that the cybernetic approach can fully capture the objective human operator control
behavior in manual control tasks, thus it will be used as a fundamental approach in the fol-
lowing chapters of this thesis to investigate the sensitivities of performance, control activity
and human operator control behavior to the change of controlled dynamics.

Part of this chapter has been published as the following conference paper:

T. Lu, D. M. Pool, M. M. van Paassen, and M. Mulder, Use of Simulator Motion Feedback for Different Classes
of Vehicle Dynamics in Manual Control Tasks, in Proceedings of the Sth CEAS Air & Space Conference, Delft,
The Netherlands, 2015.
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2.1. INTRODUCTION

In continuous manual control tasks, human operators are known to adjust their control be-
havior to a myriad of different internal and external factors [1, 2], and these adjustments
can be divided into two categories [1]: adaptation and optimization. Adaptation involves
the operator’s selection of a feedback control structure and suitable control dynamics (e.g.,
lead or lag) for each active control response. Following adaptation, the human operator op-
timizes the parameters (e.g., gains, time-constants) of the control dynamics to the specifics
and demands of the performed task. A key adjustment of human operators’ control dynam-
ics occurs as a function of the dynamics of the controlled element; human operators are
known to match their own control dynamics to those of the controlled element such that
adequate performance of the combined system is obtained [1, 3]. Similarly, numerous stud-
ies have also found evidence of changes in human operators’ control behavior due to the
presence of physical motion feedback [4—8]. Detailed knowledge of adaptation and opti-
mization of the human operators’ control dynamics due to the presence of physical motion
feedback is important to, for example, evaluations of flight simulation fidelity [9—11] and
vehicle handling qualities [12-14].

The extent to which human operators adapt and optimize their control dynamics to the
presence of motion feedback, and thereby improve their level of task performance, is known
to be dependent on the dynamics of the controlled element. In general, the lower the inher-
ent stability of the controlled system is, the larger effects of motion feedback will be [5, 15].
For control of marginally stable systems with K/s? dynamics in the crossover region, avail-
ability of motion results in much-improved task performance and the underlying changes in
human operator dynamics are well-documented [5, 6, 16—19]. In this case, human operator
adaptation occurs as an added feedback response to the sensed motion. In parallel, human
operators also adjust some of the key parameters of their control dynamics to the presence
of motion feedback, for which reduced visual lead and increased control gains are reported
consistently [6—8]. For more stable controlled elements, the conclusions on the effects of
added motion feedback are much less consistent. For example, for controlled elements with
K/s dynamics in the crossover region, Bergeron [20] found no changes when motion was
available, but other researchers reported similar changes in tracking behavior as observed
for K/s? control [6, 16] or even a detrimental effect and degraded performance [21].

For sufficiently stable controlled elements that require no lead equalization by the hu-
man operator, the exact nature of possible adaptation and optimization of human operators’
control dynamics in the presence of motion feedback is not yet fully clear. Most stud-
ies agree that the highly positive effects (better performance, reduced workload) of added
motion feedback observed for less stable systems and the underlying adaptations and op-
timization of human operator control dynamics may not be present [5, 15, 21]. However,
knowing for which controlled elements the possibly negative effects of motion feedback
may be present (e.g., motion hinders the human operator), such as those reported by Junker
and Replogle [21], can be equally important to investigate. Also, even if only relatively
small adjustments of operators’ control dynamics (e.g., only optimization of parameters of
operators’ control dynamics) occur for such controlled elements, it still implies that distinct
differences in human operator control exist between motion and no-motion cases.

The goal is therefore to objectively determine human operators’ adaptation and opti-
mization of their control dynamics to the presence of physical motion feedback for a wide
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range of controlled elements. To this end, a human-in-the-loop experiment, performed in
the SIMONA Research Simulator at Delft University of Technology, is described. In this
experiment human operators’ behavior in a yaw-axis compensatory tracking task with feed-
back was measured. To tie in with the landmark compensatory tracking experiments of [3],
double integrator dynamics, as well as single integrator and gain dynamics were evaluated.
In the experiment, all controlled elements were tested both without and with motion feed-
back to allow for direct comparison. In addition, to allow for objective measurement of
human operators’ adaptation and optimization of their control dynamics, the target domi-
nant yaw tracking task was set up to allow for multimodal modeling and identification of
human operators’ responses to both visual and motion channels using available describ-
ing function estimation and model fitting techniques [6, 22, 23]. The contribution of the
modeled human operator motion feedback channel to the model output is considered for
quantifying human operators’ utilization of this potential pathway and human operators’
adaptation to the presence of motion feedback. Furthermore, closed-loop analyses on the
error-to-tracking signal responses are used to provide more insights into the attenuation of
the error signal.

This chapter is structured as follows. First, Section 2.2 provides the details of the yaw
attitude tracking experiment as well as the specifics of the human operator model-based
method for detecting adaptation and optimization of manual control behavior and quanti-
fying motion utilization. The results of the experiment are presented in Section 2.3. This
chapter ends with a discussion and conclusions.

2.2. METHODS

2.2.1. CONTROL TASK
THE YAW ATTITUDE TRACKING TASK

A yaw attitude tracking task was used to evaluate the effects of motion feedback on human
operator control behavior with different controlled elements. The yaw attitude tracking task
was preferred rather than pitch or roll attitude tracking task because the effect of the otoliths
can be neglected in yaw tracking task, that is, the rotation induces no coupled change in
specific force. A schematic representation of this yaw attitude tracking task is shown in
Figure 2.1: the human operator controls the yaw angle y of the controlled element H, by
tracking the target signal f; to minimize the error signal e shown on a compensatory dis-
play (Figure 2.2). In addition to the visual error signal, continuous motion response from
the controlled element H, is fed back to the human operator when the motion base is turned
on in the experiment. Thus the human operator’s output signal u comprises signal u, of
the human operator’s visual response H), the signal uy of the motion response Hj, and
the remnant n representing the nonlinearities. Signal ug4 (sum of the control signal u and
disturbance signal f;) is directly input into the controlled element H.. In the mean time,
the controlled element H, is disturbed by the disturbance signal f; acting ahead of the con-
trolled element, which is necessary for the multimodal human operator model identification
techniques [8, 24, 25] .
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Figure 2.1: The closed-loop yaw attitude tracking task. Figure 2.2: Compensatory visual display.

FORCING FUNCTIONS

For the yaw attitude tracking task shown in Figure 2.1, the human operator tracks the target
signal f; to minimize the error signal e as well as to reject the external disturbance defined
by f4. These two signals (typically referred to as forcing functions) are also needed for
the multimodal human operator model identification techniques that will be applied later[8,
24, 25]. Both of these forcing functions are chosen to be the sums of 10 sine waves with
independent frequencies, as given by:

10
fra(® =) Apalklsin(wqlklt + ¢ qlk)), (2.1)
k=1
where A; 41k], w;,qlk] and ¢, 4(k] are the amplitude, frequency and phase of the kth sine
wave in the target forcing function f; and disturbance forcing function f, respectively.

The effective disturbance f; . is a disturbance directly acting on the controlled element’s
output yaw angle . It should be noted that the effective disturbance forcing function is the
same for all controlled elements. However, as can be seen in Figure 2.1, the disturbance is
inserted before the controlled element H, in the experiment for practical reasons. Thus the
amplitude and phase components of the actual f; are pre-shaped from f; . with the inverse
dynamics of each controlled element H,. The amplitude, frequency and phase components
of the target and effective disturbance forcing functions are listed in Table 2.1.

Table 2.1: Multi-sine forcing function properties

ft fd,e
k nr wgradls A, deg  ¢rrad ng wg,rad/s Ad,e,deg (pd,e,rad
1 6 0.460 4.277 1.288 5 0.383 2.057 -0.269
2 13 0.997 2.991 6.089 11 0.844 1.555 4.016
3 27 2.071 1.350 5.507 23 1.764 0.775 -0.806
4 41 3.145 0.727 1.734 37 2.838 0.395 4.938
5 53 4.065 0.488 2.019 51 3912 0.240 5.442
6 73 5.599 0.302 0.441 71 5.446 0.146 2.274
7 103 7.900 0.192 5.175 101 7.747 0.091 1.636
8 139 10.661 0.140 3415 137 10.508 0.066 2.973
9 194 14.880 0.109 1.066 171 13.116 0.055 3.429
10 229 17.564 0.100 3479 226 17.334 0.047 3.486

The experimental measurement time of a tracking run was 81.92 s, thus the measure-
ment base frequency is w,, = 2m/81.92 s = 0.077 rad/s. To allow for the use of spectral
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analysis, the frequency of each sine wave component of both forcing functions was defined
as an integer multiple of the base frequency, w; g = n;,4w,,. The integer factors n; and ny
are shown in Table 2.1, respectively.

For both forcing functions the amplitudes of the sine components are generated by a
second-order low-pass filter, defined in Eq. (2.2):

(1+ Ta jw)?

1+ Tazjw)?’ @2

Ha(jw) =
The same amplitude distribution has been used by Zaal et al.[8], and it ensures that
the control task is realistic and not too difficult for the subjects as it uses lower power for
the high frequency components. Then the amplitudes are scaled to make the root mean
square (RMS) of f; 3.873 deg and RMS of f; . 1.925 deg, respectively. Thus the selected
scaling ensures that the control task in the experiment is mainly a target tracking task,
as was designed by McRuer [1]. The phases ¢, were selected to yield signals with an
approximately Gaussian distribution and without excessive peaks[26].
Considering the smoothness movement of the motion base of the simulator, a cosine
form fade-in function and a cosine form fade-out function are multiplied with both f; and
fa during the first and last 5 s of the total experimental run time 95 s, respectively.

CONTROLLED ELEMENTS

In this experiment, to approximate the perfect systems, a gain-like controlled element H, g,
a single integrator-like controlled element H,s; and a double integrator controlled element
H, 4; are considered as the controlled element H, in Figure 2.1, respectively. The gain
of each controlled elements is chosen based on the human operator control activity, the
sidestick deflection limitation and accurate control inputs. The first controlled element,
Eq. (2.3), within the human manual control bandwidth, approximates a gain. Two break
frequencies (10 rad/s and 30 rad/s) are added in the denominator for both computing the
yaw acceleration 1/ needed by simulator motion base and suppressing the motion at high
frequencies. The second controlled element, Eq. (2.4) approximates a single integrator
within the human manual control bandwidth. The denominator with break frequency 30
rad/s is added for the same reason of the gain-like controlled element. The third controlled
element, Eq. (2.5), is a pure double integrator. Since the double integrator itself suppresses
the motion at high frequencies well, and the yaw acceleration 1/ is easy to deduce directly,
no extra term is added. For convenience, in the later part of this chapter, Eqs. (2.3), (2.4)
and (2.5) are referred as gain, single integrator and double integrator controlled elements,
respectively. The transfer functions of these controlled elements are given as:

1
H; o= =1, 2.3
(s 125 +1) @3
4 4
H s 1 P =~ 2.4
S(zgs+1) N

Hc,di = 8_2 (25)
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Figure 2.3: Bode of three different controlled elements. I: forcing function frequency range; II: crossover region
for compensatory tracking.

Figure 2.3 shows the frequency responses of the controlled elements. The light gray area
indicates the frequency range where the crossover frequency is expected, which is usually
2 rad/s to 5 rad/s [3], and the darker gray area indicates the frequency range of the target
and disturbance signals designed for this experiment, which can be found in Table 2.1.

HUMAN OPERATOR MODEL

A quasi-linear multimodal human operator model [23, 24, 27] is used in this research to
study the effects of motion feedback on human operator control behavior. The human
operator model consists of a visual channel transfer function Hj, a motion channel transfer
function H,,, and a remnant signal n representing all the other nonlinearities [3]. In this
section, H), is written as Hp(jw) to represent the response in frequency domain, and this
applies to other transfer functions as well. In general, the model for the visual channel
frequency response Hy(jw) is given by:

Hy(jw) = Heg(jw)e 7T Hyp(jw), (2.6)

where H,,(jw) is the visual equalization term representing the visual cues processing, and
T, is the visual time delay. The term He,(jw)e /** here is equivalent to the crossover
model [3]. Hp;,(jw) represents the dynamics of the neuromuscular system, modeled as a
second-order mass-spring-damper system with the damping ratio {,;, and undamped natu-
ral frequency w,,, [25]:

2

nm
- - . 2.7
(Jw)? + 2Ly pm jo + 02

w

Hnm(jw) =

It is well known that the human operator adapts his/her equalization term Heq4(jw) in
Eq. (2.6) to make the dynamics of the combined human operator-vehicle system Hj,H,
a single integrator for any controlled element [3]. Thus, the expected equalization terms
H,q corresponding with the controlled elements of Egs. (2.3), (2.4) and (2.5) are given as,
respectively:
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Tleadjw +1

H jw) = K, , 2.8
eq,g(]w) v Tlagjw 1 (2.8)
Heq,si(jw) =Ky, (2.9
Heq,di (jw) = Ky(Tieqajo +1), (2.10)

where K, is the visual gain, Tjeqq is the lead time constant and Tj,, is the lag time constant.
The human operator models for C1, C2 and C3 (see Table 2.2), which have no motion feed-
back, consist of Eq. (2.6) and Eq. (2.7) with Eq. (2.8), Eq. (2.9) and Eq. (2.10), respectively.

It should be noted that Eq. (2.8), which is chosen as the equalization term of the human
operator model corresponding with the gain controlled element, differs from the pure lag
equalization that McRuer et al. [3] implemented for the gain controlled element. In order
to fit the model in a wider frequency range than the crossover model [3] (2 rad/s to 5 rad/s),
the lead term (Tjoqqjw + 1) is necessary (the value of the identified Tje,4 is also small for
the gain controlled element, see the results section, which means the lead term only takes
effect at relatively high frequencies). A similar correction for the equalization term can be
found in other research, for example, the double lead term of the human operator model
proposed for specific aircraft pitch dynamics [27].

For yaw motion feedback, according to Hosman [18], Van der Vaart [17], Nieuwen-
huizen et al. [24] and Zaal et al. [8], the motion channel frequency response function
Hy,(jw) in Figure 2.1 is given as:

Hp(jw) = (jw)? Hye (j@) Kpe 1" Hyyp (jo), (2.11)

where K, is the motion gain, 7,, is the motion time delay and Hy is the dynamics of
semicircular canals, which is modeled as:

Tscljw +1
(Tsepjo+1D)(Tge3jw+1) ’

Hge(jw) = (2.12)
where Tsc; =0.11's, Tsep =5.9 s and T3 = 0.005 s [18]. These values are fixed for exper-
imental conditions with motion feedback during the human operator model identification
process. Since the experiment is a pure yaw tracking control task, modeling a response to
the output of the semicircular canals is sufficient.

INDEPENDENT VARIABLES

The experiment was designed to evaluate the effects of motion feedback on human operator
control behavior with three different controlled elements. It had a full-factorial design
which means all the combinations of the independent variables motion on/off and three
different controlled elements were evaluated. Thus a total of six experimental conditions
were tested. All conditions and the symbols used on the reminder of the chapter to refer to
these conditions are listed in Table 2.2.
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Table 2.2: Experimental conditions

Controlled element Motion off Motion on
Gain, H, g C1 C4
Single integrator, H g; Cc2 C5
Double integrator, H 4; C3 C6

2.2.2. MOTION UTILIZATION FACTOR

As the multimodal human operator model is used to evaluate the effects of motion feedback
on human operator control behavior with different controlled elements, it is important to
verify that the motion channel of the multimodal human operator model is indeed utilized
when motion is provided. In this chapter, this verification is performed in two steps. At first,
the multimodal human operator models for C4, C5 and C6 are identified assuming that the
motion channel transfer function Hy, is always in-the-loop. Then the motion utilization
factor M, is calculated as a measure of how much the estimated H,, contributes to the
control input u based on the multimodal human operator model identification results:

_ 0wy (2.13)

Yo% (ue)’
where M), is the ratio between the variance of the estimated signal u,, and the variance of
the estimated signal u,, which have been shown in Figure 2.1 as the components of the
total control signal u. Both 1y and u, are calculated from the identified multimodal human
operator models.

2.2.3. EXPERIMENT

DEPENDENT MEASURES AND DATA ANALYSIS

The measured variables in the experiment include the time histories of the tracking error
e, the control signal u and the yaw angle ¥ during each run, see Figure 2.1. From these
measurements the variance of e and the variance of u are calculated as the measures of
tracking performance and control activity, respectively. Based on the measures of e, u, ¥
and f;, the Fourier coefficient (FC) method [23, 25] is used to identify the nonparametric
open-loop describing functions at the target frequency w; and disturbance frequency wg,
respectively:

. Y(wy
Hyp 1 (jor) = —E(]f,w t) , (2.14)
t
o Uljwy)
Hopa(jwa) = —m, (2.15)

where H,; ,(jw;) is the nonparametric target open-loop describing function at target fre-
quency w;, Y(jw;) is the Fourier transform of the yaw angle v at target frequency wy,
E(jw;) is the Fourier transform of the error signal e at target frequency wy; IAJDM( jwg) is
the nonparametric disturbance open-loop describing function at disturbance frequency wg,
U(jwy) is the Fourier transform of the control signal u at disturbance frequency w4, and
Uy(jwy) is the Fourier transform of the signal u; (which is the sum of the control signal
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u and disturbance forcing function f;) at disturbance frequency w,. Then the open-loop
target crossover frequency w, target phase margin ¢, ;, open-loop disturbance crossover
frequency w4 and disturbance phase margin ¢, 4 representing the manual control band-
width and the stability are calculated from these nonparametric open-loop describing func-
tions (see Appendix E). Similarly, for the conditions without motion feedback (C1-C3, see
Table 2.2), based on the measures of e and u, the nonparametric frequency response func-
tion (FRF) estimate of the human operator dynamics H), at the frequencies of w; and wg is
obtained as:

U(jora)
E(jwq) i

For conditions with motion feedback (C4-C6, see Table 2.2), for information on the non-
parametric human operator visual response ﬁp( jw) and motion response H,(jw), the
reader is referred to [22].

The human operator model parameters in Eqgs. (2.6-2.11) are estimated using the time-
domain parameter estimation method of [23]. To evaluate the quality-of-fit for all fitted
human operator models, the Variance Accounted For (VAF) is calculated. The VAF ex-
presses the model quality in the percentage of the variance in the control signal u that is
captured by the model [23] and [24].

In order to further compare how the tracking of f; and the rejection of f,; are affected by
the presence of motion feedback, the FRF between error signal e and target forcing function
ft and the FRF between error signal e and effective disturbance forcing function f , are
estimated from the measured data according to:

Hy(jora) = 2.16)

~ . E(jwy)

Hep(jowr) = 7, (]].wtt), (2.17)
7 Lo E(jwa)
Hefae U0 = 5 D He o) (2.18)

where F;(jw;) is the Fourier transform of the target forcing function f; at frequency of
w¢, Fg(jwy) is the Fourier transform of the disturbance forcing function f; at frequency
of wg, H.(jwy) is the frequency response of the controlled element at frequency of wg . In
order to better analyze the continuous changing trends of target-to-error and disturbance-
to-error dynamics and to observe its fitting with the discrete frequency response functions
Egs. (2.17) and (2.18), the continuous frequency response functions are derived:

Loy 1+Hm(jw)Hc(j(U)
He iU = T G+ Hn G o) (2.19)
-1
H,, (jw) = (2.20)

1+ [Hp(jw) + Hu(jo) He(jo)'

where for the conditions without motion, H,, = 0.

Finally, a two-way repeated-measures analysis of variance (ANOVA) and a paired t-
test are applied to reveal any significant effect of the independent variables on the tracking
performance, control activity, target and disturbance crossover frequencies, target and dis-
turbance phase margins, and all human operator parameters.
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APPARATUS
The experiment was performed in the SIMONA Research Simulator (SRS) of Delft Uni-
versity of Technology (see Figure 2.4). During the experiment, the subjects were seated in
the right seat in SRS and a sidestick was used for giving inputs to the controlled element.
Only the roll axis of the sidestick was active during the experiment; the pitch axis of the
sidestick was fixed at the neutral position. The tracking error e in Figure 2.1 was presented
to the subject through the primary flight display (PFD) directly in front of the right seat, as
shown in Figure 2.2. The display shows the yaw attitude tracking error e as the distance
between the center reference cross and the follower circle. The reference cross was static,
and the follower circle was in motion. Note that this display is an “inside-out” display:
to compensate for the tracking error the subject needs to give a (positive) sidestick control
input to the right, towards the follower circle. No other visual cues were presented during
the experiment, that is, the secondary flight displays and the outside visual system were
switched off.

The yaw motion cues around subject’s vertical axis were provided through the motion
system for C4, C5 and C6. The time delay of the motion system is less than 30 ms [28].

To make sure that the subjects only utilized and responded to the visual information and
the motion feedback provided by the motion system, a noise-canceling headset was used to
prevent subjects hearing the noise produced by the motion system’s actuators. Additionally,
aircraft engine noise was played over the headset to further keep the subjects from hearing
the actuator sliding noise. The subjects wore the headset for all conditions, which included
those conditions performed without motion feedback (C1, C2 and C3).

Figure 2.4: The SIMONA Research Simulator (SRS).

SUBJECTS AND EXPERIMENTAL PROCEDURES

Six male subjects aged between 25 and 53 years old were invited to perform this exper-
iment, all students or staff of the Faculty of Aerospace Engineering of Delft University
of Technology. All subjects had experience with similar manual control tasks from previ-
ous human-in-the-loop experiments. Each subject received an experimental briefing on the
overview and objective of the experiment. The subjects were informed the nature of the
different experimental conditions (Table 2.2) without providing the details of the dynamics
of the controlled elements. The subjects were instructed to minimize the yaw attitude track-
ing error e presented on the PFD as best as possible. Finally, all the subjects gave written
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informed consent before the start of the experiment.

For each subject, the experiment started with an initial familiarization. During this
phase, the subject was allowed to familiarize himself with the different controlled elements
both with and without motion. For each condition, two familiarization runs were carried
out, hence in total 12 runs were performed in the familiarization phase.

The training and measurement runs were conducted after the familiarization phase. The
order of the testing was determined for each subject by a Latin square. There was no pre-
defined number of training and measurement runs. The root mean square (RMS) of the
error signal e during the testing was tracked by experimenter for the entire experiment.
When the RMS(e) of the subject clearly stabilized and five repetitions were collected at this
performance level of one condition, the testing of this condition was completed. Generally,
around 10 tracking runs were sufficient for each experimental condition to complete the
training and measurement phase.

Each testing run lasted for 95 s. In order to get a stable control output from the subject,
the first 8.08 s data were cut off considering the transitional period, and the last 5 s data
were also cut off due to the fade-out function. Thus 81.92 s was used for measurement. The
sampling frequency of the data in the experiment was set at 100 Hz.

HYPOTHESES

Shirley et al. [5] indicated that unstable vehicle dynamics causes the human operator to gen-
erate lead in order to increase the performance of the closed-loop human operator-vehicle
system without destabilizing it. Thus the motion feedback which aids the human operator
in generating lead is beneficial. Based on this, the hypotheses for the double integrator
controlled element (which is marginally stable) in the experiment of this chapter are:

* (H1) Compared with condition without motion feedback, the tracking performance is
significantly better, the control activity is significantly lower, human operator-vehicle
system target crossover frequency is significantly lower, the human operator-vehicle
system target phase margin is significantly higher and the human operator’s visual
lead time constant is significantly lower under the condition with motion feedback.

According to Shirley et al. [5], for a single integrator controlled element with motion
cues, the tracking performance increased and the human operator increased the gain for the
whole experimental frequency range. However, it should be noted that this result came from
the single integrator controlled element with a pure time delay term with 100 ms. As a com-
parison, Bergeron et al. [20] pointed out that in the single-axis tests of pitch, roll, and yaw,
neither significant performance improvement nor different human operator control behavior
was observed (no adaptation or optimization of control behavior) when motion cues were
added. Additionally, Junker et al. [21] reported that the degraded tracking performance
was observed in a roll axis tracking task when motion is added. Even though these results
on the human operator’s adaptation and optimization are uncertain and inconsistent, in or-
der to make the research of this chapter complete, the hypotheses for the single integrator
controlled element in the experiment of this chapter are:

e (H2) The motion feedback makes no significant difference on tracking performance,
control activities, human operator-vehicle system target and disturbance crossover
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frequencies, target and disturbance phase margins or human operator control behav-
ior between the conditions without and with motion in the single integrator control
tasks.

* (H3) For the gain controlled element, due to the fact that it is stable, the hypotheses
for it are the same with the ones of the single integrator controlled element stated
above.

2.3. RESULTS

In this section the results of the yaw attitude tracking experiment are presented. All results
are analyzed using a repeated-measures analysis of variance (ANOVA) to test for significant
effects of the independent variables.

TRACKING PERFORMANCE AND CONTROL ACTIVITIES
Figure 2.5a provides the variance decomposition of the error signal e for each condition
averaged over the six subjects. The error bars show the 95% confidence intervals of the
total o2(e). The data have been corrected for between-subject variability. As can be seen
in Figure 2.5a, there is no obvious difference in o2(e) between C1 and C4 or between
C2 and C5, which indicates that the motion feedback is not helpful in improving tracking
performance when the controlled element is a gain or single integrator. For the double
integrator, compared with C3, an improvement in tracking performance can be easily seen
when motion feedback is added in C6. The nearly identical values of o2(e) between C1 and
C4 (and between C2 and C5) and the obviously different values of a2 (e) between C3 and C6
correspond with the statistic results in Table 2.3, where the motion Mot (F(1,5) =21.6,p <
0.05) significantly affects o?(e). Overall, due to the different stability of the controlled
elements, the double integrator is the most difficult to control. As can be seen in Figure 2.5a,
the o2(e) of C3 and C6 is higher than those of other conditions, and it can be verified in
Table 2.3 that the effect of controlled element H, on o2 (e) is significant (F(2,10) =32.7,p <
0.05). As to the variance components (shown with different color bars in Figure 2.5a), for
each condition the target forcing function component is the main contribution to o?(e)
and is much larger than the disturbance forcing function component. This is due to the
fact that the target forcing function has larger power than that of the disturbance forcing
function in this experiment. It is verified that both the controlled element H, (F(2,10) =
21.5,p < 0.05) and the motion Mot (F(1,5) = 7.8, p < 0.05) have significant effects on
the target forcing function component of o%(e). Similarly, both the controlled element H,
(F(2,10) = 22.2,p < 0.05) and the motion Mot (F(1,5) = 17.6, p < 0.05) have significant
effects on the disturbance forcing function component, and both the controlled element
H. (F(1.0,5.1) = 22.2, p < 0.05) and motion Mot (F(1,5) = 19.2, p < 0.05) have significant
effects on the remnant component.

Figure 2.5b provides the variance decomposition of the human operator control input
u for each condition averaged over the six subjects. The error bars show the 95% con-
fidence intervals of the total o2(u). As can be seen in Figure 2.5b, the average o2(u) of
C4 is slightly higher than that of C1. There is no obvious difference of o (u) between C2
and C5. The average o®(u) of C6 is lower than that of C3, and the spread for C6 is also
narrower than that for C3, indicating that the motion helps decrease the control activities
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in the double integrator control task. However, from Table 2.3 it can be observed that the
motion Mot has no significant effect on o?(u). The controlled element H, is the only
factor with a significant effect on o) (F(2,10) = 101.1, p < 0.05). This can be seen in
Figure 2.5b that the o2(u) of C1 and C4 is higher than those of other conditions. But it
should be noted that this is directly related with the gains chosen for the different controlled
elements (see Eqgs. (2.3-2.5)). As to the variance components, similar to Figure 2.5a, for
each condition the target forcing function component is the main contribution to the to-
tal variance. Meanwhile, the controlled element H, is the only main effect on the target
forcing function component (F(2,10) = 143.3, p < 0.05) and disturbance forcing function
component (F(2,10) = 103.9, p < 0.05), respectively. For the remnant component, neither
the controlled element H, nor the motion Mot has a significant effect.

Additionally, Table 2.4 shows the paired t-test results for both o2(e) and o2(u). Tt can be
seen that only in the double integrator control task, the effect of motion Mot is significant
for o2(e) (£(5) = 4.9, p < 0.05) and for 0% (u) (¢(5) = 2.7, p < 0.05).
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Figure 2.5: Variance decompositions of the error signal e and control signal u for each condition averaged over
six subjects.

Table 2.3: ANOVA results for 02 (e) and o (1), where * is significant (p < 0.05), - is not significant (p = 0.05 ).

o%(e) o%(w
Factor df F Sig. df F Sig.
Hc 2,10 32.7 * 2,10 101.1 *
Mot 1,5 21.6 * 1,5 0.6 -

HcxMot 2,10 19.5 * 2,10 3.7 -

Table 2.4: Paired t-test results for 02 (e) and o (1), * is significant (p < 0.05), - is not significant (p = 0.05).

a2(e) )
Conditions  df t Sig. df t Sig.
Cl-C4 5 0.1 - 5 -0.9 -
C2-C5 5 -14 - 5 1.2 -
C3-C6 5 4.9 * 5 2.7 *
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CROSSOVER FREQUENCIES AND PHASE MARGINS

Figure 2.6 provides the error-bar plots of the target and disturbance open-loop crossover
frequencies w¢; and w4 , and target and disturbance open loop phase margins ¢, ; and
¢m,q for all conditions. The error bars give the 95% confidence intervals of the means
over six subjects. The data have been corrected for between-subject variability. From
Figure 2.6a it can be seen that for the gain dynamics there is no obvious difference of w, ;
(or wc,q) between C1 and C4, indicating that the motion may not make any difference on
we,t (or we,q). It can be verified from Table 2.6 that neither w, ; nor w. 4 between C1 and
C4 is significant. For the single integrator, the average value of w,,; of C5 is lower than that
of C2, and the average value of w. 4 of C5 is higher than that of C2. In the meantime, both
of the variances of the crossover frequencies become smaller in C5 than in C2. However,
Table 2.6 shows that there is no significant difference of w,, ; (or w q) between C2 and C5,
even though the significance value of w,,; is already very small (#(5) = 2.465, p = 0.057).
For the double integrator, the average value of w. ; of C6 is lower than that of C3 and the
average value of w4 of C6 is higher than that of C3. Table 2.6 shows that there is no
significant difference of w.; between C3 and C6, however, the difference of w4 between
C3 and C6 is significant (£(5) = —2.720, p < 0.05), which indicates that the motion makes
a difference on the disturbance crossover frequency when the controlled element is double
integrator.

In Figure 2.6b, for gain dynamics, there is no obvious difference of ¢, (or ¢y;.q)
between C1 and C4, indicating that the motion may not make any difference on target and
disturbance phase margins, and this can be verified from Table 2.6 that the paired t-test
results for ¢, ; (and ¢, 4 ) between C1 and C4 are not significant. For single integrator,
in Figure 2.6b, ¢, ; of C5 is nearly identical with C2, the average value of ¢, 4 of C5 is
lower than that of C2 and the variance of ¢, 4 of C5 is smaller than that of C2. According
to Table 2.6, however, there is no significant difference of ¢, (or ¢, 4 ) between C2
and CS5, indicating that motion feedback does not essentially change the phase margins.
For double integrator, in Figure 2.6b, there is an obvious difference of ¢, ; between C3
and C6, and the ¢, 4 of C6 is nearly identical with C3. Table 2.6 verifies that only for
¢m,: the motion effect is significant between C3 and C6 (£(5) = —6.200, p < 0.05), which
suggests that the motion feedback influences the target phase margin significantly in double
integrator control task.

MOTION UTILIZATION ANALYSIS

In Table 2.7 the motion utilization factor M,, calculated from the fitted multimodal human
operator models is shown for each condition and subject. For reference, the average over
all subjects is also given for each condition.

In Table 2.7 it should be noted that the motion utilization factor M,, is also calculated
for conditions without motion feedback for all subjects. For C1, C2 and C3, even though in
the experiment there was no motion feedback at all, the multimodal human operator model
including H,, is still used for identifying the human operator control behavior for reference.
For these conditions, the nonzero motion utilization factor M,, results from noise and model
fitting inaccuracies. As can be seen in Table 2.7, for the conditions without motion feedback
(C1-C3) M, is always lower than 5%, suggesting a non-activated motion channel for such
M, values. For C4 and C5 which had motion feedback, M,, is less than 5% as well except
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Figure 2.6: Target, disturbance crossover frequencies and phase margins for each condition averaged over six
subjects.

Table 2.5: ANOVA results of the target and disturbance crossover frequencies and phase margins, where * is
significant (p < 0.05), and - is not significant (p = 0.05).

We,t We,d bm,t Pm,d
Factor df F Sig. df F Sig. df F Sig. df F Sig.
Hc 2,10 1.4 - 2,10 6.0 * 2,10 578 * 2,10 979 *
Mot 1,5 5.0 - 1,5 3.8 - 1,5 2.4 - 1,5 6.9 *
HcxMot 2,10 0.1 - 2,10 2.6 - 2,10 11.0 * 2,10 0.6 -

Table 2.6: Paired t-test results of the target and disturbance crossover frequencies and phase margins, where * is
significant (p < 0.05), and - is not significant (p = 0.05 ).

We,t We,d Pm,t Pm,d
Conditions  df t Sig. df t Sig. df t Sig. df t Sig.
Cl1-C4 5 1.0 - 5 -0.3 - 5 0.7 - 5 2.0 -
C2-C5 5 2.5 - 5 -0.7 - 5 0.2 - 5 1.5 -
C3-C6 5 1.7 - 5 2.7 * 5 -6.2 * 5 0.7 -

Table 2.7: Motion utilization factor

My, % Cl c2 C3 ¢4 G5 C6
Subjectl 03 28 05 01 09 224
Subject2 03 07 02 1.1 25 441
Subject3 02 04 04 02 02 19.0
Subject4 0.1 0.02 02 02 1.8 350
Subject5 0.3 1.6 41 17 103 586
Subject6 02 24 1.7 13 41 273
Average 0.2 1.3 1.2 08 33 344
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for C5 of Subject 5. This suggests that even though the motion feedback was provided for
C4 and C5, it was not used by the human operators. That is, the human operators mainly
used the visual channel rather than the motion channel to provide control input u for these
conditions.

For C6 control of the double integrator with motion, M,, is seen to be much higher than
5% for each subject, indicating that the motion feedback was indeed utilized and the motion
channel of the multimodal human operator model was active.

Based on the analysis of M, it is assumed that for C1 — C5 the subjects only used the
visual feedback to generate control input u, thus the motion channel was not active in these
conditions. For C6, the motion channel was clearly active.

HUMAN OPERATOR MODEL VALIDATION

Figure 2.7 to Figure 2.9 show representative human operator model fits for all conditions
of Subject 4 with the controlled element dynamics for reference (equivalent results were
obtained for all other subjects). For model verification, the describing functions obtained
using Fourier coefficient estimation method [25] are also shown for reference, with the error
bars showing the sample standard deviations of the FRF estimates over the five measure-
ment runs. The VAF (Variance Accounted For) value is also shown in the legend of the
figures, it is a measure indicating the percentage of the variance in the measured control
signal u that can be explained by the model. It should be noted for C4 and C5 the single
channel human operator model (without Hy,) is used in identification based on the negligi-
ble motion utilization for these conditions (see Table 2.7). The results for C6 are obtained
from the full multimodal human operator model.
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Figure 2.7: Example of human operator model fitting results for C1 and C4 (Subject 4).
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Figure 2.8: Example of human operator model fitting results for C2 and C5 (Subject 4).
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Figure 2.9: Example of human operator model fitting results for C3 and C6 (Subject 4).

In Figure 2.7a and Figure 2.7c, the solid curve represents the human operator identi-
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fication result using the equalization term from Eq. (2.8), and the dashed curve represents
the identification result using the equalization term with only gain and lag. It can be seen
that by using the equalization term from Eq. (2.8), the model fits the describing functions
obtained using Fourier coefficient estimation method [25] better, which proves that the ad-
ditional lead term in Eq. (2.8) compared with an equalization with only gain and lag is
necessary for modeling the human operator’s control behavior in this gain control task.
And this phenomenon is found for all other subjects as well.

As can be seen from Figure 2.7 to Figure 2.9, in the crossover frequency range (2 rad/s
to 5 rad/s), the frequency responses of the human operator for C1 and C4, C2 and C5,
C3 and C6, are lag, gain and lead, respectively, which correspond with the conclusions of
McRuer et al. [3]. Meanwhile, the estimated human operator model fits the nonparametric
describing function well for each condition. The average VAF value over all subjects and
conditions is 86.9%, ranging between 73.5% and 94.5%. The average VAF values over all
subjects for C4 and C5 are 90.5% and 85.5%, respectively, which suggest that modeling the
human operator control behavior with only visual channel for the gain and single integrator
controlled elements is sufficient. Meanwhile, the similarity of the frequency responses
between C1 and C4 (also C2 and C5) also proves this. In both Figure 2.7a and Figure 2.7b
it can be seen that within a very narrow frequency range around 5 rad/s, the frequency
responses approximate a gain, and this is due to the lead term added in Eq. (2.8).

HUMAN OPERATOR MODEL PARAMETERS

Figure 2.10 shows the error-bar plots of the corresponding parameters of the human oper-
ator model for all conditions. The error-bars indicate the 95% confidence intervals of the
means over the six subjects. Tables 2.8 and 2.9 provide the corresponding ANOVA results
for the human operator model parameters.

As can be seen in Figure 2.10a, the average visual gain K, of Cl1 is lower than that
of C4, and there is no obvious difference in K, between C2 and C5, or between C3 and
C6, indicating that the motion may only cause the difference on K, in the gain control
task. Table 2.8 shows that only the effect of the controlled element H, on K, is significant
(F(1.0,5.1) =53.6, p < 0.05), which may be a result of the choice of the gains for the differ-
ent controlled elements. Motion Mot is not found to significantly affect K, even though
the average K, of C4 is higher than that of C1 observed in Figure 2.10a. Note that as the
Mauchly’s test indicated a violation of the sphericity assumption here, the Greenhouse-
Geisser correction (indicated with a superscript "gg" in Table 2.8 and 2.9) was applied.

Figure 2.10c shows that the average lead time constant Tj.,4 of C4 is slightly lower
than that of C1. And Tj,,4 of C6 is lower than that of C3, indicating that the control task of
the double integrator needs less lead with motion, which is consistent with earlier findings
[5, 15, 21]. From Table 2.8 it can be observed that the effects of both the controlled element
H. (F(1,5) =19.4, p < 0.05) and the motion Mot (F(1,5) = 13.1, p < 0.05) are significant on
T1ead, Which corresponds with the observations in Figure 2.10c. Moreover, from the paired
t-test results in Table 2.10 it can be seen that the effect of motion MOT is only significant
(t(5) =3.2, p < 0.05) in double integrator control task.

As the lag time constant Tj,e is only modeled in C1 and C4, there is no controlled
element effect. Figure 2.10d shows that Tj4e of C4 is much higher than that of C1, and it
is significantly affected by motion Mot (F(1,5) =49.7, p < 0.05) (see Table 2.8), indicating
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that the human operators integrate the error signal e more and the response is somewhat
slower in the gain control task with motion. Additionally, from the paired t-test results in
Table 2.10 it can be seen that the effect of motion MOT is significant (£(5) = =7, p < 0.05)
in gain control task.

From Figure 2.10b it can be seen that the average visual time delay 7, of C4 is a little
bit lower than that of C1, the average 7, of C5 is higher than that of C2, and the average
7, of C6 is higher than that of C3. On average, 7, of C3 and C6 is higher than other
conditions. From Table 2.8 it can be observed that the effects of both the controlled ele-
ment H (F(2,10) = 115.6, p < 0.05) and the interaction between the controlled element and
motion Hex Mot (F(2,10) = 5.6, p < 0.05) are significant on 7,. Table 2.10 shows that the
effect of motion MOT in both single integrator control task (#(5) = —3, p < 0.05) and double
integrator control task (#(5) = —4.5, p < 0.05) are significant.

As can be seen in Figure 2.10e, for each controlled element (C1 and C4, C2 and CS5,
C3 and C6), there is no obvious difference of the neuromuscular damping {,,,, between the
conditions without and with motion. The average {,,; of C3 and C6 is slightly higher than
that of other conditions. It can be verified in Table 2.9 that only the effect of the controlled
element H, is significant on {,;, (F(1.1,5.6) = 6.2, p < 0.05). In Figure 2.10f it can be seen
that the average neuromuscular frequency w,,, of C4 is lower than that of C1, but there is
no obvious difference of w,; between C2 and C5, or between C3 and C6. Table 2.9 shows
that the effect of controlled element H, is significant on wy,, (F(2,10) = 8.2, p < 0.05),
verifying the observations in Figure 2.10f. The high w,, of C1 and C4 may be caused
by an increase in arm and hand muscle tension when subjects control the gain controlled
element. In Figure 2.10g it can be seen that for C6, the order of K, is near the order of
K,. Additionally, the value of 7, is lower than 7,, which has also been found by Zaal et
al.[8]. Since the motion gain Kj,; and the motion time delay 7, are estimated only for C6,
no statistics were performed on these two parameters.

Table 2.8: ANOVA results of the visual parameters, where * is significant (p < 0.05), and - is not significant (p =

0.05).
Ky Tiead Tiag Ty
Factor df F Sig. df F Sig.  df F Sig. df F Sig.
Hc 1.0,5.188  53.6 * 1.5 19.4 * 2,10 115.6 *
Mot 1,5 2.9 - 1,5 13.1 * 1,5 497 * 1,5 4.3 -
HcxMot  1.0,5.088 34 - 1,5 6.8 * 2,10 5.6 *

Table 2.9: ANOVA results of the neuromuscular parameters, where * is significant (p < 0.05), and - is not
significant (p = 0.05 ).

Cnm Wnm
Factor df F Sig. df F Sig.
Hc 1.1,5.688 6.2 * 2,10 8.2 *
Mot 1,5 0.3 - L5 2.1 -

HcxMot 2,10 0.3 - 1.1,5.488 2.5 -
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Figure 2.10: Estimated human operator model parameters.



2.3. RESULTS 45

Table 2.10: Paired t-test results of the visual parameters, where * is significant (p < 0.05), and - is not significant

(p=0.05).
Ky Tiead Tlag Tv
Conditions  df t Sig. df t Sig. df t Sig. df t Sig.
Cl-C4 5 -18 - 5 1.2 - 5 -7 * 5 0.6
C2-C5 5 1.1 - 5 -3 *
C3-C6 5 -18 - 5 32 * 5 45 *

Table 2.11: Paired t-test results of the neuromuscular parameters, where * is significant (p < 0.05), and - is not
significant (p = 0.05 ).

Cnm Wnm
Conditions  df t Sig. df t Sig.
Cl1-C4 5 -0.7 - 5 1.6 -
C2-C5 5 -0.4 - 5 0.6 -
C3-C6 5 -0.03 - 5 -1.6 -

ANALYSIS OF CLOSED-LOOP ATTENUATION OF TRACKING ERRORS

Figure 2.11 shows the results of the closed-loop attenuation of tracking errors with respect
to both the target (a-c) and (effective) disturbance (d-f) forcing functions of the three con-
trolled elements. In Figures 2.11a and 2.11d, for example, the error bars with squares and
asterisks represent the averages and 95% confidence intervals of the magnitude of the dis-
crete frequency response functions estimated using Eqgs. (2.17) and (2.18) for all subjects.
The dashed and solid curves represent the magnitude of the averaged subject calculated
by Egs. (2.19) and (2.20) for no-motion and motion conditions, respectively. Finally, the
dashed and solid vertical lines mark the average target (or disturbance) crossover frequen-
cies for conditions without and with motion, respectively. It can be seen that attenuation of
the tracking errors induced by the target (or disturbance) forcing function is only achieved
below a certain frequency. For higher frequencies, the magnitude of the closed-loop re-
sponses overshoots and forms a peak, the height of which varies with the stability of the
closed-loop system. As can be seen, the discrete frequency responses derived from Egs.
(2.17) and (2.18) match well with the continuous ones derived from Eqgs. (2.19) and (2.20)
in each plot.

In Figure 2.11c (and Figure 2.11f), obvious differences between the dashed and solid
curves can be observed, especially around the frequencies of the peak. In Figure 2.11c, the
peak of C6 is much lower than that of C3, indicating that the closed-loop system becomes
more stable when motion feedback is provided, and this accounts for the better performance
of C6 compared with C3 in Figure 2.5a.The lower target crossover frequency for C6 than for
C3 is seen to result in slightly worse error attenuation at low frequencies (w < 1.6 rad/s), but
result in a coupled significant reduction in the peak magnitude. In Figure 2.11f, even though
the difference of the peaks between C3 and C6 is not as large as the one of Figure 2.11c, it
still seems evident here in comparison with the results for the other controlled elements. The
lowering of the closed-loop resonance peak between C3 and C6 in both Figure 2.11c and
Figure 2.11f strongly influence the target and disturbance components of the performance
o2 (e), as presented in Figure 2.5a, and causes both the target and disturbance components
of C6 to be lower than those of C3.
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Compared with the double integrator, in Figure 2.11a (and Figure 2.11d), the dashed
and solid curves show less difference, which indicates that for the gain control tasks, the
error signal attenuation does not change much as a result of motion feedback. This is
consistent with Figure 2.5a, where the target and disturbance components for C1 nearly
equal to those for C4. Furthermore, the nearly identical dashed and solid vertical lines in
Figure 2.11d show that the disturbance crossover frequencies of C1 and C4 are almost the
same. Even though in Figure 2.11a that the target crossover frequency for C4 is lower than
that of Cl1, the error attenuation of C4 is worse than that of C1 when w < 5.2 rad/s but
becomes better when 5.2 < w < 12 rad/s, which cancel out with each other. All observations
from Figure 2.11a and Figure 2.11d indicate that for the gain controlled element the motion
feedback is not helpful in improving task performance.

In Figure 2.11b, compared with the dashed curve, the solid curve slightly shifts to the
left, meaning that for frequencies below the peak, the error attenuation becomes marginally
worse. As can be seen in Figure 2.5a, the target component of C5 is also slightly higher
than for C2. Meanwhile, in Figure 2.11b, the target crossover frequency of C5 is lower
than that of C2, and this difference is nearly same with that of the gain controlled element
in Figure 6(a). In Figure 2.11e, the difference of the disturbance crossover frequencies
between C2 and CS5 is smaller than that of the target crossover frequencies in Figure 2.11b.
Figure 2.11b and Figure 2.11e suggest that for the single integrator, the motion may slightly
degrade the task performance and decrease target crossover frequency. However, the t-tests
in Table 2.4 and Table 2.6 show no significant difference of task performance and target
crossover frequencies between C2 and CS5.
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Figure 2.11: Frequency responses of target-to-error and disturbance-to-error dynamics.
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2.4. DISCUSSION

In this chapter, the effects of motion feedback on human operator control behavior with
different controlled elements were studied in a yaw attitude tracking task. A gain controlled
element, a single integrator controlled element and a double integrator controlled element
were evaluated both without and with motion feedback in a within-subjects experiment with
six subjects. The data were analyzed with human operator modeling techniques to evaluate
the utilization of motion feedback by the human operators and the human operator control
behavior.

For the double integrator controlled element, the motion feedback is utilized by the hu-
man operators, indicated by the motion utilization factor and model fitting results, which is
clear evidence for the adaption of the human operator control dynamics. The visual lead
time constant drops around 56% and the visual time delay increases around 13% when mo-
tion feedback is added, indicating that the double integrator control task becomes easier
for the human operators with motion feedback and the optimization of the human operator
control dynamics exist, too. Meanwhile, the motion feedback significantly improves the
tracking performance, decreases the control activity, and increases the target phase margin.
In summary, the results for the double integrator controlled element are consistent with pre-
vious studies by other researchers [5, 6, 16-19]. However, the target crossover frequencies
show no significant difference between conditions without and with motion, and this may
be caused by the limited numbers of subjects in this experiment.

For the gain controlled element, through the analysis of the motion utilization factor, it
was concluded that the motion feedback was not utilized by the human operators. This may
be due to the fact that for the gain control task the human operator does not need to generate
lead to stabilize the system. The lead term in the equalization of the human operator model
serves to improve the model fit. Since the value of this lead time constant is very low,
it indicates that this lead term only influences human operator model at high frequencies.
From the human operator modeling results, a significant increase in the lag time constant
(around 33% compared to the condition without motion) for the condition with motion can
be observed. There is also a slight increase in the visual gain for the condition with motion,
but it is not significant compared to the condition without motion feedback. So even though
there is no adaption of the human operator control dynamics between conditions with and
without motion feedback, the optimization of the human operator control dynamics still
exists. However, the motion feedback is not useful in improving tracking task performance.

Similar to the gain controlled element, the human operator does not need to generate
lead to stabilize the system in the single integrator control task, and according to the motion
utilization factor, the motion feedback is also not utilized by the human operators for this
controlled element. The human operator modeling results show that the visual time delay
slightly increases with motion feedback, which is the only indication for the optimization of
human operator control behavior. As to the tracking performance, control activities, target
crossover frequencies and target phase margins, there is no difference between conditions
without and with motion.

Closed-loop analyses of the target-to-error and disturbance-to-error frequency responses
show that for the double integrator control tasks the human operators improve the tracking
performance mainly by increasing the stability of the human-vehicle system and decreas-
ing the target crossover frequency. For both gain and single integrator control tasks, the
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closed-loop frequency responses are very similar between no motion and motion condi-
tions, meaning that the performance is not improved by the presence of motion feedback.

All of these suggest that a fixed-base simulator may be sufficient for human operator
to do a gain or a single integrator tracking task, but for a double integrator tracking task, a
moving-base simulator is indispensable.

It should be noted that the method to verify the activeness of the motion channel of the
human operator model is by the motion utilization factor, which depends on the parameter
identification results where the multimodal human operator model is assumed no matter
whether the motion channel is really active or not. Then by assessing the values of the
motion utilization factor and compare with each condition, it was arbitrarily concluded that
for conditions of C4 (gain) and C5 (single integrator), the motion channel was not activated.
However, objective criteria to judge the activeness of the motion channel based on the value
of the motion utilization factor would be still needed. Moreover, a new metric which does
not rely on the identification results of the assumed multimodal human operator model is
preferred in the future.

2.5. CONCLUSIONS

A yaw attitude tracking experiment was performed to investigate the effects of motion feed-
back on human operator control behavior with gain, single integrator and double integrator
controlled element dynamics. This experiment confirms the conclusions of previous studies
that for the double integrator control tasks, both adaption and optimization of the human op-
erator control dynamics exist: the motion feedback is utilized, and compared with the ones
without motion, the visual time delay is higher and the lead time constant is lower when
motion feedback is provided. Meanwhile, the tracking performance is better, the control
activity is lower, the target phase margin is higher and the disturbance crossover frequency
is higher with motion feedback. For the single integrator control tasks, only the visual time
delay increases when motion feedback is present. For the gain control tasks, no adaption of
the human operator control dynamics is observed between the conditions without and with
motion feedback, but the lag time constant is higher when motion feedback is provided. For
both gain and single integrator control tasks, there is no significant difference in tracking
performance and control activities between conditions without and with motion. Therefore
it is recommended that for control tasks of double integrator or higher order dynamics, mo-
tion feedback is necessary for both improving task performance and for properly evaluating
human operator control behavior. For controlled elements with low order, motion may still
cause differences in human operator control behavior but is not helpful in improving task
performance.
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THE EFFECTS OF BASELINE
DYNAMICS BANDWIDTH ON
MANUAL CONTROL BEHAVIOR

The Maximum Unnoticeable Added Dynamics (MUAD) [1, 2] have been used for (simu-
lator) aircraft model fidelity [3—7] and flight control system validations [5, 8]. However,
these envelopes were developed purely based on subjective ratings on aircraft handling
qualities and cannot quantify the sensitivity of human operator control behavior to the
change of the controlled dynamics. Moreover, recent research [9] indicated that the MUAD
envelopes [1, 2] may depend on the bandwidth of the baseline aircraft dynamics, arguing
that the MUAD envelopes corresponding to low-bandwidth baseline dynamics are wider
than those obtained for the high-bandwidth baseline, which may worsen the generalizabil-
ity of the MUAD envelopes for any applications with different baseline aircraft dynamics.
This chapter describes a pitch tracking experiment of which both low and high-bandwidth
aircraft-representative baseline dynamics are perturbed by extra added dipole dynamics.
The experiment aims to investigate whether the measured performance, control activity and
identified objective human operator control behavior would correspond with the MUAD
[1, 2], and whether these dependent measures depend on the interaction between the base-
line and added dynamics, which could affect the formulation of the Manual Control Adap-
tation Boundaries.

Part of this chapter has been published as the following conference paper:

I. Matamoros, T. Lu, M. M. van Paassen, D. M. Pool, A Cybernetic Analysis of Maximum Unnoticeable Added
Dynamics for Different Baseline Controlled Systems, in Proceedings of the 20th IFAC World Congress, Toulouse,
France, 16417-16422 (2017).
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3.1. INTRODUCTION

The Maximum Unnoticeable Added Dynamics (MUAD) envelopes [1, 2] are boundaries
defined in the frequency domain within which the handing qualities of modified aircraft
dynamics are equivalent to those of the baseline aircraft dynamics. By keeping the discrep-
ancy between the modified aircraft dynamics (for example, with extra augmented control
system) and the baseline aircraft dynamics within the MUAD envelopes, existing handling
qualities criteria for the low-order equivalent systems (LOES) [10] can be applied to the
new high-order system.

The existing MUAD envelopes were determined from extensive human-in-the-loop ex-
periments, where subjective ratings were used to determine the noticeability of different
types of added dynamics [1, 2]. It is known that the main drawback of subjective assess-
ment methods is their poor reproducibility. Some other concerns exist about the MUAD
envelopes, for example, there was no further experimental validation and the baseline air-
craft dynamics which were used to develop the MUAD envelopes are very different from
the ones used in recent literature. Even though these concerns exist, these envelopes are
stilll used for aircraft model fidelity [3—7] and flight control system validations [5, 8]. Re-
cent research on MUAD envelopes has shown that the sensitivity to added dynamics may
be strongly dependent on the baseline [9] aircraft dynamics, where in the frequency domain
the MUAD envelopes of high-bandwidth baseline aircraft dynamics (responsive) are nar-
rower than those of low-bandwidth baseline aircraft dynamics (sluggish). This bandwidth-
dependent characteristic would make it more difficult to generalize the MUAD envelopes
for handling qualities assessment and human operator control behavior sensitivity analysis.

In recent years, a “cybernetic approach” has been successfully applied for objective
analysis of human-machine issues involving human manual control [11-15]. Instead of
relying on human operators’ subjective feedback, the cybernetic approach focuses on ob-
jective measurements of task performance, control activity and especially identified human
operator control behavior. For example, such methods have been applied to obtain objective
measures for the fidelity of the flight simulators [16—19]. This approach can thus be further
applied to validate the MUAD envelopes, for example, to see whether the changes in human
operator’s objective control behavior with respect to the added dynamics correspond with
the MUAD envelopes, and whether the bandwidth of the baseline dynamics has an effect
on the changes of the human operator control behavior.

In this chapter, an aircraft-representative pitch attitude tracking experiment was per-
formed with added dipole dynamics of increasing magnitude added to the baseline dynam-
ics. To tie in with [9], this was done for two baseline dynamics, representative for low-
bandwidth (sluggish) and high-bandwidth (responsive) aircraft. From the experiment data,
the individual and combined effects of the variation in the baseline and added dynamics on
human operator control behavior can be determined, which provides further indications on
whether the objective manual control behavior corresponds with the MUAD envelopes and
whether the baseline dynamics make a difference.

This chapter is structured as follows. In Section 3.2 the experiment setup, procedures
and methodologies are presented. The obtained results are given in Section 3.3. This chap-
ter ends with a discussion and conclusions.
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3.2. METHODS

3.2.1. CONTROL TASK

THE PITCH ATTITUDE TRACKING TASK

A pitch attitude tracking task is used to study human operator control behavior with different
baseline and added dynamics. A schematic representation of this tracking task is shown
in Figure 3.1. The total controlled dynamics consist of the baseline dynamics Hpgseines
cascaded with the added dynamics Hg4404. The human operator (represented by a linear
transfer function Hy and the remnant r) controls the pitch angle 8 of these total dynamics
(HpaselineHaddea) by tracking the target signal f; to minimize the error signal e, which is
the difference between the target signal f; and the pitch angle 6. In Figure 3.1, u is the
human operator control signal, u, is the linear part of the control signal contributed by Hp,
K; (= 1) is the stick gain, u; is the control signal from the stick, and &, is the signal directly
feeding into the baseline dynamics.

Human operator

visual response n stick gain  added dynamics  baseline dynamics
fr + e Ue Y& ug ) 0
Hy(s) —=>0O—> K, * Hudded —— Hyasetine($) >

Figure 3.1: A schematic representation of the pitch attitude tracking task.

FORCING FUNCTIONS

For the pitch attitude tracking task shown in Figure 3.1, the human operator tracks the target
signal f; to minimize the error signal e. The target signal is also typically referred to as the
forcing function, which here is chosen to be the sums of 10 sine waves with independent
frequencies, as given by:

10
fr(0) =) Alk]sin(w,[k]t+ P [k]), 3.1
k=1

where A;[k], w;[k] and ¢;[k] are the amplitude, frequency and phase of the kth sine wave
in f;, respectively. The amplitude, frequency and phase components of the target forcing
function are listed in Table 3.1:
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Table 3.1: Multi-sine forcing function properties

ft

ny wgrad/s  Apdeg  ¢py,rad
6 0.460 1.397 1.288
13 0.997 0.977 6.089
27 2.071 0.441 5.507
41 3.145 0.237 1.734
53 4.065 0.159 2.019
73 5.599 0.099 0.441
103 7.900 0.063 5.175
139 10.661 0.046 3.415
194 14.880 0.036 1.066
229 17.564 0.033 3.479

OO 00NN R W —F

—_

The experimental measurement time of a tracking run was 81.92 s, thus the measure-
ment base frequency is w,, = 2m/81.92 s = 0.077 rad/s. To allow for the use of spectral
analysis, the frequency of each sine wave component was defined as an integer multiple of
the base frequency, w; = n;w,,. The integer factors n; are listed in Table 3.1.

The amplitudes of the sine components are defined by a second-order low-pass filter:

(1+ Ty, jw)?

Ha(jw) = ,
AU = G5T,, jo)?

(3.2)
where T4, =0.1 s and Ty, = 0.8 s [20]. This filter ensures that the tracking task is realistic
and not too difficult for the subjects. Performing such a control task would correspond to a
high-gain flying task, therefore making this a situation under which changes in controlled
system dynamics that affect handling qualities would be noticeable. The phases ¢, were
selected to yield signals with an approximately Gaussian distribution and without excessive
peaks [21].

A fade-in function was applied to the target forcing function during the first 5 s of the
experimental run. The total experiment time for one run is 90 s.

BASELINE DYNAMICS
The baseline dynamics Hpgserine are a simplified low-order equivalent system (LOES) of
aircraft pitch dynamics, as for instance also considered in [9]:

Hpaseline(s) (3.3)

= Ms,———,
“s(s+Mg)
where M, and M;s, are the pitch damping and elevator control effectiveness coefficients,
respectively. To study the effects of the bandwidth of baseline dynamics on human operator
control behavior, two baseline dynamics were considered in the experiment (see Table 3.2).
The dynamics are different in terms of My, for which values equivalent to those tested
in [9] were chosen to achieve a low-bandwidth baseline (LBB, M, = 1.5 rad/s) and high-
bandwidth baseline (HBB, M, = 3 rad/s). These dynamics are representative of sluggish
(large) aircraft [22], and fast-responding (small) aircraft [19], respectively. The frequency
responses of both tested baseline dynamics are shown in Figure 3.2. In Figure 3.2, it can
be seen that both the magnitude and phase of the high-bandwidth baseline dynamics are
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higher than those of the low-bandwidth baseline. The dashed vertical line indicates M, of
the low-bandwidth baseline, and the solid vertical line indicates M of the high-bandwidth
baseline.

Table 3.2: Parameters of low and high-bandwidth baseline dynamics

Baseline dynamics My, rad/s Ms,
Low-bandwidth baseline (LBB) 1.5 1.5
High-bandwidth baseline (HBB) 3 1.5

102 |
=== Low-bandwidth baseline dynamics (LBB)
= High-bandwidth baseline dynamics (HBB)
)
3 100
i
107
10t 10° 10*
w, rad/s
(a) Magnitude (b) Phase

Figure 3.2: Frequency responses of low and high-bandwidth baseline dynamics.

HUMAN OPERATOR MODEL

It is well-known that in manual control, human operators adapt and optimize their own con-
trol dynamics H), to those of the controlled dynamics Hpgseline ' Haddaea 10 ensure adequate
closed-loop stability and tracking performance [23]. For the baseline dynamics considered
in this experiment (Eq. (3.3)), human operators are required to generate lead equalization to
counter the controlled dynamics’ lag due to M. Thus the frequency response of the model
for H is:

Hp(jw) = Ky (Treqajo + 1)e™ 1™ Hyp (jw), (3.4)

where K, is the visual gain, Tj.44 is the lead time constant, 7, is the inherent visual time de-
lay, and Hy,;,(jw) represents the dynamics of the neuromuscular system, which is modeled
as a second-order spring-damper system [24]:

2

nm
. ; ) 3.5
(]60)2 +20pmWpmjw + w%m

w

Hym(jw) =

where (5, is the damping ratio and w;,, is the undamped natural frequency.

It is assumed that the lead equalization form (see Eq. (3.4)) also applies to the controlled
dynamics with the added dipoles, and this assumption will be verified with the identified
human frequency response functions in Section 3.3.
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ADDED DYNAMICS AND INDEPENDENT VARIABLES

To be able to intuitively vary the magnitude of the perturbation of Hpgseiine, the added
dynamics in the experiment were chosen as dipoles with magnitude |Hgg4041 > 1, also
previously used in [2], given by:

(@)sz‘—;psﬂ

(3.6)

Hyggea(s) = ,
s 2,98
(wdp) +2wdps+1

where wg), is the natural frequency of both the numerator and denominator second-order
terms in Eq. (3.6), {; is the numerator damping ratio, and (> is the damping ratio of the
second-order denominator term. Eq. (3.6) therefore represents dipole dynamics, which are
characterized by a clear magnitude perturbation centered on the natural frequencies of the
numerator and denominator terms.

The natural frequency of dipole dynamics w ), is set to 3 rad/s, which is in the range of
predominant frequencies of manual control [23] and, consequently, in the region where the
MUAD envelopes are the most narrow [2]. The denominator damping ratio (> is fixed at
0.2, where the numerator damping ratio ¢ is an independent variable varying from 0.2 to
0.7. The six added dipole dynamics and baseline dynamics are shown in Figure 3.3, with the
MUAD envelopes [2] for reference. In Figure 3.3, it can be seen that for {; = 0.5 the added
dynamics Hgq4.4 are outside of the MUAD envelopes in both magnitude and phase. Table
3.3 lists all conditions, where C1 represents the low-bandwidth baseline (LBB) condition,
C8 represents the high-bandwidth baseline (HBB) condition, “LB” indicates the conditions
with added dynamics with the low-bandwidth baseline, and “HB” represents the conditions
with added dynamics with the high-bandwidth baseline.

Table 3.3: Experiment conditions

Conditions Wdp, rad/s {1,- {2,-
Low-bandwidth baseline (LBB) Cl - - -
77777777777777777 c2 3 T 022 0 02
C3 3 0.24 0.2
Low-bandwidth Cc4 3 0.28 0.2
(LB) C5 3 0.35 0.2
C6 3 0.5 0.2
Cc7 3 0.7 0.2
High-bandwidth baseline (HBB) C8 - - -
77777777777777777 co 3 02 0 02
C10 0.24 0.2
High-bandwidth Cl1 0.28 0.2

3

3

3 .
(HB) Cl12 3 0.35 0.2

3

3
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Figure 3.3: MUAD and all added dynamics.

3.2.2. EXPERIMENT

DEPENDENT MEASURES AND DATA ANALYSIS

The measured variables in the experiment include the time histories of the tracking error
e, the control signal u and the pitch angle 0 during each run, see Figure 3.1. From these
measurements the variance of e and the variance of u are calculated as the measures of
tracking performance and control activity, respectively. Based on the measures of e and 0,
the Fourier coefficient (FC) method [24, 25] is used to identify the nonparametric open-loop
describing functions at the target signal frequencies w;:

- . O(jwy)

Hop,t(jw:) By’ 3.7
where Hol,t( Jjw) is the nonparametric target open-loop describing function, ® is the Fourier
transform of the pitch angle 8 and E is the Fourier transform of the error signal e. Then
the open-loop target crossover frequency w.,; and phase margin ¢, ; representing the man-
ual control bandwidth and the stability are calculated from this nonparametric open-loop
describing function.

Similarly, based on the measures of e and u, a nonparametric frequency response func-
tion (FRF) estimate of the human operator dynamics H), at the frequencies of f; is also
obtained as:

U(jw)

) 3.8
E(jw:) G8)

Hy(jo,) =
where ﬁp (jw,) represents the estimated FRF and U is the Fourier transform of the control
signal u, see Figure 3.1. Finally, the human operator model parameters in Eqgs. (3.4) and
(3.5) are estimated using a time-domain parameter estimation method [25].

To verify the statistical significance of observed trends in all dependent measures, statis-
tical analyses are performed. A two-way repeated-measures analysis of variance (ANOVA)
is used to check for significant variations due to the baseline bandwidth (LBB and HBB)
and different added dynamics (H,q404) Over all experimental conditions for all dependent
measures. In addition, only for the dependent measures affected significantly by H,g4e4,
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six paired t-tests (at a Bonferroni corrected significance level of @ = 0.0083) are used to
compare conditions with the added dynamics and the baseline condition.

APPARATUS

The experiment was performed in the fixed-base simulator setup of the Human-Machine
Interaction Laboratory (HMI Lab) at the Faculty of Aerospace Engineering of Delft Uni-
versity of Technology (see Figure 3.4). During the experiment, subjects were seated in the
right cockpit seat and a right-handed sidestick was used for giving inputs to the controlled
dynamics. Only the pitch axis of the sidestick was active during the experiment; the roll
axis of the sidestick was fixed at the neutral position. The tracking error e in Figure 3.1
was presented to the subject through the primary flight display (PFD) directly in front of
the right seat, as shown in Figure 3.4b. The display shows the pitch attitude tracking error
e as the distance between the center fixed aircraft symbol and the moving target line. The
aircraft symbol was static, and the target line moved to indicate the current tracking error e.
Note that this display is an “inside-out” display: to compensate for the tracking error shown
in Figure 3.4b, the subject needs to give a (positive) pitch input, i.e., pull the stick. No other
visual cues were presented during the experiment, that is, the secondary flight displays and
the outside visual system were switched off.

%} [} F:
(a) The Human-Machine Interaction Laboratory (b) Compensatory pitch
(HMI Lab) Simulator. tracking display.

Figure 3.4: The Human-Machine-Interaction Laboratory (HMI Lab) simulator and compensatory pitch tracking
display.

SUBJECTS AND EXPERIMENTAL PROCEDURES
Seven male subjects were invited to perform the experiment, all students of the Aerospace
Engineering Faculty of Delft University of Technology. All subjects had experience with
similar manual control tasks from previous experiments. The subjects received an experi-
mental briefing on the overview and objective of the experiment. Subjects were instructed
to minimize the pitch attitude tracking error e presented on the PFD as best as possible,
without providing the details of the characteristics of the controlled aircraft dynamics or
added dynamics. Finally, all subjects gave written informed consent before the start of the
experiment.

The experiment was performed in two sessions, one for each baseline dynamics setting.
For each subject at the beginning of each session, the experiment started with an initial
familiarization. During this phase, subjects were allowed to familiarize themselves with
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the baseline aircraft dynamics for a total of 4 tracking runs. Following this initial famil-
iarization, the testing runs for all experiment conditions were performed. The order of the
testing was determined for each subject by a Latin square. The order testing for the LB
and HB dynamics was balanced, for example, four subjects tested the HB conditions in
the first session, while the other three controlled the LB conditions in the first session. For
each condition, a total of 4 repeated runs were performed, followed by a single tracking
run with the corresponding baseline dynamics only (no added dynamics). The root mean
square (RMS) of the error signal e was recorded by the experimenter and reported to the
subject after each run.

HYPOTHESES

In Figure 3.2, it can be seen that HBB has both higher gain and phase compared with those
of LBB, indicating that HBB is more responsive than LBB. Moreover, according to [23],
human operator would generate more lead to stabilize the controlled system with lower
phase (LBB). Considering both the high gain of HBB and potentially less needed lead
generated by the human operator, the control activity with HBB may be less than that with
LBB. Based on these, the hypotheses for the baseline dynamics are:

e (H1) For a certain added dynamics, the tracking performance with HBB is better
than that with LBB, the control activity with HBB is lower than that with LBB, and
the lead time constant with HBB is lower than that with LBB.

In Figure 3.3, the added dynamics with {; = 0.22 have the lowest perturbation and added
dynamics with {; = 0.7 have the highest perturbation on the baseline dynamics. Accord-
ing to [23], tracking performance and human operator control behavior are most sensitive
near the crossover region. Thus with increasing perturbations by the added dynamics, the
performance could become worse. Moreover, with increasing (1, the gain of the controlled
dynamics increases and human operator may lower his own visual gain and corresponding
control activity. Based on these, the hypotheses for the added dynamics are:

* (H2) For a certain baseline dynamics, the tracking performance worsens, control
activity decreases and human operator visual gain decreases when {1 increases.

According to [9], the MUAD envelopes depend on the bandwidth of the baseline dy-
namics, for example, low-bandwidth baseline dynamics naturally filter more responses of
the added dynamics than the high-bandwidth baseline dynamics do, thus the MUAD en-
velopes of low-bandwidth baseline are more “tolerable” (wider in frequency domain) than
those of the high-bandwidth baseline. Thus it is possible that certain added dynamics could
have obvious effects on tracking performance, control activity and/or human operator con-
trol behavior for the high-bandwidth baseline case but have no effect on those of the low-
bandwidth baseline case. Thus the hypotheses for the interaction between the baseline and
added dynamics are:

* (H3) The interaction between the baseline dynamics and added dipole dynamics
Hpaseline * Haaded has significant effects on tracking performance, control activity
and human operator control behavior. For the high-bandwidth (HB) case, an added
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dipole can be found that has significant effects on tracking performance, control ac-
tivity or human operator control behavior, but this same dipole has no effect on those
measured in the LB conditions.

3.3. RESULTS

TRACKING PERFORMANCE AND CONTROL ACTIVITY

Figure 3.5 provides the variances of the error signal e and control signal u for each condition
averaged over the seven subjects, respectively. In Figure 3.5a, for example, the error bars
show the 95% confidence intervals of the means of o2. To facilitate comparison with the
baseline condition, the shaded areas indicate the 95% confidence intervals for both baseline
conditions where H, ;4.4 = 1. The data have been corrected for between-subject variability.

In Figure 3.5a, it can be seen that the performance for the HB conditions is in gen-
eral better than for the LB conditions. This is due to the fact that the HB dynamics are
more responsive due to the lower phase lag. In Table 3.4, it can be seen that Hpgseline
(F(1,6) =12.2, p < 0.05) has a significant effect on 02. Meanwhile, in Figure 3.5a, it can be
seen that for both LB and HB conditions the performance degrades when {; increases, for
example, for more prominent dipoles. This confirms that the control task becomes more dif-
ficult when the perturbation of the added dynamics increases. Table 3.4 shows that H, ;4.4
(F(6,36) = 12, p < 0.05) has significant effect on a2. However, Table 3.5 shows that for both
LB and HB dynamics none of the performance with the added dynamics is significantly dif-
ferent from that with the baseline dynamics. In Table 3.4 it can be seen that the interaction
between the baseline and added dynamics Hpgserine X Hadadeq has no significant effect on

2
o5.

In Figure 3.5b, it can be seen that the control activity for the HB conditions is in general
lower than for the LB conditions. This is due to the fact that the gain of the HB dynamics
is higher than that of the LB dynamics. Table 3.4 shows that Hpgse1ine (F(1,6) =10.2,p <
0.05) has significant effect on 0'2u. Meanwhile, in Figure 3.5b, it can be seen that when
increases the control activity decreases for both LB and HB cases. This may be also due to
the fact that the gain of the controlled system increases when {; increases, thus the human
operators may lower their own gain. Table 3.4 shows that H, 4.4 (F(6,36) =12.9, p < 0.05)
has significant effect on 0. However, Table 3.5 shows that for both LB and HB dynamics
none of the o2 of the added dynamics is significantly different from that of the baseline
dynamics, respectively. In Table 3.4 it can be seen that the interaction between the baseline
and added dynamics Hpgseline X Haddea has no significant effect on o2.
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Figure 3.5: Variance of the error signal e and control signal u for each condition averaged over seven subjects.

Table 3.4: ANOVA results for Uf, and aﬁ, where * is significant (p < 0.05), and - is not significant (p = 0.05).

og fit
Factor df F Sig. df F Sig.
Hpaseline L6 122 * 1,6 102 *
Haqded 6,36 12 * 6,36 129 *
Hpaseline X Haddea 636 1.3 - 6, 36 L7 N

Table 3.5: Paired t-test results for 0‘22 and ai, where * is significant (p < 0.0083), and - is not significant (p =

0.0083).
2 oz
Factor df t Sig. df t Sig.

C2-LBB 11.7 0.3 - 12 -04 -
C3-LBB 12 0.1 - 11 0.5 -
Low-bandwidth C4-LBB 114 04 - 12 -0.1 -
(LB) C5-LBB 12 0.8 - 12 -0.2 -
C6-LBB 11 0.6 - 116 -1.2 -
C7-LBB 9 2 - 115  -21 -
C9-HBB 116 -0.5 - 12 -0.1 -
Cl0-HBB 11.7  -05 - 11.8  -0.3 -
High-bandwidth  C11-HBB 12 -0.2 - 106 -0.5 -
(HB) C12-HBB 12 0.19 - 12 -0.1 -
CI3-HBB 115 03 - 10.7 -1 -
Cl4-HBB 119 15 - 9.8 -1.6 -

CROSSOVER FREQUENCIES AND PHASE MARGINS
Figure 3.6 shows the means of the target crossover frequencies w.; and phase margins
¢m,r over seven subjects for all conditions. In Figure 3.6a, for example, the error bars
show the 95% confidence intervals of the means of w. ;. To facilitate comparison with the
baseline condition, the shaded areas indicate the 95% confidence intervals for both baseline
conditions where H, ;4.4 = 1. The data have been corrected for between-subject variability.




62 3. THE EFFECTS OF BASELINE DYNAMICS BANDWIDTH

In Figure 3.6a it can be seen that the target crossover frequencies for the HB condi-
tions are in general higher than for the LB conditions. This may be due to the fact that
the gain of the HB dynamics is higher than that of the LB conditions, thus the HB dy-
namics are more responsive and easier to control than the LB dynamics. The higher target
crossover frequencies of the HB dynamics correspond with better performance (see Fig-
ure 3.5a). Table 3.6 shows that Hyserine (F(1,6) = 14, p < 0.05) has significant effect on
wc,;. Meanwhile, in Figure 3.6a, it can be seen that for both LB and HB conditions w ;
generally increases when (; increases (except for {; = 0.7 for HB). This is in part due
to the fact that the gain of the controlled system increases when {; increases. However,
Table 3.6 shows that Hyg4.4 (F(1.5,9.2) = 1.6, p = 0.05) has no significant direct effect on
wc,;. Note that as the Mauchly’s test indicated a violation of the sphericity assumption here,
the Greenhouse-Geisser correction (indicated with a superscript "gg" in Table 3.6) was ap-
plied. Table 3.6 also shows that the interaction between the baseline and added dynamics
Hpaseline * Hadgea 18 not significant for w ;.

In Figure 3.6b it can be seen that there is no difference between the target phase margins
between the LB and HB conditions. There is also no trend on the target phase margins when
{; increases and the average phase margin over all conditions is around 55 deg. Table 3.6
shows that neither Hpgseiine (F(1,6) =0.3,p = 0.05), Hyg40q (F(1.5,9.1) = 0.3, p = 0.05),
nor Hpgseline X Haddea (F(6,36) = 1.4, p = 0.05) has significant effect on ¢, ;. Thus no
t-test was conducted to compare the differences between conditions of added dynamics and
baseline dynamics due to the insignificant effects of Hy ;404 for both @, and ¢y, ;.

5 ; ; : : 90
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4 1
; 60 1 [
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52 I : <
o od I
1 1
0 0
B 022 024 028 035 05 0.7 B 022 024 028 035 05 0.7
Cus - Qi -
(a) Target crossover frequencies (b) Target phase margins

Figure 3.6: Target crossover frequencies and phase margins for each condition averaged over seven subjects.

Table 3.6: ANOVA results of the target crossover frequencies and phase margins, where * is significant (p <
0.05), and - is not significant (p = 0.05 ).

We,t ¢m,t
Factor df F Sig. df F Sig.
Hpaseline 1,6 14 * 1,6 0.3 -
Huqdea 1.5,9.288 1.6 - 1.5,9.188 0.3 -

Hpaseline * Hadded 6,36 1 - 6,36 14 -
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HUMAN OPERATOR MODEL VALIDATION

As an example of the results of the human operator modeling and identification, Figure 3.7
shows the human operator modeling results for Subject 7 for C7 (see Table 3.3). The
frequency response functions at target forcing function frequencies are shown with circular
markers. The error bars show the sample standard deviations of the FRF estimates over
three measurement runs. Finally, the frequency response of the total controlled dynamics is
also shown, for reference.

As can be verified from Figure 3.7, the fitted human operator models in general show
very good agreement with (independently estimated) FRFs. Also, the attained VAF values
are high (>80%), which means that the human operator model output accurately describes
the measured output u. The results in Figure 3.7 are representative for all collected data,
i.e., for all other subjects and conditions, the avearge VAF value is around 70%.

102 180
90
1 ]
10 .%p 0
- ¢ © -9
2 10° i 3-180
= §-270
10'1 q -360 Controlled dynamics
Model, VAF = 80.25%
-450 o FRF at w;
2
10 -540
10 10° 10t 10 10° 10*
w, rad/s w, rad/s
(a) Magnitude, C7 (b) Phase, C7
g

Figure 3.7: Example of human operator model fitting results for C7 (Subject 7).

HUMAN OPERATOR MODEL PARAMETERS

Figure 3.8 provides the means of the human operator model parameters for each condition
averaged over the seven subjects. In Figure 3.8a, for example, the error bars show the 95%
confidence intervals of the means of K,. To facilitate comparison with the baseline con-
dition, the shaded areas indicate the 95% confidence intervals for both baseline conditions
where H,;404 = 1. The data have been corrected for between-subject variability.

In Figure 3.8a, it can be seen that there is no obvious difference in the visual gain
between LB and HB conditions, and Table 3.7 indeed shows that Hpgserine (F(1,6) =
0.1, p = 0.05) has no significant effect on K,,. Meanwhile, in Figure 3.8a, it can be seen
that K, decreases when (; increases, which was expected based on the fact that the gain
of the controlled system increases with increasing {;. Table 3.7 confirms that H,q4e4
(F(6,36) = 35.3, p < 0.05) has a significant effect on K,. Table 3.9 shows that for the LB
conditions, K, for both C6 ({; = 0.5) and C7 ({; = 0.7) is significantly different from the
low-bandwidth baseline data; for HB conditions, only K, of C14 ({; = 0.7) is significantly
different from that of the high-bandwidth baseline (HBB).

Figure 3.8c shows that the lead time constant of HB is lower than that of LB conditions.
This is due to the fact that the phase of the LB controlled system is in general lower than
that of the HB controlled system, which makes the LB dynamics less stable than the HB
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dynamics, thus the human operators need to generate more lead to stabilize the system.
Table 3.7 shows that Hpgse1ine (F(1,6) = 30, p < 0.05) has a significant effect on Tjeq4.
Figure 3.8c shows no trend in Tj.,44 With increasing {; and Table 3.7 indeed confirms that
Hguq4eq (F(6,36) = 0.9, p = 0.05) has no significant effect on Tjp44.

In Figure 3.8d, it can be seen that the neuromuscular damping ratio does not differ be-
tween LB and HB conditions, and Table 3.8 indeed shows that Hygge1ine (F(1,6) =0.01,p =
0.05) has no significant effect on {},;,. Figure 3.8d does show that {,;, decreases as {; in-
creases, and Table 3.8 confirms a significant effect of Hyg4.q4 (F(6,36) = 3.5,p < 0.05).
Table 3.9 shows that for both LB and HB conditions, {;, for any of the added dynamics
conditions is not significantly different from that of the baseline.

As is clear from Figures 3.8b and 3.8e, the visual time delay 7, and the neuromuscular
frequency wy;, are seen to remain approximately constant, at around 0.25 s and 9 rad/s on
average respectively, for all experiment conditions. Table 3.7 and Table 3.8 also confirm
that neither Hygse7ine N0 Hyg4e4 has significant effect on 7, and w,p,-

Finally, Table 3.7 and Table 3.8 show that the interaction between Hpgserine X Hadded
has no significant effect on any of the human operator model parameters.This implies that
all variations due to the added dynamics are equivalent for both the LB and HB conditions
in this experiment. The human operator data thus show no evidence for a combination
effect of the baseline dynamics and the added dynamics. Table 3.9 shows the t-test results
for the visual gain and neuromuscular damping ratio, which are the only human operator
model parameters significantly affected by the added dynamics, as can be seen in Table 3.7
and Table 3.8.
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Table 3.7: ANOVA results of the human operator model visual parameters, where * is significant (p < 0.05), and
- is not significant (p = 0.05 ).

Ky 2% Tiead
Factor df F Sig. df F Sig. df F Sig.
Hpaseline 1,6 0.1 - 1,6 3.5 - 1,6 30 *
Hadded 6,36 353 % 1.69.78¢ 28 - 6,36 09 -
Hpaseline * Hadded 6,36 14 - 2.3,14.188 0.8 - 6, 36 14 -

Table 3.8: ANOVA results of the human operator model neuromuscular parameters, where * is significant (p <
0.05), and - is not significant (p = 0.05 ).

Cnm Wnm
Factor df F Sig. df F Sig.
Hpaseline 1,6 0.01 - 1,6 0.2 -
Hyuqdea 6, 36 3.5 * 6, 36 0.3 -
Hpaseline * Hadded 6536 0.3 - 6,36 1 -

Table 3.9: Paired t-test results for visual gain K and neuromuscular damping ratio { ;5,,, where * is significant (p
< 0.0083), and - is not significant (p = 0.0083 ).

KV Cnm
Factor df t Sig. df t Sig.
C2-LBB 114 -09 - 109 0.1 -
C3-LBB 11.1 03 - 11.8 0.1 -
Low-bandwidth C4-LBB 119 -1.3 - 11.8  -0.2 -
(LB) C5-LBB 12 -2.7 - 12 -0.3 -

C6-LBB 114 -44 * 9.6 -1.4 -
C7-LBB 119 -63 * 119 -09 -

C9-HBB 12 -0.1 - 11.6 -0.1 -

C10-HBB 88 -1.1 - 11.8 0.1 -

High-bandwidth ~ C11-HBB 89 -14 - 112 -0.5 -
(HB) C12-HBB 12 -0.7 - 8.6 -0.9 -
CI3-HBB 79 -3.1 - 8.1 -1.1 -

Cl4-HBB 7.8 -39 * 8 -1.5 -

3.4. DISCUSSION

This chapter investigated whether the MUAD envelopes [1] correspond with measured
changes in tracking performance, control activity and human operator control behavior
when extra dynamics are added to the system and whether these changes depend on the
bandwidth of the baseline dynamics. For this purpose, a dedicated aircraft-representative
pitch attitude tracking experiment with two different baseline dynamics (low and high band-
width) cascaded with six different added dipole dynamics with increasing dipole damping
ratio was performed. Adaptations in manual control dynamics, as determined from a human
operator model fitted to collected measurement data, was used to verify human operator’s
sensitivity to the changes of the controlled system.

For the considered variations in baseline and added dynamics, three hypotheses were
formulated. For Hypothesis 1, it was expected that the tracking performance for conditions
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with high-bandwidth baseline (HBB) is better than that for conditions with low-bandwidth
baseline (LBB), the control activity for conditions with HBB is lower than that for condi-
tions with LBB, and the lead time constant with HBB is lower than that with LBB. Based
on the experiment data, this hypothesis is confirmed. The better performance for high-
bandwidth (HB) conditions is due to the fact that the HBB has both higher gain and phase
compared with those of the LBB, thus the dynamics of HB conditions are more responsive
than the low-bandwidth (LB) conditions. The higher lead for LB conditions is mainly due
to the fact that the human operators need to generate more lead to stabilize the controlled
system for LB conditions with lower phases, which further contributes to the higher control
activity for the LB conditions than for the HB conditions.

For Hypothesis 2, it was expected that the tracking performance worsens, control activ-
ity decreases and human operator visual gain decreases when the perturbation of the added
dynamics on the baseline increases ({; increases). Based on the experiment data, this hy-
pothesis is confirmed. Experiment results indeed show that in general the control activity
decreases when ( increases, which corresponds to the decrease of human operator visual
gain. The tracking performance becomes worse with increasing ¢;. This is due to the fact
that when (; increases, the added dynamics not only increase the gain but also decrease
the stability of the controlled system, and the human operator could not be able to further
increase his own visual gain and lead time constant to improve the performance.

Hypothesis 3 stated that the interaction between the baseline and added dynamics has
significant effects on tracking performance, control activity and human operator control be-
havior in a way that an added dipole can be found which has significant effects on the track-
ing performance, control activity or human operator control behavior for the HB conditions
but has no effect on the LB conditions. Based on the experiment data, this hypothesis has to
be rejected. For all the dependent measures, even though expected differences can be seen
between the LB and HB conditions, for example, performance, control activity and lead
time constant, the trends due to the added dynamics are very similar between the LB and
HB cases. This leads to the conclusion that, based on the current experiment and range of
tested conditions, the interaction between the baseline and added dynamics in fact does not
influence the tracking performance, control activity and human operator control behavior.
ANOVA results show that for performance, control activity, visual gain and neuromuscular
damping ratio the added dynamics H,;q4.4 has significant effects. However, t-test results
show that for performance, control activity and neuromuscular damping ratio no significant
differences were observed between the added dynamics conditions and the baseline (for
both LB and HB cases). The visual gain of LB cases becomes significantly different at C6
({1 =0.5), however, the visual gain of HB cases becomes significantly different only at C7
({1 =0.7), which means that the HB case is more “tolerable” than LB (different from [9]).

However, for both of the tracking performance and control activity (Figure 3.5), the
changing trends can be seen when damping ratio {; increases (compared with the baseline
dynamics). The lack of significant results by t-test may be due to the limited number of
subjects. If the average objective measurements that fall near and outside of the 95% con-
fidence interval of the corresponding baseline condition measurement are taken to imply a
noticeable change in controlled dynamics, the limit of both tracking performance and con-
trol activity would be around between ¢; = 0.35 and {; = 0.5. Similarly for the visual gain
(Figure 3.8a), the limit would be around between {; = 0.28 and {; = 0.5. Since the added
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dipole dynamics of {; = 0.5 and {; = 0.7 are outside both the magnitude and phase MUAD
envelopes [1], and if {; = 0.35 is chosen to indicate the boundary of MUAD, the objectively
noticeable limits of the tracking performance, control activity and human operator visual
gain would be very close with the MUAD envelopes [1].

The experiment of this chapter studied the effects of the added dipole dynamics on the
human operator control behavior only for a representative aircraft dynamics at the frequency
of 3 rad/s. The independence of performance, control activity and human operator control
behavior on the interaction between the baseline dynamics and added dynamics indicates
that the Manual Control Adaptation Boundaries may not be affected by the bandwidth of
the baseline, which allows to choose a more accurate baseline aircraft dynamics for the
research in the following chapters of this thesis. Moreover, the following chapters will also
focus on investigating the effects of added dynamics on human operator control behavior at
various frequencies.

3.5. CONCLUSIONS

An aircraft-representative pitch attitude compensatory tracking experiment with dipole dy-
namics added to both low and high-bandwidth baseline dynamics was performed by seven
subjects in order to study whether the measured changes of tracking performance, con-
trol activity and objective human operator control behavior correspond with the MUAD
envelopes and whether these changes depend on the bandwidth of the baseline dynamics.
For the considered variations in the baseline and added dynamics, experiment results show
that performance is better, control activity is lower and human operator lead time constant
is lower for the conditions with high-bandwidth baseline; performance worsens, control
activity decreases and human operator visual gain decreases with increasing perturbations
from the added dipole dynamics. The interaction between the baseline and added dynamics
has no significant effect on tracking performance, control activity or human operator con-
trol behavior. Furthermore, the objective limits on the changes of tracking performance,
control activity and human operator visual gain correspond well with the MUAD envelopes
from literature. All these findings indicate that the Manual Control Adaptation Boundaries
may not be affected by the bandwidth of the baseline dynamics.
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QUANTIFYING HUMAN
OPERATOR CONTROL
BEHAVIOR WITH SIMULATIONS

The original Maximum Unnoticeable Added Dynamics (MUAD) envelopes [1, 2] are based
on subjective ratings, and only provide qualitative noticeability to the change of controlled
dynamics. This chapter aims to develop an offline computer simulation tool to objectively
predict the performance, control activity and human operator control behavior in com-
pensatory tracking tasks. The simulation is a basis to form the Manual Control Adaptation
Boundaries (the main goal of this thesis). For this chapter, an aircraft pitch attitude tracking
task with added dipole dynamics perturbing the baseline aircraft dynamics was performed.
The results of the simulation performing the same tracking task were compared with the ex-
periment results. By tuning the remnant-to-control activity ratio, high correlations between
simulation and experiment for tracking performance, control activity and human operator
control behavior could be obtained. The validated simulation will be used in Chapter 5 to
further develop the Manual Control Adaptation Boundaries.

This chapter has been published as the following conference paper:
T. Lu, D. M. Pool, M. M. van Paassen, and M. Mulder, Quantifying the Effects of Added Dynamics with Human
Operator Control Behavior Measurements and Simulations, in Proceedings of the AIAA Modeling and Simulation
Technologies Conference, Denver (CO), AIAA-2017-3667 (2017).
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4.1. INTRODUCTION

Maximum Unnoticeable Added Dynamics (MUAD) envelopes [1, 2] are boundaries, de-
fined in the frequency domain, within which the handing qualities of modified aircraft dy-
namics have no degradation compared with the baseline aircraft dynamics. By keeping
the discrepancy between the modified aircraft dynamics and the baseline aircraft dynam-
ics within the MUAD envelope, existing handling quality criteria can be applied to the
augmented aircraft. MUAD envelopes are also applied in the assessment of aircraft model
fidelity [3—7]. Recent research on MUADSs has shown that the sensitivity to added dynamics
strongly depends on the baseline [8] aircraft dynamics, leading to the definition of proposed
normalized MUAD, referred to as the “allowable error envelope[8].

Still, some concerns exist about the validity and applicability of previously developed
MUAD envelopes. For example, the original MUAD envelopes that were derived in the
1980s [1, 2] have seen little further (experimental) validation. Furthermore, these envelopes
were derived from experiments with baseline aircraft dynamics that, in terms of their han-
dling qualities, are likely very different from the dynamics of current modern aircraft [8].
Finally, the original MUAD envelopes were defined based on subjective ratings regarding
the noticeability of added dynamics [1, 2], and no objective metrics were used to quantify
task performance or the required human pilot compensation. As subjective ratings may vary
strongly among different human operators, subjective and objective metrics are often not
very consistent [9—11]. This opens the possibility that the objective human operator control
behavior shows clear variations between the baseline and the modified aircraft dynamics,
however, the handling qualities of these two dynamics could be the same, and the human
operator would not be able to subjectively distinguish any differences between these two
dynamics.

In recent years, the “cybernetic approach” has been successfully applied for objective
analysis of human-machine issues involving human manual control [12-16]. Instead of
relying on human operators’ subjective feedback, the cybernetic approach focuses on ob-
jective measurements of task performance, control activity and especially identified human
operator control behavior. For example, such methods have been applied to obtain ob-
jective measures for the fidelity of the flight simulators [17-20]. This approach can thus
objectively quantify changes in the control behavior of human operators due to changes
in the controlled dynamics, and avoids the possible ambiguity of the subjective methods.
This chapter aims to develop a new methodology for defining Manual Control Adapta-
tion Boundaries (MCAB), using the objective approach enabled by cybernetics. These
new Manual Control Adaptation Boundaries MCAB) will reflect the differences in human
operator control behavior between the manipulated aircraft dynamics and the considered
baseline dynamics. Moreover, it is expected to help engineers to better judge the fidelity
of their aircraft dynamics model in their flight simulators, without the need to perform a
human-in-the-loop experiment.

To develop this Manual Control Adaptation Boundary, this chapter tests a combined
experimental and analytical (computer simulation based) methodology. An aircraft pitch
attitude tracking experiment was performed, to study human operator control adaptations
for different added (dipole) dynamics. In addition, an offline computer simulation was set
up to predict the human control behavior adaptations and perform validation with the exper-
iment data. The presented experiment and simulation predictions are used as a preliminary



4.2. METHODS 73

study for the development of the Manual Control Adaptation Boundary.

This chapter starts by introducing the aircraft pitch tracking task and the cybernetic
method on which the experiment and simulation are based, in Section 4.2. The simulation
routine and the experiment design will also be introduced in detail. Experiment results are
discussed in Section 4.3, and compared with the computer offline simulation predictions.
The chapter ends with a discussion and conclusions.

4.2. METHODS

4.2.1. CONTROL TASK

AIRCRAFT PITCH ATTITUDE TRACKING TASK

An aircraft pitch attitude tracking task is used to study human operator control behavior with
different added dynamics. A schematic representation of this tracking task is shown in Fig-
ure 4.1. The total controlled aircraft dynamics consist of the baseline dynamics Hpgseines
cascaded with the added dynamics H,g4404. The human operator (represented by a linear
transfer function Hy and the remnant n) controls the pitch angle 6 of these total aircraft
dynamics (Hpgseline Haddeq) by tracking the target signal f; to minimize the error signal
e, which is the difference between the target signal f; and the aircraft pitch angle 6. In
Figure 4.1, u is the human operator control signal, K is the stick gain, u; is the control
signal from the stick, u, is the signal out from the added dynamics, and &, is the signal
directly feeding into the baseline aircraft dynamics. Besides the target forcing function f7,
a disturbance signal f is also added into the loop.

Human operator

Ja
visual response n stick gain  added dynamics baseline dynamics
fr + e Sou (N N 0
H[}(S) ](s 4":Haddtd<5)‘ : Hbaselz'7le<5> >

Figure 4.1: A schematic representation of the aircraft pitch attitude tracking task.

FORCING FUNCTIONS

For the pitch attitude tracking task shown in Figure 4.1, the human operator tracks the
target signal f; to minimize the error signal e as well as to reject the disturbance f;. These
two signals (typically referred to as forcing functions) are also necessary to be able to
apply multimodal human operator model identification techniques [21-23], even though
the motion feedback is not used in the current experiment. However, for compatibility
of the method and data with future experiments, which are planned to be performed with
physical motion feedback, the disturbance forcing function fj is still added in the current
experiment. In order to obtain the same effective disturbance on the aircraft pitch attitude,
considering different added dynamics that will be tested in the experiment, the disturbance
forcing function is added between the added dynamics and the baseline aircraft dynamics,
see Fig. 4.1. Both of these forcing functions are chosen to be the sums of 10 sine waves
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with independent frequencies, as given by:

10
fra(® =) Apalklsin(,qlk1t+ ¢, qlkD), (4.1
k=1
where A; 41k], w;qlk] and ¢, 4(k] are the amplitude, frequency and phase of the kth sine
wave in the target forcing function f; and the disturbance forcing function f, respectively.
The amplitude, frequency and phase components of the target and disturbance forcing func-
tions are listed in Table 4.1:

Table 4.1: Multi-sine forcing function properties

ft fa
k ny wgradls  Ag,deg  ¢r,rad ng wgradls Ag,deg ¢g,rad
1 6 0.460 1.397 1.288 5 0.383 0.601 -2.069
2 13 0.997 0.977 6.089 11 0.844 0.788 2.065
3 27 2.071 0.441 5.507 23 1.764 0.48 -2.612
4 41 3.145 0.237 1.734 37 2.838 0.313 3.759
5 53 4.065 0.159 2.019 51 3912 0.331 4.739
6 73 5.599 0.099 0.441 71 5.446 0.411 1.856
7 103 7.900 0.063 5.175 101 7.747 0.55 1.376
8 139 10.661 0.046 3415 137 10.508 0.753 2.792
9 194 14.880 0.036 1.066 171 13.116 0.992 3.288
10 229 17.564 0.033 3479 226 17.334 1.481 3.381

The experimental measurement time of a tracking run was 81.92 s, thus the measure-
ment base frequency is w,, = 2m/81.92 s = 0.077 rad/s. To allow for the use of spectral
analysis, the frequency of each sine wave component of both forcing functions was defined
as an integer multiple of the base frequency, w; 4 = n; qw;,. The integer factors n; and ny
are shown in Table 4.1.

For both forcing functions, the amplitudes of the sine components were defined by a
second order low-pass filter:

(1+ Ty, jw)?

(1+ T, jw)?’ 4.2

Ha(jw) =
where T4, =0.1 s and Ty, = 0.8 s [22]. This filter ensures that the tracking task is realistic
and not too difficult for the subjects. Then the amplitudes were scaled to make the variance
of f; 1.6 deg? and the variance of f; a quarter of that, i.e., 0.4 deg?. The scaling ensures
that the control task in the experiment was mainly a target tracking task. Performing such
a control task, with two forcing functions present, would correspond to a high-gain flying
task under turbulent conditions, therefore making this a situation under which changes in
controlled system dynamics that affect handling qualities would be noticeable. The phases
¢,q were selected to yield signals with an approximately Gaussian distribution and without
excessive peaks [24].

A fade-in function and a fade-out function were applied to both the target and distur-
bance forcing functions during the first and last 5 s of the experimental run. The total
experiment time for one run is 95 s.
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BASELINE AIRCRAFT DYNAMICS AND ADDED DYNAMICS

In this chapter, the controlled baseline aircraft dynamics (Hpgserine in Fig. 4.1) are set to be
a low-order linearization of a Cessna Citation I’s aircraft pitch dynamics. The main reasons
are that these dynamics have also been considered in many earlier investigations [20, 22].
The transfer function of the baseline aircraft pitch dynamics is:

Kos5,(Tp,s+1)

sﬁﬁ?2+%§s+g

Hpasetine(s) = 4.3)

where Ky s, = 0.3959, Ty, = 1.0095 s, wsp = 2.759 rad/s, {sp = 0.4995. The aircraft pitch
dynamics represent the aircraft in a trimmed horizontal flight condition at 10,000 ft and 160
kt [20, 22]. The stick gain K in Figure 4.1 is set to 1.

In this study, the effects of the addition of different dipole added dynamics (Hyggeq in
Fig. 4.1) are analyzed. The transfer function of these added dynamics is given by:

(ﬁ;F+2£;s+1

Hgqdea(s) = (4.4)

S 2,902 ’
(wdp) +2wdps+1

where wg) is the natural frequency of both the numerator and denominator second-order
terms in Eq. (4.4), {; is the numerator damping ratio, and (> is the damping ratio of the
second-order denominator term. Eq. (4.4) represents dipole dynamics, which are char-
acterized by a clear magnitude peak and dip centered on the natural frequencies of the
numerator and denominator terms, respectively. In this chapter, dipole added dynamics
are used to evaluate the frequency dependence of additions to controlled system dynamics.
Therefore, the natural frequencies of the numerator and denominator are both set equal to
Wgp, to have added dynamics whose effects are focused on a specific frequency wg, and
whose characteristics and strength are controlled with the chosen values of {; and {». If
0<{1<{2<1, Hyggeq is a “down dipole” with a dip in magnitude and induced phase lag
and lead at frequencies below and above w4, respectively. When 0 < {2 < {1 <1, Hagdea
is an “up dipole” with a peak in magnitude and induced phase lead and lag below and above
wgp. Finally, if {, = {7, the numerator and denominator are equal and hence Hyggeq = 1.
The frequency responses of the baseline aircraft dynamics Hpggerine, an example dipole
added dynamics Hyggeq (wap =3 rad/s, {1 = 0.7, {> = 0.2) and the total resulting controlled
dynamics are shown in Figure 4.2.
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Figure 4.2: Bode plot of the baseline aircraft dynamics, the added dynamics, and the total controlled dynamics.

HUMAN OPERATOR MODEL

A quasi-linear human operator model [20, 25] is used to both predict (offline simulations)
and quantify (experiment data) human operator control behavior with different added dy-
namics. Here H)(jw) represents the frequency response of the human operator model:

(Tieaajw+1)?

S e T Hyyp (jw), (4.5)
ag

Hy(jw) =Ky
where K, is the visual gain, Tjeqq is the lead time constant and Tj,g is the lag time con-
stant, 7, is the inherent visual time delay, and Hj,;,(jw) represents the dynamics of the
neuromuscular system, which is modeled as a second order spring-damper system [23]:

2

nm
- - , (4.6)
(jw)? + 2L pm@pmjo + 0%,

w

Hnm(jw)z

where (,, is the damping ratio and w,,;, is the undamped natural frequency.

It is known that the human operators can adapt and optimize their equalization term
k., Jieaa jo+1?
V' Tiagjw+1
system approximate a single integrator in the crossover region [26]. To better describe
the human operator control behavior with the aircraft pitch dynamics, the double lead and
single lag equalization form in Eq. (4.5) is needed in modeling the adopted equalization
dynamics [20, 25]. Moreover, it is assumed that this equalization form also applies to the
controlled dynamics with the added dipoles, and this assumption will be verified with the

identified human operator model.

in Eq. (4.5) to make the dynamics of the combined human operator-vehicle

SIMULATION AND EXPERIMENT CONDITIONS

The same conditions — that is, added dynamics settings — were considered in both of the
human-in-the-loop experiment and the offline simulations. The baseline aircraft dynamics
remain constant for all conditions, and the added dynamics are different for each condition.
For the added dynamics H,;4.4, in total there are three parameters that can be modified:
the natural frequency wg),, the damping ratio {1, and the damping ratio {». The natural
frequency w4, determines the frequency on which the dipole, and hence the perturbation
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of Hpaseline, 18 centered. Since the crossover frequency of the manual control task is usu-
ally between 2 and 5 rad/s [26], in order to cover a relatively wide range of frequencies,
the selected natural frequencies of wqp are 1,3, and 7 rad/s, respectively. Then at each
frequency wgp, two combinations of the numerator and denominator damping ratios are
tested: ¢{; = 0.2 and {» = 0.7 for a “down” and {; = 0.7 and {, = 0.2 for an “up” dipole,
respectively [2]. Moreover, to enable a direct comparison with human operator control be-
havior of the baseline aircraft dynamics, the baseline aircraft without any added dynamics
are also tested. Table 4.2 lists all conditions, where “B” represents the baseline condition.
The frequency responses of all added dynamics conditions are shown in Figure 4.3, plotted
against the MUAD envelope [2] for reference.

Table 4.2: Simulation and experiment conditions

Conditions  wgp, rad/s (1,- (o.,-

Down Cl 1 0.2 0.7
Up C2 1 0.7 0.2
Down C3 3 0.2 0.7
Up C4 3 0.7 0.2
Down C5 7 0.2 0.7
Up C6 7 0.7 0.2

Baseline C7(B) - - -

20
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Figure 4.3: MUAD and all added dynamics.

4.2.2. COMPUTER SIMULATION

FORCING FUNCTIONS

The forcing functions for computer offline simulation are the same as used in the experiment
(see Eq. (4.1)), including both target and disturbance forcing functions. To allow for the
use of spectral analysis, the time duration of both forcing functions used in the simulation
is 81.92 s, which is the same as the experimental measurement time. The frequency range
of the simulation is:

Wsim = WmNsim, @7
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where w,, = 2mw/81.92 s = 0.077 rad/s is the measurement base frequency, and Ng;., is an
equal spaced integer sequence: Nsi,,; = 1,2,3,...,4096.

DECISION VARIABLES

According to Egs. (4.5,4.6), the human operator control behavior is quantified by five pa-
rameters for the compensatory tracking task, which are Ky, Tiead> Tiag> Tvs Cnm and @ppm.
However, it is known that human operators mainly adapt and optimize their equalization
terms Ky, Tjeqq and Tjqq to achieve optimal tracking performance. Parameters such as 7,
C{nm and 0y, represent the inherent physical visual and neuromuscular limit of human op-
erators, and thus are treated as constants throughout the simulation: 7, =0.25 s, {,, =0.2
and wp;, = 10 rad/s. These parameters values were referred to [20] for the tracking task
with the same aircraft dynamics. Since the visual gain K, depends largely on the stick
gain and the gain of the controlled dynamics, it is not selected as the decision variable for
optimization. However, in a compensatory tracking task the ranges of the target crossover
frequency w.,; and the target phase margin ¢y, ; are better known [26]. Thus it is conve-
nient to use both w. ; and ¢, as the decision variables for the optimization. However, by
the definitions of target crossover frequency and target phase margin, only two constraint
equations are not enough to derive the extra three parameters (Ky, Tiead, Tiag). Thus Tiag
is chosen as an extra decision variable. Summarizing, there are three decision variables for
the optimization:

Psim = [we,t, dm,t» Tlag]v 4.8)

where another two human operator model parameters K, and Tj.,4 will be derived using
the variables in Eq. (4.8).

OBIJECTIVE

As the goal of the compensatory tracking task is to minimize the error signal e in Figure 4.1,
it is assumed that the objective of the simulation is to minimize the variance of the error
signal while keeping the control activity at an acceptable level:

2 2
. O¢ gy

Jsim = argmin [(_lesim) + CW(_lesim)]v (4.9)
Pam O, 5,

where 02 is the variance of the error signal representing the performance of the tracking
task: the lower the value, the better the performance, Ui is the variance of the control sig-
nal: the lower the value, the less the control activity, O'ZZ is the variance of the target forcing
function, and Cyy is a weighing factor balancing the tracking performance and control ac-
tivity. Both 62 and ¢ are normalized by U?t, which is used to cancel out the effects of the
power of the target forcing function. Preliminary simulations with various Cy, values have
been done in order to study the effects of the weighing factor on simulated human operator
control behavior. Compared with the experiment results, it was found that for all the tested
conditions a common value of the weighing factor cannot be found. Moreover, for any
added dynamics without experiment test, the trade-off between tracking performance and
control activity cannot be known in advance. To keep things simple, it was decided to keep
Cw =0 throughout all simulations.
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DERIVATION OF Tjeqq

Using the decision variables in Eq. (4.8), the lead time constant T7.,4 can be derived
based on the definition of the target phase margin. The frequency responses of the baseline
dynamics, added dynamics and human operator dynamics in Figure 4.1 are:

: Ko5,(Tp, jw +1)
Hpaseline(jw) = 22{5,; ) 4.10)

[(Lﬁj‘;)h jo+1]

(1“’)2+2‘1 jo+1
Hagdea(jw) = 4.11)
adde (%)2 2(2 ]a)+1

T, iw+1)% _; w?
Hy o) = Ky e e S @12)
Tlug]w+ 1 (Jw)* + 20 nm@pm jw + whp,
where [Ky, Tjeqq] are the only unknown variables.
When w = w,;, the phases of Egs. (4.10,4.11,4.12) are:
Z(Sp
T wsp c,t
Z Hpaselinelo,,, = arctan(Tg,wc,¢) — 5" arctan(l_—ui[)z), 4.13)
Wsp
Ly, Ly,
ZHgddedlw,, = arctan( w” 2) —arctan (W) 4.14)
Wdp Wap
WnmWw
ZHplw,, = =0, Ty+2arctan(Tjeqqwe, ) —arctan(Tjqgwe, () — arctan(cnm—"mZ”). 4.15)
nm = We;
According to the definition of the open loop target phase margin:
Gm,r = lHt,ollwc_l +7, (4.16)

where ¢y, is the target phase margin, and ZH; 4;lw,,, is the phase of the open loop system
at crossover frequency wg,;:

4Ht,ol|wc,[ = 4Hp|wc_t + 4Hadded|wc,, + 4Hbaseline|wc_l- (4-17)

In Eq. (4.17) Tjeaq is the only unknown variable and can be derived as:

tan ﬁbM,t_n_éHaddedlwc,; _AHhaselinelwg,z _éHp,paerC,[

Tiead = 2 : (4.18)
We, t

where ZHy, parilw,,, is the phase of H), at crossover frequency w.,; except the term of Tjeqq:

ZHp partlo,, = £LHplw,, —2arctan(Tjeqqwc,r). 4.19)
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DERIVATION OF K,

The visual gain K, is derived using the definition of the target crossover frequency. When
® = w¢,r, the gain of the baseline aircraft dynamics Hpggeiine. the added dynamics Hjggeq
and the human operator dynamics Hy, are:

Ko s5,(Tg, jwe,e +1)

|Hpaselinelw r = | - [, (4.20)
¢ . B 2sp .
JoLet? + 22 g +1)
(et} 4+ 250 jw, + 1
|Hadded|wc,, =] J0eio o . [, (4-21)
(w_dp) +2@]w(;y[ +1
T, jwe+1)°2 _. w?
|Hplo,, = |Ky(le‘“”_—“)e—1wc,zr,, : _ nm__ _, (4.22)
' Tlag]wc,t+1 (Jwe,1)* +20nmWpm jwe,r + 0%y,
where subscript ,, represents © = wc,;.
According to the definition of the open loop target crossover frequency:
|Hp|wm : |Hadded|wc,t : |Hba5eline|wc,[ =1. (4~23)
In Eq. (4.23) K, is the only unknown variable and can be derived as:
1
K, = , 4.24)
|Hadded|wc_, . |Hbaseline|wc_, : |Hp,part|wc_[
where |Hp partlw,,, 18 the gain of H), at crossover frequency wc,; except Ky
(Tieaajwe, +1)* _; w?
|Hp,partlo,, = |10t Tr —— . —1. (425
Tlag]wC,t+1 (Jwe,)* +20nmWpm jwe,r + Wnm

FREQUENCY RESPONSES OF RELATED TRANSFER FUNCTIONS
The frequency responses of the transfer functions related with the error signal e and the
control signal u are needed for the derivation of g2/ (7;[ and o2/ 0%:

1
H, f (jw) = , , —, (4.26)
efid 1+ KsHy(jw)Haqdea(jw) Hpgseline (jw)
—H (i
He,fd (jw) = : baselme.(]w) _ 4.27)
1+ KsHp (jw) Haadea (j©) Hpaseline (j®)
-K:H jw) H, ine(J
He,n(jw) — s added(]w) basellne(]w) (4.28)

1+ KsHp (jw)Hgggea(jw)Hpaseline (jw) ’

where H 5, (jw), Hey,(jw), Hen(jw) are frequency responses of the transfer functions
between the error signal e, target forcing function f;, disturbance forcing function f; and
remnant n, respectively.
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, Hy(jw)
Hyf(jow) = - - —, (4.29)
1+ KsHp(jw)Hgddea (Jw)Hpaseline (jw)
-H,(jw)H, ine(jw
Hyp, (jo) = : p(jw) base.lzne(] ) _ (4.30)
1+ KsHp(jw)Hgdded(jw) Hpaseline (Jw)
. 1
Hyu(jw) = (4.31)

1+ KsHp(jw)Hadded(jw)Hbaseline(jw) '

where Hy 7, (jw), Hy ,(jow), Hyn(jow) are frequency responses of the transfer functions
between the control signal u, target forcing function f;, disturbance forcing function fy
and remnant n, respectively.

DERIVATION OF K,
The remnant n of the human operator in Figure 4.1 is modeled as filtered white noise, as
can be seen in Figure 4.4:

Human operator model
low-pass filter adaptive gain

—»  H,(s)

visual response

H17(3>

f(l
stick gain ~ added dynamics baseline dynamics
Us i | Ug + 0, (%
Ky —*Hoddea(s) Hyasetine(s) >

Figure 4.4: A schematic representation of the simulation remnant.

In Figure 4.4, w is Gaussian white noise, and Hj, is a third order low pass filter [25]:

3

n R 4.32
(82 + 20wy s+ W2) (s +wp) (4.32)

w
Hy(s) =

where (, =0.26 and w, = 12.7 rad/s. In Figure 4.4, K,, is an adaptive gain in order to keep
the ratio between the variance of the remnant n and the variance of the control signal u
constant:

=1 (4.33)

Q|Q
IS IS

where 02 is the variance of the remnant and ¢, is the variance of the control signal. Mul-
tiple remnant ratios will be simulated and compared with the experiment results in order
to select a most suitable remnant ratio for future experiment predictions. For the following
derivation, (jw) representing frequency responses is omitted for simplicity.

From Figure 4.4 it is known that:

N =K,H,W, (4.34)




82 4. QUANTIFYING HUMAN OPERATOR CONTROL BEHAVIOR WITH SIMULATIONS

where N is the Fourier transform of the remnant n, and W is the Fourier transform of the
white noise w. The square of the magnitude of the Fourier transform of remnant is:

NN = |H,W|*K?, (4.35)

where the over-line above N represents the complex conjugate of corresponding Fourier
transforms.
The Fourier transform of the control signal u is:

U:Ft'Hu,ft+Fd'Hu,fd+N'Hu,n, (4.36)

where F; is the Fourier transform of the target forcing function f;, Fj; is the Fourier trans-
form of the disturbance forcing function f;;.
The square of the magnitude of the Fourier transform of control signal is:

UU = AwwK?2 + (Ax, f, + Ak 1) Kn + (Af o+ Afyp+ Af 1)), (4.37)
where:
Aww = HynHy WP, (4.38)
Ak, f, = FeHy £, HunHoW + F;Hy, £, Hyn Ho W, (4.39)
Ak, £, = FaHy £ Hun HaW + FgHyy, g, Hyn Ha W, (4.40)
Apg, = | Hy 1, Fil?, (4.41)
Afyf, = Hu,f,Fal?, (4.42)
Ag, g, = FeHy f FaHy f, + FrHy 1, FaHy g, (4.43)

The ratio between the variance of the remnant n and the variance of the control signal
uis:

_ S Smdo _ /NNdw _ .
Uzu fSuudw fUﬁdw '

(4.44)

where Sj, is the power spectral density of the remnant, and S, is the power spectral
density of the control signal.
Substituting Eq. (4.35) — Eq. (4.43) into Eq. (4.44) yields:

E,K3 ~
E\K2+EK,+E;

I (4.45)

where:
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Elzjfawwdw, (4.46)

By = f (Ak, 7, + Ak, 1,)do, (4.47)
E3= f (Aff, + Afy g+ Ag ) dw, (4.48)
E;= f |H,W?dw. (4.49)

The adaptive gain Kj, in Figure 4.4 can be derived from Eq. (4.45):

P V/(E21)% —4(E1 1 — Eq)(E37)
" 2(Eyr — Ey)

where a minus sign is put in front of the square root in Eq. (4.50) to select the positive
solution K, of Eq. (4.45).

, (4.50)

DERIVATION OF PERFORMANCE AND CONTROL ACTIVITY
Similarly, the square of the magnitude of the Fourier transform of error signal e is:

E=F;-Hef +Fq -Hef,+N-Hep, 4.51)

EE= waK,Zl + (Ban[ + Band)Kn + (szfz + defd + Bftfd)’ (4.52)

where E is the Fourier transform of the error signal e, and:

Buw = |Hen Ha W/, (4.53)

Bk, f, = FtHo, f, Hon HoW + Fy Hy 1, Ho,n Hy W, (4.54)
Bg, 1, = FaHe,fy Hen HaW + FgHe, , He,n Hy W, (4.55)
By, f, = |H, s, Fil?, (4.56)

B, r, = |He,ded|2, 4.57)

Bf,f, = FiHy f,FaHe f, + FrHe 5, FaH, f,. (4.58)

The normalized tracking performance of the simulation is:

a_iz [Seedw  [EEdw
0'% fsftftda) thFtdw’

(4.59)
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where S, is the power spectral density of the error signal, and Sy, y, is the power spectral
density of the target forcing function.
The normalized control activity of the simulation is:

0% JSuwdow _ [UUdw
P " TSpde” [

(4.60)

CONSTRAINTS

In the simulation a set of linear constraints is used to limit the ranges of all three decision
variables in Eq. (4.8):

0= wet <Wctmax

0=<bm: = Pm,t,max (4.61)
0= Tlug = Tlag,maxr

where w1, max 1s the maximum target crossover frequency, ¢, 1, max 1S the maximum target
phase margin, and Tj4g max is the maximum lag time constant. According to [26], the
crossover frequency is usually between 2 rad/s and 5 rad/s. In the simulation, it is set that
We,t,max = 6 rad/s and ¢, 1, max = 2.88 rad (around 165°). The maximum lag time constant
is set Tiqg,max = 6 8 in the case that the human operator could generate lag at very low
frequencies.

Another constraint is used to limit the range of the lead time constant:

0=Tieqaq = min(Tlag» Tlead,max)r (4.62)

where Tjeqd,max  is the maximum lead time constant. In Figure 4.5, a down dipole (wqp =
1 rad/s, {; = 0.2, {» =0.7) is added to the baseline aircraft dynamics. It can be seen that
the slope of the magnitude of the total controlled dynamics starts to decrease at around
o = 0.4 rad/s. According to [26], it is assumed that the lowest frequency at which the
human operator could generate lead will be at w = 0.4 rad/s, meaning that Tjeqq,max = 2.5
S.
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Added dynamics
===+ Total dynamics
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10 10° 10t
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Figure 4.5: An indication of the lowest frequency for human operator to generate lead.
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Meanwhile, the lead time constant should be smaller than the lag time constant. As can
be seen in Figure 4.5, for the controlled dynamics such as the baseline aircraft dynamics,
TLf?z < wsp. To make the open loop system a single integrator, the human operator generates
lag at lower frequency and generates lead at higher frequency. Thus Tj.,4 should not exceed
Tiag [20, 25]. In the simulation, Tjeqq can equal 0, meaning that the equalization term of the
human operator model is a pure lag; or Tjeqq can equal Tj,e, meaning that the equalization

term of the human operator model is a pure lead.

SIMULATION ROUTINE

The inputs into the simulation include the target forcing function f;, disturbance forcing
function f;, white noise w, aircraft baseline dynamics Hpgge1ine, added dynamics Hygge4,
human operator visual time delay 7,, neuromuscular damping ratio {;, and neuromuscu-
lar natural frequency w,,,. The outputs of the simulation include the optimal normalized
tracking performance o2/ 0'%, normalized control activity o2/ crzt, visual gain K, lead time
constant Tje4q, lag time constant Tj,g, target crossover frequency w.,; and target phase
margin ¢, ;, as can be seen in Figure 4.6.

The Fmincon function with Sequential Quadratic Programing (SQP) algorithm Inte-
grated in MATLAB Optimization Toolbox is used to optimize the decision variables [w,,;,
Om,t> Tiagl (Eq. (4.8)) in order to minimize a2/ U% (Eq. (4.9)), by satisfying constraints
(Egs. (4.61,4.62)). The SQP algorithm used by Fmincon function is a local optimum algo-
rithm, meaning that a global optimum cannot be guaranteed. Global optimum algorithms
such as the interval analysis method [27, 28] guarantee to find the global optimum, de-
pending on the computer digital accuracy. However, these global algorithms take a lot of
computation time. Considering to simulate many more conditions with potentially interest-
ing added dynamics for the future experiment, a much faster local optimum algorithm such
as SQP is used.

To increase the chance of finding a lower value of 02/ Uzl, for each noise realization in
total 64 sets of initial guesses for the decision variables [w¢,¢, Pm,r» Tiag] are used for the
optimization, which are the combinations of:

(Dc,t|0 = {0'5) 1) 37 5} I'ad/s

N T

¢m,tlo = 120,50,80,110} - (1750) rad (4.63)
Tiaglo=10.5,1,3,5} s,

where each initial guess may end up with different performance o2/ Ui (the local optimum

effect), and the lowest value of o3/ will be chosen as the final normalized tracking
performance. This procedure forms the outer loop of the simulation routine, as can be seen
in Figure 4.6. To maximize the computation efficiency, the parfor function of MATLAB is
used for parallel computation for the 64 sets of initial guesses.

In the inner loop of Figure 4.6, when a certain set of initial guess of [w¢,r, Prm,t» Tiag]
is chosen, the adaptive gain Kj, is first calculated based on the initial values of the decision
variables. There is a chance that the calculated K}, is a complex number ( see Eq. (4.50)).
The SQP algorithm can handle the situation where the first iteration of the optimization is
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infeasible (for example, constraints violated), but cannot recover from the situation where
complex numbers appear. If the initial Kj, is a complex number, the simulation reverses
back to select a new initial guess [w¢,¢, Gm,t> Tiagl-

After the Fmincon routine, it is necessary to check whether the optimal [w¢,;, Om, 1,
Tj4g] is indeed found or not (the solution should at least satisfy the optimality conditions).
This depends both on the initial guess of the decision variables and the optimization set-
tings. Through preliminary tests, the step tolerance of the decision variables is set to 10™7
(all decision variables are normalized by their own maximum values first) and all the other
settings of optimization keep the default values of MATLAB 2015b. For one noise realiza-
tion, the optimal [w¢,¢, Pm,r» Tiag] can be found within 20 s using a 4-core 2.6 GHz laptop
computer.

To double check whether the optimal solution is feasible and keeps the system stable,
the adaptive gain Kj, is recalculated using the optimized [wc ¢, ¢m,t» Tiagl, and from that
calculation Kj, should be a non-negative real number and the system should be stable. Oth-
erwise the simulation reverses to select a new set of initial guess and repeats the procedure.

Finally, all the normalized tracking performance aﬁ/a% outcomes corresponding with

different initial guesses are compared with each other. The minimum Uﬁ/a?t is chosen as

the final normalized tracking performance for one single noise realization. Meanwhile the

corresponding optimal [Ky, Tieqds Tiag> We,ts Gm,t» a2/ a%] are stored for further analysis.
A schematic representation of the simulation routine is provided in Figure 4.6.

4.2.3. EXPERIMENT

In this section, the human-in-the-loop aircraft pitch attitude compensatory tracking experi-
ment (Figure 4.1) is introduced. First, the dependent measures and the methods of the anal-
ysis are explained. Second, the apparatus and the experiment procedures are introduced. In
the end the hypotheses are stated.

DEPENDENT MEASURES AND DATA ANALYSIS

The measured variables in the experiment include the time histories of the tracking error
e, the control signal u and the pitch angle 0 during each run, see Figure 4.1. From these
measurements the variance of e and the variance of u are calculated as the measures of
tracking performance and control activity, respectively. Based on the measures of e and 0,
the Fourier coefficient (FC) method [23, 25] is used to identify the nonparametric open-loop
describing functions at the target signal frequencies w:

_9(jwy)
E(jw,)’

Ao (o) (4.64)
where H,; ;(jw) is the nonparametric target open-loop describing function, @ is the Fourier
transform of the aircraft pitch angle 6 and E is the Fourier transform of the error signal e.
Then the open-loop target crossover frequency w,, ; and phase margin ¢, ; representing the
manual control bandwidth and the stability are calculated from this nonparametric open-
loop describing function.

Similarly, based on the measures of e and u, a (nonparametric) frequency response
function (FRF) estimate of the human operator dynamics Hj, at the frequencies of both f;
and fy is also obtained as:
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Figure 4.6: A representation of the simulation routine.
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U(jwi,a)

) 4.65
E(jwta) (465)

I:Ip(jwt,d) =

where Flp( Jjw:,q) represents the estimated FRF and U is the Fourier transform of the control
signal u, see Figure 4.1. Finally, the human operator model parameters in Eqs. (4.5) and
(4.6) are estimated using the time-domain parameter estimation method of [25]. To evaluate
the quality-of-fit for all fitted human operator models, the Variance Accounted For (VAF)
is calculated. The VAF expresses the model quality in the percentage of the variance in the
control signal u that is captured by the model [21, 25].

To verify the statistical significance of observed trends in all dependent measures (per-
formance, control activity, target crossover frequency, target phase margin and all human
operator model parameters), statistical analyses are performed. First, a one-way repeated-
measures analysis of variance (ANOVA) is used to check for significant variations due to
the different added dynamics settings (Hgq404) over all seven experimental conditions. In
addition, for each dependent measure six paired t-tests (at a Sidak corrected significance
level of @ = 0.0085) are used to compare all six added dynamics conditions (C1-C6) with
the data of the baseline (B).

%} o F:
(a) The Human-Machine-Interaction Simulator (b) Compensatory pitch
(HMI). tracking display.

Figure 4.7: The Human-Machine-Interaction Laboratory (HMI) lab and compensatory pitch tracking display.

APPARATUS

The experiment was performed in the fixed-base simulator setup of the Human-Machine
Interaction Laboratory (HMILab) at the Faculty of Aerospace Engineering of Delft Uni-
versity of Technology (see Figure 4.7). During the experiment, subjects were seated in the
right cockpit seat and a right-handed sidestick was used for giving inputs to the controlled
dynamics. Only the pitch axis of the sidestick was active during the experiment; the roll
axis of the sidestick was fixed at the neutral position. The tracking error e in Figure 4.1
was presented to the subject through the primary flight display (PFD) directly in front of
the right seat, as shown in Figure 4.7(b). The display shows the pitch attitude tracking error
e as the distance between the center fixed aircraft symbol and the moving target line. The
aircraft symbol was static, and the target line moved to indicate the current tracking error
e. Note that this display is an “inside-out” display: to compensate for the tracking error
shown in Figure 4.7(b), the subject needs to give a (positive) pitch input, i.e., pull the stick.
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No other visual cues were presented during the experiment, that is, the secondary flight
displays and the outside visual system were switched off.

SUBJECTS AND EXPERIMENT PROCEDURES

Seven subjects aged between 25 and 54 years were invited to perform the experiment, all
students or staff of the Aerospace Engineering Faculty of Delft University of Technology.
All subjects had experience with similar manual control tasks from previous experiments.
The subjects received an experimental briefing on the overview and objective of the experi-
ment. Subjects were instructed to minimize the pitch attitude tracking error e presented on
the PFD as best as possible, without providing the details of the characteristics of the con-
trolled aircraft dynamics or added dynamics. Finally, all the subjects gave written informed
consent before the start of the experiment.

For each subject, the experiment started with an initial familiarization. During this
phase, subjects were allowed to familiarize themselves with the baseline aircraft dynamics
(condition B) for a total of 7 tracking runs. Following this initial familiarization, the testing
runs for all experiment conditions were performed. The order of the testing was determined
for each subject by a Latin square. Figure 4.8 shows the run order of Subject 1 for all the
conditions as an example. Note that condition of the baseline aircraft dynamics (C7(B)) is
also included in the Latin Square design. Figure 4.8 also shows that each condition was
tested in two stages. The first subjective evaluation stage covers the first 4 runs performed
for each condition and was used to collect subjective feedback from the subject about the
noticeability of the differences with the baseline aircraft dynamics. Among these first 4
runs, the baseline aircraft dynamics (B) is randomly inserted. However, in the experiment
briefing subjects were informed that the baseline aircraft dynamics could appear at any run
of the subjective evaluation stage, and the number of its appearances could be between 0
and 4. For example, in Figure 4.8 the first testing condition of Subject 1 is C3. After the
Ist run (R1), he was not required to give any feedback. After the 2nd run (R2), he was
required to give subjective feedback by comparing R2 with R1 in the aspects of: tracking
performance, control activity and responsiveness of the dynamics. Moreover, a score indi-
cating the general level of difference was also given by subjects, where “0” indicates “no
difference”, “1” indicates “slightly different”, “2” indicates “notably different” and “3” in-
dicates “very different”. The subjective feedback was required at the end of R2, R3 and R4
for each testing condition. The results of the subjective ratings of each subject can be seen
in Appendix B. After the first 4 runs, subjects were informed that the controlled dynamics
would remain the same for the rest of the runs. The second measurement stage starts from
the 5th run of each condition and is used to collect the data (i.e., five measurement runs for
each conditions at a stable level of performance) for human operator model identification.
The root mean square (RMS) of the error signal e was recorded by the experimenter and
reported to the subject after each run. When RMS(e) clearly stabilized and five repetitions
were collected, the testing of this condition was completed. In general, around 11 runs were
necessary for each experimental condition to complete.
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Subjective evaluation stage Measurement stage

RL [ R2 [ R3 [ R4 | R5 | R6 | R7 | R8 | R9 | R10 [ R11
C3 B C3 C3 C3

C1 C1 B C1 C1

B C5 C5 C5 C5

C4 C4 C4 B C4

c7(B)
B Cc2 C2 c2 c2
C6 B C6 C6 C6

Figure 4.8: The run order of Subject 1 for all the conditions. The baseline aircraft dynamics (B) is randomly
inserted among the first 4 runs, for each condition. The added dynamics of different conditions can be seen in

Table 4.2.

Each testing run lasted 95 s. In order to obtain stable control output from the subject,

the first 8.08 s and the last 5 s data were cut off. Thus 81.92 s of data were used for the
frequency domain analysis. The sampling frequency was set at 100 Hz.

HYPOTHESES
For the experiment, the following hypotheses were formulated:

1. Dipoles added outside the crossover region have no effect on tracking performance,

control activity and human operator control behavior. The controlled dynamics
within the crossover region are considered to be the most crucial with respect to
tracking performance, control behavior and handling qualities [1, 2, 26]. Thus it is
expected that for C3 and C4 (wg) = 3 rad/s) the tracking performance, control activ-
ity and human operator control behavior will be different from those of the baseline.
For C1 and C2 (wg4p = 1 rad/s) and C5 and C6 (wqp = 7 rad/s), it is expected that for
all the dependent measures there is no difference with the baseline.

. The effects of the up and down dipoles at 3 rad/s on tracking performance, control

activity and human operator visual gain are opposite (mirrored) and significantly
different from the baseline. The main difference between the down and up dipoles is
that the down dipole decreases the gain of the controlled dynamics (compared with
the baseline) while the up dipole increases the gain of the controlled dynamics. It is
expected that, compared with the baseline, the tracking performance with the down
dipole (C3) is worse, that the control activity increases and that the human operator
visual gain increases. In contrast, the tracking performance with the up dipole (C4) is
expected to be better, with decreased control activity and human operator visual gain
compared to the baseline.

4.3. RESULTS

4.3.1. EXPERIMENT RESULTS

This section first presents the subjective ratings given by our subjects regarding the notice-
ability of the different added dynamics compared to the baseline aircraft dynamics. Then
the objective control behavioral measurements collected from the experiment are shown.
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SUBJECTIVE RATINGS

In Figure 4.9, the subjective rating scores of all subjects over all conditions are shown.
The original scores given by each subject are only integers: 0,1,2 and 3. In Figure 4.8, it
can be seen that the baseline condition (B) randomly appears among the first 4 runs of the
subjective evaluation stage. For C3 and C1, the baseline condition (B) locates at R2 and R3
respectively. The subjective rating score is then averaged between R2 and R3. For C5, the
baseline condition (B) appears at R1, thus only the subjective rating score at R2 is valid.
For C4, the baseline condition (B) appears at R4, thus only the subjective rating score at R4
is valid. For C7 (B), the subjective rating score is averaged over R2, R3 and R4.

As can be seen in Figure 4.9, the scores of different subjects are not consistent, and
no general trend can be observed of different subjects over different conditions. Moreover,
even though the mean score of the baseline condition (B) has the lowest value, it is not ex-
pected. The subjects should not notice any difference between testing runs for the baseline
condition (B), since all the controlled dynamics in C7 (B) (see Figure 4.8) are exactly the
same. The details of the subjective ratings of each subject are given in Appendix B.

B cicz C3C4 C5C6

Figure 4.9: Subjective ratings for different conditions. The lines connecting different conditions are only for
viewing convenience.

TRACKING PERFORMANCE AND CONTROL ACTIVITY

Figure 4.10a provides the variance decomposition of the error signal e for each condition
averaged over the seven subjects. The error bars show the 95% confidence intervals of
the total o2, The data have been corrected for between-subject variability. The solid line
connecting C1, C3 and C5 shows the change of the means of the “down dipole" conditions
(¢1=0.2, {2 =0.7), and the dashed line connecting C2, C4 and C6 shows the change of the
means of the “up dipole" conditions ({; = 0.7, {2 = 0.2). The baseline condition is indicated
as “B” in the figure. An asterisk symbol above the data from a certain condition indicates a
statistically significant difference between this condition and the baseline, as found with a
t-test.
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Figure 4.10: Variance decompositions of the error signal e and control signal u for each condition, averaged over
seven subjects.

Table 4.3: ANOVA results for a% and U%,, where * is significant (p < 0.05), and - is not significant (p = 0.05 ).

o5 0%
Factor  df F  Sig.  df F  Sig
H.  23% 194 * 20% 712 *

Table 4.4: Paired t-test results for a% and crzu, where * is significant (p < 0.0085), and - is not significant (p =
0.0085).

og o

Factor df t Sig. df t Sig.
Cl-B 112 64 * 11.8 9.8 *
C2-B 109 -07 - 75 -36 *
C3-B 8.3 0.5 - 10 29 -
C4-B 101 638 * 7.1 -3.8 *
Cs5-B 117 33 * 9 1.4 -
C6-B 8.8 0.7 - 66 24 -

In Figure 4.10a, performance with C1 is significantly worse than that of the baseline
(t(11.2) = 6.4, p < 0.0085). The added down dipole at 1 rad/s reduces the gain of the con-
trolled dynamics at frequencies where the forcing function has most of its power. The
human operator has to increase his gain in order to compensate for the gain loss due to the
down dipole. However, this could lead to very high control activity. The performance of C3
is close to that of the baseline, even though the down dipole is located at 3 rad/s, within the
manual control crossover frequency region. The low gain with the down dipole moves away
from the low frequency region (0.46 rad/s to 2.07 rad/s) where the forcing function has most
of its power, and the human operator may use a similar control strategy as for the baseline to
obtain an acceptable and similar performance. Performance of CS is significantly different
from that of the baseline (#(11.7) = 3.3, p < 0.0085), the reason may be that the performance
of Subject 3 of C5 is much worse than all the other subjects. It can be seen in Figure 4.10a
that the performance of C2 is close to that of the baseline. Compared with the down dipole
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of C1, the up dipole increases the gain of the controlled dynamics, thus the human operator
may not need to change his control behavior and a similar performance with the baseline
can be obtained. The performance of C4 is significantly worse than that of the baseline
(t(10.1) = 6.8, p < 0.0085). This is probably due to the fact that the baseline aircraft short
period frequency wsp, is very close to 3 rad/s, and the phase of the total controlled dynamics
decreases strongly between 2 rad/s and 4.4 rad/s. The performance of C6 is close to that of
the baseline. The quick phase drop due to the dipole happens beyond 7 rad/s, which is far
away from the aircraft short period frequency w;, and would not destabilize the system. A
similar performance as for the baseline may be obtained by the human operator.

In Figure 4.10b, the control activities Ui of all conditions are shown. The control
activity of C1 is significantly higher than that of the baseline (#(11.8) = 9.8, p < 0.0085).
This is due to the fact that the human operator has to increase his gain (thus the control
activity) to compensate for the performance loss caused by the low gain with the down
dipole at the frequencies where the forcing function has most of the power. Moreover,
it can be seen that the mean of the control activity decreases when the down dipole moves
from 1 rad/s (C1), through 3 rad/s (C3) and to 7 rad/s (C5). When the down dipole moves to
a higher frequency, for example 7 rad/s, where the forcing function has less power, the low
gain brought by the down dipole has less effect on the performance, and the human operator
needs to compensate less. Similar reasoning can be applied to the up dipole conditions (C2,
C4 and C6), where the control activity increases when the up dipole moves from low to
high frequencies.

CROSSOVER FREQUENCIES AND PHASE MARGINS

Figure 4.11 shows the means of the target crossover frequencies w, ; and phase margins
¢m,: over seven subjects for all conditions. The error bars show the 95% confidence inter-
vals and the data have been corrected for between-subject variability.

As can be seen in Figure 4.11a, the target crossover frequencies of C1 and C2 are close
to that of the baseline. It may be due to the fact that the human operators may be able
to adapt their own visual gain to compensate for the changes brought by the up and down
dipoles at 1 rad/s, which is also reflected in Figure 4.10b for the control activity. For the
added dynamics at 3 rad/s, the target crossover frequency of C4 is higher than that of C3 and
is also the highest among all the conditions. During the experiment, most of the subjects
reported that the controlled dynamics of C4 were less stable than others and difficult to
control, which also corresponds with the worse performance in Figure 4.10a and low phase
margin in Figure 4.11b. At 7 rad/s, the target crossover frequencies of C5 and C6 are close
to that of the baseline, since at 7 rad/s the added dynamics may have less effect on control
behavior. Table 4.5 shows that there is no significant difference among conditions, thus no
t-test was conducted for the target crossover frequency.

In Figure 4.11b it can be seen that only the phase margin of C3 (#(12) = -3.2,p <
0.0085) is significantly different than that of the baseline. The average phase margin of C4
is the lowest among all the conditions but due to its wide spread Table 4.6 shows that it is not
significantly different from that of the baseline. The phase margins of other conditions are
relatively close to that of the baseline, indicating that these systems have similar stability.
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Figure 4.11: Target crossover frequencies and phase margins for each condition, averaged over seven subjects.
The grey area marks the range of the baseline condition, and the asterisk marks the condition significantly
different from the baseline condition.

Table 4.5: ANOVA results of the target crossover frequencies and phase margins, where * is significant (p <
0.05), and - is not significant (p = 0.05 ).

We,t Pm,t
Factor df F Sig. df F Sig.
H, 2,088 34 - 2.388 6.6 *

Table 4.6: Paired t-test results for the target phase margins, where * is significant (p < 0.0085), and - is not
significant (p = 0.0085 ).

Pm,t

Factor df t Sig.
Cl1-B 9.5 -1.7 -
C2-B 108 -15 -
C3-B 12 -32 *
C4-B 73 -2.9 -
C5-B 115 0.1 -
C6-B 113 1 -

HUMAN OPERATOR MODEL FITTING RESULTS
Figure 4.12 shows the human operator modeling results for Subject 7 for conditions B, C3,
and C4. The frequency response functions at both target and disturbance forcing function
frequencies are shown with circular and triangular markers, respectively. The error bars
show the sample standard deviations of the FRF estimates over the five measurement runs.
Finally, the frequency response of the total controlled dynamics is also shown, for reference.
As can be verified from Figure 4.12, the fitted human operator models in general show
very good agreement with (independently estimated) FRFs. Also, the attained VAF values
are high (>80%), which means that the human operator model output accurately describes
the measured output u. The results in Figure 4.12 are representative for all collected data,
i.e., for all other subjects and conditions, the VAF values between 75% and 95% were
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attained. Only for the data of Subject 2 in conditions C2 and C4, the human operator

modeling results were less accurate, with VAFs of around 61% and 68%, respectively.
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HUMAN OPERATOR MODEL PARAMETERS

Figure 4.14 shows the error-bar plots of the human operator model parameters for all con-
ditions. The error-bars indicate the 95% confidence intervals of the means over the seven
subjects. The data have been corrected for between-subject variability.

In Figure 4.14a, it can be seen that the visual gain of C1 is significantly higher #(10.7) =
5, p < 0.0085) than that of the baseline, and this corresponds with the high control activity
of C1 in Figure 4.10b. Moreover, the visual gain decreases as the down dipole moves from
1 rad/s (C1), through 3 rad/s (C3) and to 7 rad/s (C5). This also corresponds with the
decreasing control activity from C1 to C5 in Figure 4.10b. When the down dipole moves
from 1 rad/s to 7 rad/s, the human operator needs less visual gain due to the fact that the low
gain with the down dipole has less effect on the performance at higher frequencies. As the
up dipole increases the gain of the controlled dynamics, the human operator could reduce
his visual gain (C2 in Figure 4.14a) and the control activity (C2 in Figure 4.10b) to achieve
a close performance (C2 in Figure 4.10a) with the baseline. In Figure 4.14a, when the up
dipole moves to 3 rad/s (C4) and 7 rad/s (C6), the human operator needs to increase the
visual gain (compared with C2) due to the fact that the gain increase due to the up dipole
has less effect on the performance at higher frequencies.

In Figure 4.14b, only the visual time delay of C4 is significantly different from that of
the baseline (£(9.3) = —6.4, p < 0.0085). This may be attributed to the fact that the controlled
dynamics of C4 are much less stable than that of other conditions. A lower visual delay may
help the operator stabilize the system.

In Figure 4.14c, it can be seen that the lead time constants of C1 (£(10.1) = —5.2,p <
0.0085) and C2 (#(11.4) = 6.4, p < 0.0085) are significantly different than that of the base-
line, and in Figure 4.14d, the lag time constant of C1 is close to that of the baseline but the
mean of the lag time constant of C2 is higher than that of the baseline. Since the value of the
lag time constant Tj,e should be higher than that of the lead time constant Tjeqq [20, 25],
meaning that the human operator would first generate lag at a certain lower frequency, then
the lead could be generated later at a certain higher frequency. Moreover, the open-loop
system is usually a single integrator near the crossover region [26]. The changes in Tjpqq
and Tj,4g for C1 and C2 are further explained in Figure 4.13 using Subject 7 as an exam-
ple (similar to Figure 4.12). In Figure 4.13a, for example, two vertical dashed lines show
the frequencies of 1/ Tjeqq (generating lead) and 1/ Tj, (generating lag), respectively. The
shaded area indicates the frequency range within which the controlled dynamics are single
integrator like. Due to the fact that both of the controlled dynamics of C1 and the baseline
are close to a single integrator from very low frequency until around 0.6 rad/s, their lag time
constants are close (1/Tj 44 are therefore close). However, since the gain of the dynamics of
Cl1 increases between 1 rad/s and 2.3 rad/s due to the dipole, the lead term of C1 is generated
at a higher frequency of 2.83 rad/s (compared with the baseline) in order to obtain open-
loop dynamics for C1 that approximate a single integrator. Thus the lead time constant of
C1 (1/2.83 s) is lower than that of the baseline (1/2.06 s). As for the controlled dynamics
of C2, the single integrator like part ends at frequency around 0.4 rad/s, moreover, the gain
of the controlled dynamics increases between around 0.4 rad/s to 1 rad/s. Thus the human
operator generates lag at 0.34 rad/s (close to 0.4 rad/s), and the lag time constant (1/0.34
s) is therefore higher than that of the baseline (1/0.45 s). Beyond 1 rad/s, the gain of the
controlled dynamics of C2 decreases and in order obtain a single integrator like open-loop
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response, the human operator generates lead at frequency of 1.58 rad/s which is lower than
that of the baseline, thus the lead time constant of C2 (1/1.58 s) is higher than that of the
baseline (1/2.06 s).

In Figure 4.14c, it can be seen that the lead time constants for conditions C3 and C4
are close, and in Figure 4.14d, the lag time constant of C3 is much lower than that found
for C4. This can be verified from Figure 4.12c¢ and Figure 4.12e. In Figure 4.12c, the
single integrator like part of the controlled dynamics of C3 ends at around 2 rad/s, and in
Figure 4.12e, it ends at around 0.6 rad/s. Thus the human operator needs to generate lag in
C4 at lower frequency compared with C3, and the lag time constant of C4 is higher than that
of C3. The lead time constants of C3 and C4 are close, and this may attribute to the fact that
both the controlled dynamics of C3 and C4 change their frequency response characteristics
at around 2.4 rad/s.

In Figure 4.14c, the lead time constants for conditions C2 and C5 are seen to be sig-
nificantly higher (i.e., around 0.65 s) than the baseline average of around 0.49 s. On the
other hand, for conditions C1 and C6, a significant drop in Tj.,4 is found. These effects
can be directly linked to human operator compensation for the phase lead or lag induced by
the added dynamics in the crossover region. Up dipoles at low frequencies (C2) and down
dipoles at high frequencies (C5) give additional lag around crossover, that operators can
negate by increasing their Tj,,4. Similarly, for conditions C1 and C6 the added dynamics
provide phase lead around crossover, meaning less is required from the operator to retain the
same level of stability. Somewhat surprisingly, dipoles very close to the crossover region
(conditions C3 and C4) do not result in any notable adaptation of Tj,,4. Figure 4.14d shows
that the lag time constant data (7}4¢) has much more spread and no significant differences
with the baseline data for any of the conditions.

Figures 4.14e and 4.14f show the damping ratios and natural frequencies of the neuro-
muscular system for all conditions, respectively. Only the natural frequency for condition
C4 is seen to be significantly different from the baseline data (#(11.5) = —3.2, p < 0.0085).
Overall, the neuromuscular parameters thus show little primary adaptation to the different
added dynamics settings.

Table 4.7: ANOVA results of the human operator model visual parameters, * is significant (p < 0.05), - is not
significant (p = 0.05 ).

Ky Tieaa Tiag Tv
Factor  df F Sig. df F Sig. df F Sig. df F Sig.
H. 6  36.1 * 2.588 58.8 * 6 124 * 6 221 *

Table 4.8: ANOVA results of the human operator model neuromuscular parameters, * is significant (p < 0.05), -
is not significant (p = 0.05 ).

{nm Wnm
Factor df F Sig. df F Sig.
Hc 3.282 7.5 * 6 7.2 *
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Table 4.9: Paired t-test results of visual parameters, where * is significant (p < 0.0085), and - is not significant (p

=>0.0085 ).
Ky Tiead Tlag Ty
Factor df t Sig df t Sig. df t Sig. df t Sig.
Cl-B 10.7 5 * 10.1 -5.2 * 10.8  -0.5 - 11 -0.2 -
C2-B 9.6 -3.1 - 11.4 6.4 * 10.8 2 - 8.4 0.5 -
C3-B 11.8 1.1 - 11.3 -23 - 9.2 -2.7 - 10.7 23 -
C4-B 12 ) - 10.7 -1 - 10.3 2.1 - 93 -64 *
C5-B 11.6  -0.5 - 11 4.7 * 11.7 1.1 - 9.6 0.6 -
C6-B 11.1 1.2 - 11.5 -5.9 * 12 0.8 - 11 -0.5 -

Table 4.10: Paired t-test results of neuromuscular parameters, where * is significant (p < 0.0085), - is not

significant (p = 0.0085 ).

Cnm Wnm
Factor df t Sig. df t Sig.
C1-B 11.5 -0.4 - 7.8 0.01 -
C2-B 11.9 1.3 - 9.4 -0.2 -
C3-B 11.3 2 - 11.9 1.3 -
C4-B 8.7 -1.7 - 11.5 -3.2 *
C5-B 11.9 1.4 - 11.6 -1.8 -
C6-B 11.5 0.3 - 8.2 1.5 -
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Figure 4.13: Subject 7 compensatory model fits and frequency response functions for conditions of C1, baseline
and C2. The shaded area in each figure indicates the frequency range within which the controlled dynamics are
single integrator like.
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Figure 4.14: Human operator model parameters. The grey area marks the range of the baseline condition, and the
asterisk marks the condition significantly different from the baseline condition.

4.3.2. COMPARISON WITH SIMULATION PREDICTION DATA

Figure 4.15 shows the simulation results with different remnant ratios together with the
experiment data. In each condition, the median value of 100 noise realizations is plotted for
the simulation (except for r = 0, only 1 realization is simulated for each condition), and the
raw measured or identified values are plotted for the experiment.
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In Figure 4.15a, large offsets between simulation and experiment data for r = 0 can be
seen in C1, C2 and C5. The normalized tracking performance gets worse when the remnant
ratio increases. In Figure 4.15b, obvious offsets between simulation and experiment data
for r = 0 can be seen in C1, C2, C3 and C5. With r # 0 the normalized control activity
does not change much with different remnant ratios, except for C2. In Figure 4.15c, large
offsets between simulation and experiment data for r = 0 can be seen in C1, C2 and CS5.
When remnant ratio increases, the simulated target crossover frequency gets closer to the
experiment data, especially for C1, C2 and C5. Similar trends can be seen in Figure 4.15d
for the target phase margin. In Figure 4.15e, an offset between simulation and experiment
data for r = 0 can be seen in C5. With r # 0 the visual gain decreases when the remnant
ratio increases, and this trend is more obvious for the baseline condition (B) and C6. In
Figure 4.15f, it can be seen that the lead time constant is overestimated for the baseline
condition (B) and C5. With r # 0 the simulation matches the experiment data much better.
In Figure 4.15g, the simulated lag time constant decreases when the remnant ratio increases.

In order to judge a suitable remnant ratio for the computer offline simulations, a cor-
relation test is carried out between the medians of the simulation and the experiment data.
The off-diagonal element R values are summarized in Table 4.11. The R value should be
close to 1 if the correlation is significant, and * is plotted along with the R value to indicate
the correlation is significant. In each column of Table 4.11, the mean value of R is cal-
culated over all independent variables to indicate the average level of correlation between
the simulation and experiment. In Table 4.11, it can be seen that the mean R values of
r =0.25 and r = 0.3 are the highest, which means that for these values of r the simulation
and experiment data are the most similar.

In Figure 4.16, the simulation results of r = 0.25 are shown as box-plots and compared
with the experiment data. It can be seen that for the target crossover frequency w.;, tar-
get phase margin ¢, visual gain K, and lag time constant Tj,g the correlations are not
significant. In Figure 4.16e, it can be seen that in C1 the simulation K, is lower than the
experiment data. If the median of the visual gain in C1 could be higher, then the change
trend from the baseline to C1 could correlate better between the simulation and experiment.

Table 4.11: Correlation coefficients for experiment and simulation data with different remnant ratios, where *
indicates the correlation is significant (p < 0.05), - is not significant (p = 0.05).

Dependent o%lo =7

Measures 0 0.1 0.15 0.2 0.25 0.3
atlo%, 077" 095 0.95 095" 096 096
azu/(rzr 0.84" 074 0.74° 076" 077" 076"
we,t 048  0.56 0.64" 069 075 076"
Gmt 20100 0.33 0.45° 044" 047 046
Ky 0.80°  0.72° 0.68 0.65  0.64  0.62°
Tioad 091" 087" 0.89" 092" 091" 0927
Tiag 0.66" 045 0.45° 0.55 059 061

Mean R 0.63 0.66 0.69 0.71 0.73 0.73
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4.4. DISCUSSION

In order to develop Manual Control Adaptation Boundaries that capture the sensitivity of
human operator control behavior to changes in controlled dynamics, an aircraft pitch at-
titude compensatory tracking experiment with different added dipole dynamics was per-
formed. In total seven conditions were tested, with “down” and “up” dipoles at 1 rad/s,
3 rad/s and 7 rad/s cascaded with the baseline aircraft pitch dynamics, as well as a ref-
erence baseline aircraft dynamics case. In addition, an offline computer simulation based
on optimal performance predictions with a human operator model — using a constrained
nonlinear optimization algorithm — was developed to predict tracking performance, control
activity, crossover frequency, phase margin and control behavioral parameters for the same
test conditions. To verify the extent to which the observed human operator adaptations
could be predicted without experimentation, the simulation results were directly compared,
and correlated, with the experiment data.

For the experiment and the considered variation in added dipole dynamics, two hy-
potheses were formulated. For Hypothesis 1, it was expected that dipole added dynamics
centered at frequencies well outside of the crossover region (i.e., 1 and 7 rad/s) would not
show a strong effect on human operator behavior and performance. Based on the experi-
ment data, this hypothesis has to be rejected. The experiment results show that when the
dipoles are added below (C1 and C2) and within the crossover region (C3 and C4), the
dependent measures are not necessarily different from those of the baseline; and when the
dipoles are added outside the crossover region (C5 and C6), the dependent measures are
not necessarily the same as for the baseline. For example, the performance of C2 and C3
are close to that of the baseline. Even though the added dipoles of C2 and C3 are near and
within the crossover frequency region, however, they do not destabilize the system; more-
over, the gain change in the controlled dynamics due to the added dipoles of C2 and C3
can be easily compensated by the adaptation of the human operator. Correspondingly, the
crossover frequencies of C2 and C3 are close to that of the baseline. The phase margin of
C2 is also close to that of the baseline. Regarding human operator control behavior, the
visual gains of C2, C3 and C4 are not significantly different from that of the baseline. The
lead time constants of C3 and C4 are close to that of the baseline, and the lag time constants
of C1, C2, C3 and C4 are not significantly different from that of the baseline. The visual
gain, lead time constant and lag time constant determine the equalization term of the human
operator dynamics, which is the main adaption term of the human operator. Added dynam-
ics near and within the crossover frequency region do not always significantly change these
three parameters, especially when the added dynamics do not affect the stability of the sys-
tem and the human operator can utilize similar control activity and/or visual gain of the
baseline to the new controlled system to achieve a close and acceptable performance. In
contrast, the lead time constants of C5 and C6 (outside the crossover frequency region) are
all significantly different from that of the baseline. Take C6 as an example, the lead term
in the human operator frequency response is always generated at a higher frequency than
that of the lag term, and the lag term in the human operator frequency response extends to a
higher frequency (compared with the baseline) due to the fact that the dipole of C6 changes
the frequency response of the baseline dynamics near the crossover frequency region.

The second hypothesis (Hypothesis 2) stated that opposite effects of matching magni-
tude were expected when comparing the “down” and “up” dipole conditions tested in the
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experiment. Considering the observed variation in all dependent measures, also this hy-
pothesis is rejected. The tracking performance of C3 is almost equal to that of the baseline,
this is due to the fact that the controlled system is stable and the human operators can opti-
mize their equalization term to achieve a close performance with the baseline, even though
the added dynamics are within the crossover region. The worse performance of C4 is due
to the instability of the controlled dynamics. The control activity of C3 is higher (but not
significantly) than that of the baseline, and the control activity of C4 is significantly lower
than that of C4. Correspondingly, the visual gain of C3 is higher than that of the baseline,
and the visual gain of C4 is lower than that of the baseline, but neither is significant. More-
over, the lead time constants of both C3 and C4 are lower than those of the baseline. The
inconsistent effects of the up and down dipoles at 3 rad/s on the dependent measures indi-
cate that any Manual Control Adaptation Boundaries derived from control behavior metrics
should not be derived from a single dependent measure.

Subjective ratings show no obvious change trends over different conditions. The re-
liability of the subjective rating scores is doubtful, since several subjects even indicated
obviously notable difference between controlled dynamics which were exactly the same.
No further analysis on the subjective ratings is conducted in this chapter.

The simulation predictions were validated by correlating with the experiment results of
the tracking performance, control activity, target crossover frequency, target phase margin,
visual gain, lead time constant and lag time constant. Simulation with remnant ratio 0.25
(and 0.3) had the highest average correlation, the remnant ratio 0.25 is selected and will
be fixed for the future simulation work. The match between the simulation and experi-
ment results shows the potential of the simulation to be used as a tool for the prediction
of human operator control behavior in compensatory tracking tasks. Moreover, in order
to derive a high-resolution Manual Control Adaptation Boundary, a large number of dif-
ferent added dynamics should be tested. Considering realistic feasible experiments, only a
limited number of the possible added dynamics conditions can be tested in experiments as
described in this chapter. Hence, simulation predictions can be a critical tool for increasing
data resolution and the development of Manual Control Adaptation Boundaries.

4.5. CONCLUSIONS

This chapter proposed and tested a combined experimental and simulation-based methodol-
ogy for deriving Manual Control Adaptation Boundaries (MCAB) which would objectively
quantify human operators’ sensitivity to differences in controlled system dynamics. For
this, a compensatory pitch attitude tracking experiment was performed where subjects were
asked to control the baseline aircraft pitch dynamics, as well as dynamics with different
dipoles — “up” or “down” dipoles centered on frequencies of 1, 3, or 7 rad/s — added to this
baseline system. In addition to the experiment, an offline simulation prediction of human
operator adaptation to the same added dynamics was developed and verified with the exper-
iment data. The experiment results show that, unlike expected, even added dipole dynamics
located in the crossover region (3 rad/s dipoles) do not necessarily induce a significant
change in tracking performance and other control behavioral parameters. Moreover, even
for added dynamics well outside the crossover region (1 and 7 rad/s dipoles) still very strong
changes in critical human operator parameters, such as the visual lead time constant, were
observed. Finally, comparison of the effects of the up and down dipole data at the same
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dipole frequency showed operators’ adaptation was reflected in different performance or
control behavioral metrics. Overall, these findings suggest that analysis of control behav-
ior changes induced by added dynamics — and hence the further development of Manual
Control Adaptation Boundaries — should always consider multiple control behavioral met-
rics (e.g., performance and human operator model parameters). Overall, the simulation
prediction of changes in most considered dependent measures correlates very well with
the experiment data. Therefore, such offline simulation predictions will in future work be
strongly relied on in the further development of the Manual Control Adaptation Boundary,
to increase its resolution and the density of tested added dynamics variations far beyond
what is experimentally possible.
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SIMULATION PREDICTION OF
MANUAL CONTROL
ADAPTATION BOUNDARIES

Inspired by the concept of the Maximum Unnoticeable Added Dynamics (MUAD) envelopes
[1, 2], the Manual Control Adaptation Boundaries (MCAB) will be developed in this chap-
ter. It is based on the computer offline simulation which was developed and validated in
Chapter 4, to objectively quantify the sensitivity of tracking performance, control activity
and human operator control behavior to the change of the controlled aircraft dynamics. In
this chapter, the baseline aircraft dynamics are the same as those used in Chapter 4, and
in total 504 different added dipole dynamics over a wide frequency range and various lev-
els of perturbation on the baseline aircraft dynamics are simulated, a number that would
have been infeasible to test in the human-in-the-loop experiment. Furthermore, based on
the simulation results, it can be known that how much performance, control activity and
human operator control behavior would deviate from those of the baseline for the added
dynamics which are within the original MUAD envelopes [1]. The Manual Control Adap-
tation Boundaries developed in this chapter will be partially validated in Chapter 6 by
experiment.

The content of this chapter will be submitted to the following paper:
T. Lu, D. M. Pool, M. M. van Paassen, and M. Mulder, Simulation Prediction of Objective Manual Control
Adaptation Boundaries in Aircraft Pitch Tracking Tasks, Journal of Guidance, Control, and Dynamics.
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5.1. INTRODUCTION

Since the development of the Maximum Unnoticeable Added Dynamics (MUAD) envelopes
in 1980 [1], these have been applied to assess the aircraft model fidelity [3—7] and evaluate
the effects of augmented control system on baseline aircraft dynamics [8]. The main moti-
vation to use MUAD in these research is that as long as the mismatches of the magnitude
and phase between the modified aircraft dynamics and the baseline aircraft dynamics re-
main within the MUAD, it is assumed that the modified aircraft dynamics have equivalent
handling quality with the baseline aircraft dynamics, and the difference would not be no-
ticed by human operators. Even though a recent research indicates that MUAD may depend
on the bandwidth of the baseline aircraft dynamics, the original MUAD [1] is still widely
used.

However, the baseline dynamics used to develop the MUAD [1] are different from the
ones used in recent research [3—8]. It is unknown whether the shape of the MUAD en-
velopes would change, for example, in case different baseline dynamics or added dynamics
are used. The main drawback of the MUAD [1] is that it is purely based on subjective
ratings, and cannot quantify human operator control behavior. In contrast, the “cybernetic
approach” developed in recent years [9—13] can not only identify and quantify the human
operator control behavior in manual control tasks, but also can be used as a powerful tool
to predict the performance, control activity and human operator control behavior with any
provided controlled dynamics [14-16]. To tie in with the concept of the original MUAD
[1] which provides information about qualitative noticeability on the mismatch in different
dynamics in frequency domain, the Manual Control Adaptation Boundaries are desired to
be developed, which could quantify the objective sensitivity of the performance, control ac-
tivity and human operator control behavior to the change of the controlled dynamics. Using
the cybernetic approach, the human control behavior can be predicted well for a wide range
of baseline aircraft dynamics and added dynamics. Moreover, a large variations of added
dynamics with a wide frequency range and various levels of perturbation on the baseline air-
craft dynamics need to be simulated to form the Manual Control Adaptation Boundaries in
frequency domain. It would be practically infeasible for any human-in-the-loop experiment
to cover such a large number of conditions.

In this chapter the main objective is to develop the Manual Control Adaptation Bound-
aries (MCAB) based on the simulation developed in Chapter 4. In Chapter 3 it was also
found that the interaction between the baseline (bandwidth) and added dynamics has no
effect on performance, control activity or human operator control behavior (trends over dif-
ferent added dynamics conditions are equivalent between low and high-bandwidth baseline
dynamics). In this chapter, the baseline aircraft dynamics are the same as those used in
Chapter 4. The added dynamics are still dipoles as used in Chapter 4, since these provide
easy modification of the magnitude of the controlled system at a selected natural frequency.
Based on the simulation results to be developed in this chapter, it is of interest to know how
much the human operator control behavior would deviate from the baseline for the added
dynamics within the original MUAD [1]. This could provide quantitative information on
performance, control activity and human operator control behavior for added dynamics
which are supposed to be subjectively unnoticeable.

This chapter starts by introducing the simulation control task, simulation settings and
conditions in Section 5.2. Then the methods of formulating the Manual Control Adaptation
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Boundaries are introduced, and the added dynamics within the original MUAD [1] are se-
lected. The overall simulation results, Manual Control Adaptation Boundaries and analysis
on the dynamics within the original MUAD [1] are shown in Section 5.3. This chapter ends
with a discussion and conclusions.

5.2. METHODS

5.2.1. CONTROL TASK

Exactly the same aircraft pitch attitude tracking task as carried out in Chapter 4 is used in
this chapter for the simulation, see Figure 5.1. The human operator (model) Hj(s) both
tracks the target f; and rejects the disturbance f; in order to minimize the error e by con-
trolling the aircraft pitch angle 6. The signal u is the human operator (model) control
output, u; is the control output after the stick gain (K = 1), u, is the control output after
the added dynamics Hz4404(S), and 8, is the input signal into the baseline aircraft dynam-
ics Hygded(s). The target forcing function, disturbance forcing function, the structure of
the human operator model, added dynamics and baseline aircraft dynamics are the same as
those used in Chapter 4.

added dynamics  fy| baseline aircraft dynamics

Human operator model, H,(s) n stick gain Haaded(s) Hyasetine ()
. , (s 2o Gl 2 ;
Tty K TaastD? -ms____why s 2 e 0| KoaTopetl) | 0
g U ThgstL ST 2t + Wk : ERCIXCY s((ﬁ)hrﬁiyrl)
dp__ Cdp_ - ;

Figure 5.1: A schematic representation of the aircraft pitch attitude tracking task for simulation.

5.2.2. SIMULATION SETTINGS AND CONDITIONS

The constrained nonlinear optimization based simulation developed in Chapter 4 is used to
optimize the human operator visual gain K, lead time constant Tj,,4 and lag time constant
Tjag (Figure 5.1) in order to minimize the normalized tracking performance o3/ a%. Since

0'% is a constant and f; is the same for all chapters in this thesis expect Chapter 3, all the

analyses in the remainder of this thesis with respect to the tracking performance will use
o2. To increase the chance of finding a global optimal solution, more initial guesses for the
optimization variables are added in the simulation conducted in this chapter as compared to
Chapter 4, as can be seen in Eq. (5.1):

(DC,I)O = {05) lr 2; 3,4, 5} I‘ad/S

~ T

bm, 1,0 =1{20,40,60,80, 100, 120}-(r80) rad 4.1
Tlag;o = {05y ]-) 2)?)»4,5} S,

where @, ;,0 are the initial guesses of the target crossover frequency, gi)m,t,o are the initial
guesses of the target phase margin, and Tj4g,0 are the initial guesses of the human operator




112 5. SIMULATION PREDICTION OF MANUAL CONTROL ADAPTATION BOUNDARIES

lag time constant. In the simulations of this chapter, in total there are 216 sets of different
initial guesses for the optimization of each condition.

The constants of the simulation in Figure 5.1 include the target and disturbance forcing
functions f; and f,;, the human operator visual time delay 71,, neuromuscular damping ratio
{nm and natural frequency wy,;, stick gain K and all the parameters of the baseline aircraft
dynamics (Kgg,, Tg,, {sp> Wsp). The values of these constants can all be found in Chapter
4. In the simulation, the ratio of the variance of the remnant and the variance of the control
signal 02 /02, is kept at 0.25, which is one of the main tuning results of Chapter 4.

For manual control tasks, since the human manual control behavior is most sensitive
in the frequency band located near the crossover frequency [17], which is also reflected in
the MUAD envelopes where the boundaries are the narrowest [1, 2], it would be reasonable
to select wgp, near and within the crossover region. The range of the damping ratios of
the dipole dynamics {; and {» are usually between O and 1. For these considerations the
simulation conditions are the full factorial combinations of w, {1 and ¢ in the ranges of:

wap€{1,2,3,4,5,6,7}, rad/s
(,€{0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9}, - (5.2)
{», €{0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9}, -,

where for each w g, 36 “up” dipoles ({1 > {») and 36 “down” dipoles ({> > (1) dynamics
are simulated (excluding the combinations where {; = {»). The baseline aircraft dynamics
(obtained when {; = {» and the numerator and denominator of Hgg44.4(s) in Figure 5.1
cancel each other) are also added as the reference. In total this gives 7(wqp) x 72((1,2) +
1(Baseline) = 505 simulation conditions, a number that is practically infeasible for any
human-in-the-loop experiment. Since not only g% /0 but also the power spectral density of
the remnant n affect the simulated performance, control activity and human operator control
behavior, 100 noise realizations are simulated for each condition to be able to investigate
the average effect of the remnant n.

5.2.3. MANUAL CONTROL ADAPTATION BOUNDARIES FORMULATION

DEPENDENT MEASURES QUANTIFYING MCAB

The main goal of this chapter is to develop Manual Control Adaptation Boundaries (MCAB),
based on the simulation results. Compared with the original MUAD envelopes [1] which
only provide qualitative information on the noticeability of the change of controlled dy-
namics, it is desired that the Manual Control Adaptation Boundaries to be developed in
this chapter could provide quantitative information on the sensitivities of tracking perfor-
mance, control activity and human operator control behavior with respect to the change of
controlled dynamics.

The dependent measures of the simulation developed in Chapter 4 include the perfor-
mance Uﬁ, control activity ai, visual gain K, lead time constant Tj,,4, lag time constant
T1j4g, target crossover frequency w, ; and target phase margin ¢, ;. In the performed sim-
ulation predictions, the visual time delay 7,, neuromuscular damping ratio {,,, and natural
frequency w,,, were treated as constants. Since w.,; and ¢, ; are functions of the human
operator model parameters (Ky, Tiead> Tiag> Tvs {nm»> @nm) and controlled dynamics, wc,
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and ¢, ; are not explicitly taken as the variables quantifying the Manual Control Adaptation
Boundaries. Moreover, since the visual time delay 7, neuromuscular damping ratio {;,
and natural frequency w,,, representing the physical limits of the human operator and do
not change much (treated as constants in the simulation), these parameters are not selected
to quantify the Manual Control Adaptation Boundaries.

In Chapter 4, the average value of the identified lag time constant Tj,¢ over selected
experiment conditions was around 2 s, indicating that the gain of the frequency response
of the human operator starts to decrease at 1/ Ty, = 0.5 rad/s, which is near the lowest fre-
quency component 0.46 rad/s of the target forcing function f;. Thus the estimation accuracy
of Tj4g could be low. Moreover, since the lag time constant Tj4g is at the denominator and
the visual gain K, is at the nominator of the human operator model Hy(s) (see Figure 5.1),
the potential coupling between Tj4e and K, could result in low estimation accuracy for K,
as well. Therefore, the ratio of the visual gain and lag time constant, or the “low-frequency
gain” K,/ Tj4g is proposed as a new dependent measure replacing the individual K, and
Tiag-

According to Chapter 4, it is known that even though the correlations of the trends
between the simulation and experiment results are high for the tracking performance, con-
trol activity and human operator model parameters, the absolute values of these dependent
measures are usually not the same between the simulation and experiment. However, rather
than considering the absolute values, the relative changes of these dependent measures with
respect to those of the baseline dynamics are of interest for predicting the quantitative sen-
sitivities. For example, the relative change of the performance with respective to that of the
baseline dynamics can be defined as:

2_ 2

o5—0

Ag? = L olaseline  qg09, (5.3)

UeyHbuseline

where o2 is the performance with certain added dipole dynamics, o2 el is the perfor-
. . . .. »haseline

mance with the baseline dynamics. Similarly, Eq. (5.3) can also be applied to the control

activity, the ratio of the visual gain and lag time constant and lead time constant, which are

chosen as the dependent measures quantifying the Manual Control Adaptation Boundaries

(MCAB):

K,
Pycag = [Aai,Aoi,AT—”,ATlmdl, (54)
lag

where Ac?, is the relative change of control activity with respect to that of the baseline,
AKy!Tyag is the relative change of the ratio of the visual gain and lag time constant with
respect to that of the baseline, and ATj,,4 is the relative change of lead time constant with
respect to that of the baseline. Strictly speaking, performance o2 and control activity o2 are
also functions of the human operator model parameters and controlled dynamics. Due to
the fact that human operator may first notice the change of performance and control activity
when the controlled dynamics change, Ac2 and Ac? are also included in the variables
quantifying the Manual Control Adaptation Boundaries.
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MCAB FOR INDIVIDUAL DEPENDENT MEASURES

Several features are desired for the Manual Control Adaptation Boundaries (MCAB). First,
in the frequency domain they can provide information on the relative changes of the de-
pendent measures (see Eq. (5.4)) with respect to the baseline dynamics based on where
the added dynamics are located (within or outside the boundaries). Second, the boundaries
with higher relative changes of the dependent measures should enclose the ones with lower
relative changes. Third, the Manual Control Adaptation Boundaries should be automati-
cally generated based on the simulation data, rather than the methods used in [1, 2] which
provided some freedom in formulating the boundaries.

Figure 5.2a shows an example of formulating the Manual Control Adaptation Boundary
of magnitude of control activity. According to the range of the allowed change on control
activity, for example, —20% < Ao, < 20%, all the qualified dipole dynamics can be found
based on the simulation results obtained in this chapter. The magnitudes of these quali-
fied dynamics are plotted in frequency domain. Frequencies of wycap =1,2,3,4,5,6 and
7 rad/s are chosen as the frequency nodes of the boundaries, since these frequencies were
used as the dipole natural frequency wg), in the simulation and at w = wg), up dipole dy-
namics have maximum magnitude and down dipole dynamics have minimum magnitude
(in dB). At wprcap = 1 rad/s, for example, the up dipole dynamics with the maximum
magnitude among all the qualified up dipole dynamics of wgp, = 1 rad/s is chosen as the
“outermost” qualified dipole dynamics. The Manual Control Adaptation Boundary of mag-
nitude is then formulated by connecting all the peak points of these “outermost” qualified
dipole dynamics, as can be seen in Figure 5.2a.

Figure 5.2b shows an example of formulating the Manual Control Adaptation Boundary
of phase of control activity. Since the maximum and minimum phases of dipole dynamics
do not occur at wg, and the frequencies corresponding to these maximum and minimum
phases depend on the damping ratios {; and {», unlike the magnitude boundaries, the con-
necting points of the phase boundary are not necessary the maximum or minimum phases
of the qualified dipole dynamics. Moreover, if the frequency nodes of the phase bound-
ary were chosen based on the shifting frequencies corresponding with the maximum and
minimum phases of dipole dynamics, it would be possible that part of the phase boundary
of 20% relative change is outside the one of 30%. Therefore, the connecting point above
the O degree line in Figure 5.2b, for example, at w = 1 rad/s, corresponds with the dipole
dynamics with the maximum phase among all the qualified up and down dipole dynamics
for w4p=1,2,3,4,5,6 and 7 rad/s.

In Figure 5.2, both magnitude and phase boundaries guarantee that for any other added
dipole dynamics, if its magnitude or phase is outside the boundary(s) at w = wpcap, for
example, the relative change of control activity is either Ag? < —20% or Ao, > 20%. How-
ever, due to the lack of simulation data, no information can be provided between any two
adjacent frequency nodes. Moreover, for any other added (dipole) dynamics totally within
the boundaries, it is not guaranteed that —20% < Aaft <20%.
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Figure 5.2: An example of formulating the Manual Control Adaptation Boundaries (MCAB) for control activity
based on the “outermost” qualified dipole dynamics, of which —20% < Aai <20%.

INTEGRATED MANUAL CONTROL ADAPTATION BOUNDARIES

Based on the simulation data, the Manual Control Adaptation Boundaries for all the depen-
dent measures in Eq. (5.4) can be formulated according to the approach shown in Figure 5.2,
respectively. Then the Integrated Manual Control Adaptation Boundaries IMCAB, for ex-
ample, magnitude boundary) can be obtained by seeking the intersection part of the Manual
Control Adaptation Boundaries of performance, control activity, ratio of the visual gain and
lag time constant and the lead time constant (see Figures 5.3 and 5.4). If the magnitude and
phase of any added dipole dynamics are within the Integrated Manual Control Adaptation
Boundaries, the values of the variables in Eq. (5.4) could be constrained within the the
relative change level corresponding with the boundaries.
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the solid points in Figure 5.3.
Figure 5.3: An example of the Manual

Control Adaptation Boundaries (MCAB) of
magnitude of 20%. The solid points closest
to the 0 dB line form Figure 5.4.
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5.2.4. ADDED DYNAMICS WITHIN MUAD OF 1980

For all the simulation conditions (Eq. (5.2)), it is of interest to know which added dipole dy-
namics are within the previously determined MUAD envelopes [1] and how much variation
in tracking performance, control activity, target crossover frequency, target phase margin
and human operator control behavior is still present within this range of added dynamics.
This provides a quantitative estimate of the maximum amount of the change in these objec-
tive variables when the added dynamics are supposed subjectively unnoticeable [1, 2].

MUAD oF 1980

In order to identify the added dipole dynamics within the MUAD envelopes [1], the mag-
nitude and phase of the MUAD envelopes are needed first. According to [1], in total four
transfer functions were derived to represent the MUAD Upper Gain Envelope, Lower Gain
Envelope, Upper Phase Envelope and Lower Phase Envelope, respectively:

3.165% +31.61s5+22.79

Hupper O = 1= G T v 184 " (5-5)
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DIPOLE DYNAMICS WITHIN MUAD OF 1980

It is known that the up dipole dynamics ({; > {») have the maximum magnitude and the
down dipole dynamics ({1 < {2) have the minimum magnitude (in dB) when w = wg;,. Here
it is assumed that if the magnitude with the up dipole dynamics at wgj, is lower than the
Upper Gain Envelope, or when the magnitude with the down dipole dynamics at wg), is
higher than the Lower Gain Envelope, this dipole is within the MUAD gain envelope:

|Hadded(jwdp)| = |HUpper(jwdp)|vV(1 > (>

. : (5.9)
|Hggded(joap)l = |Hpower (jwap)l, Y2 > (1.

However, the maximum and minimum phases of the dipole dynamics do not occur at
® = wgp. It is assumed that if the maximum phase of the dipole dynamics is lower than
the Upper Phase Envelope (at the frequency where £ Hg,q404(jw) is maximum), and if
the minimum phase of the dipole dynamics is higher than the Lower Phase Envelope (at
the frequency where ZH,4404(jw) is minimum), this dipole is within the MUAD phase
envelope:

ZHuddea(jO) max < AHUpper(jw)

. , (5.10)
ZHggdea(jo)min = LHpower (Jw),
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Figure 5.5a shows an added dipole within the MUAD magnitude envelope according to
Eq. (5.9), the vertical dashed line shows the natural frequency of the added dipole dynamics
wgp. Figure 5.5b shows an added dipole within the MUAD phase envelope according to
Eq. (5.10). The dashed vertical lines show the frequency w4 corresponding with the
maximum phase, the natural frequency wg, and the frequency i, corresponding with
the minimum phase of the added dipole dynamics, respectively.
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Figure 5.5: An example of an added dipole within the MUAD magnitude envelope and an added dipole within
the MUAD phase envelope.

For all considered added dipole dynamics for the simulation (see Eq. (5.2)), the dipoles
with parameter combinations that satisfy both Eq. (5.9) and Eq. (5.10) are shown in Fig-
ure 5.6 together with the MUAD envelopes [1]. In total 59 out of 504 dipoles used in the
simulation are within the MUAD. It can be seen that the magnitude envelope is more critical
than the phase envelope to constrain the qualified dipole dynamics. The parameters of these
dipole dynamics are summarized in Table 5.1. As can be seen in Table 5.1, with the cur-
rent simulation condition resolution (Eq. (5.2)), most dipole dynamics within the MUAD
envelopes are at w = 1,5,6 and 7 rad/s. At w = 2,3 and 4 rad/s, fewer dipoles can be found
due to the fact that the MUAD magnitude envelope is narrowest around these frequencies.
It can be also noticed that |1 — 2| < 0.2 for all the qualified dipoles in Table 5.1.

5.3. RESULTS

To determine the model-based Manual Control Adaptation Boundaries, offline simulations
are performed for all conditions listed in Section 5.2.2. The simulation results are then
derived into the Manual Control Adaptation Boundaries for the individual dependent mea-
sures based on the methods introduced in Section 5.2.3, which are finally combined into
the Integrated Manual Control Adaptation Boundaries. The effects of the added dipole
dynamics within the original MUAD envelopes [1] are analyzed at the end of this section.
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Figure 5.6: MUAD [1] with the tested added dipole dynamics within the envelopes.

Table 5.1: The parameters of all added dipole dynamics within the MUAD envelopes [1].

[C1,¢2] 1 rad/s 2 rad/s 3 rad/s 4 rad/s 5 rad/s 6 rad/s 7 rad/s
0.4,0.3

0.5,0.4 0.5,04 05,04

Up dipole 0.6, 0.5 0.6,0.5 0.6,05 0.6,0.5

(1>(2 0.7,0.6  0.7,0.6 0.7,06 07,06 0.7,0.6 0.7,0.6
0.8,0.6

0.8,0.7 08,07 038,07 08,07 08,07 08,07 0.8,0.7

0.9,0.7

09,08 09,08 09,08 09,08 09,08 09,08 09,08

0.4,0.5 04,05 04,05

0.5,0.6 0.5,06 05,06 05,06 05,0.6

Down dipole 0.6, 0.7 0.6,0.7 0.6,0.7 0.6,0.7 06,07 0.6,0.7

(>0 0.7,08 0.7,08 0.7,08 07,08 0.7,0.8 07,08 0.7,0.8

0.7,0.9

08,09 08,09 08,09 0809 0809 08,09 08,09

5.3.1. OVERALL SIMULATION RESULTS

As will be seen and discussed in the later part of this section, the patterns of the tracking
performance between the up and down dipole dynamics are similar for wg), = 2,3,4,5,6
and 7 rad/s, and for w4y, = 1 rad/s, the patterns of the tracking performance between the up
and down dipole dynamics are inversed compared with other dipole frequencies. Consider-
ing the representativeness and conciseness, Figures 5.8, 5.9 and 5.10 show the simulation
results for wgp =1,2 and 3 rad/s, respectively. Simulation results for wgp =4,5,6 and 7
rad/s can be found in Appendix C. Each subfigure shows the optimal tracking results for
all 36(down dipoles) + 1(baseline) + 36(up dipoles) = 73 conditions. The vertical line in the
center indicates the baseline dynamics (B) and separates the left half of the figure with
down dipole dynamics and the right half with up dipole dynamics. The horizontal dashed
line indicates the median of the baseline.

In Figures 5.9a and 5.10a, it can be seen that the performance for wg), =2 and 3 rad/s
shows similar patterns. The performance with the down dipole dynamics is either better
than or equivalent to that of the baseline, while the performance with the up dipole dynamics
is generally worse than that of the baseline. However, for wgp, = 1 rad/s the performance
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with the down dipole dynamics in Figure 5.8a is in general worse than that with the up
dipole dynamics. Comparing Figures 5.8a and 5.9a, the pattern of the performance of the
up and down dipoles are inversed, where w4, only changes from 1 rad/s to 2 rad/s.

To further analyze this sudden change in the performance, the open-loop and closed-
loop frequency responses of the baseline dynamics, down dipole dynamics Hp1c1 (Wgp =1
rad/s, {1 = 0.1, {» = 0.9 with the worst performance for wgp, = 1 rad/s) and corresponding
down dipole dynamics Hpaeo (wgp = 2 rad/s, {1 = 0.1, {» = 0.9) are shown in Figure 5.7.
To generate Figure 5.7, the median values of the human operator visual gain K, lead time
constant Tj.qq and lag time constant Tj,e over 100 noise realizations were used for each
set of dynamics. In each subfigure, multiple vertical lines are drawn to indicate the target
crossover frequency w, ; for each dynamics. In Figure 5.7c, due to the much higher gain
around between 0.3 rad/s and 1.5 rad/s, the performance of Hj.; is much worse than that
of the baseline. However, for Hp,., its gain is much lower than that of baseline around
between 0.1 rad/s and 1 rad/s, but higher than that of the baseline around between 1 rad/s
and 2.7 rad/s, which makes the performance of Hj,., equivalent to that of the baseline. To
investigate whether the optimal control behavior of Hp., can be applied to the controlled
dynamics of Hp,.; to improve the performance, the human operator visual gain Kj,, lead
time constant Tj.qq and lag time constant Tj,g of Hpaeo are applied to the controlled dy-
namics of Hpy.1, with the results indicated as Hjo.p in Figure 5.7. In Figure 5.7a it can be
seen that the gain of Hp. is higher than that of Hj; ., and the target crossover frequency
of Hyy. is the highest among all the dynamics. In Figure 5.7b, however, the phase margin
of Hjy.1 is so low that the system becomes marginally stable. In Figure 5.7c, the closed-
loop magnitude of Hy. largely overshoots at around the target crossover frequency 4.4
rad/s, which corresponds with the low phase margin in Figure 5.7b. In short, if the con-
trol behavior of Hjo is applied to the dynamics of Hp.p, the performance could become
even worse since the system becomes much less stable compared with the original case of
Hp 1. This indicates that the performance of Hy.; could hardly be further improved given
the current optimal control behavior shown in Figure 5.8.

In Figures 5.8b, 5.9b and 5.10b, it can be seen that the control activity for each wg,,
shows similar patterns. For example, in Figure 5.8b, the control activity for the down dipole
dynamics is generally higher than that of the baseline, while the control activity with the up
dipole dynamics is considerably lower. This is due to the fact that the down dipole dynamics
reduce the overall gain of the controlled dynamics, and the human operator needs larger
control inputs to compensate. The up dipole dynamics increase the gain of the controlled
dynamics, and the human operator only needs a lower gain and control activity. Expected
matching variations in visual gain K,, are also found in Figures 5.8e, 5.9¢e and 5.10e.

The lead time constant Tj,,4 is usually generated by human operators to increase the
open-loop system phase around w,;. For @ < g, the down dipole dynamics decrease and
the up dipole dynamics increase the phase of the controlled system. For w > w),, the down
dipole dynamics increase and the up dipole dynamics decrease the phase of the controlled
system. For example, as can be seen in Figures 5.8f, 5.9f and 5.10f, the lead time constant
with the down dipole dynamics is generally lower than that of the baseline. This may be
due to the fact that for wgp = 1,2 and 3 rad/s, down dipoles increase the stability of the
system. Depending on the frequency at which the dipole is located, it could either decrease
the stability of the controlled system or vice versa, thus the lead time constant is expected
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to vary depending on both the dipole natural frequency and damping ratios.

Figures 5.11 shows the ratio of the visual gain and lag time constant K, / T} 4¢ (a variable
quantifying the Manual Control Adaptation Boundaries, see Eq. (5.4)) for wg, =1,2 and 3
rad/s. In general, for all three frequencies of wg),, Ky/Tj4g with the down dipole dynamics
is higher than that with the up dipole dynamics. Furthermore, Ky / Tj4g with the down dipole
dynamics of w4, = 1 rad/s is in general lower than that of w4, = 1 and 2 rad/s.
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Figure 5.7: Open-loop and closed-loop analysis on baseline, down dipole (w), = 1 rad/s, {1 =0.1, {2 = 0.9), and
down dipole (wdp =2rad/s, {1 =0.1, {» =0.9) conditions.

5.3.2. MANUAL CONTROL ADAPTATION BOUNDARIES

OVERALL EFFECTS OF ADDED DIPOLE DYNAMICS

Table 5.2 contains 28 figures which illustrate the overall effects of the added dipole dy-
namics on the relative changes of performance, control activity and human operator model
parameters with respect to the baseline dynamics. Each row of Table 5.2 corresponds with
the natural frequency of the dipole dynamics wg), and the columns of Table 5.2 correspond
with the relative changes of performance Ag?, control activity Ac?, ratio of the visual gain
and lag time constant AKy/Tj4g, and lead time constant ATjqq4, respectively. The size of
the relative changes can be seen by referring to the color-bar (with 10% as interval). The
diagonal of each figure represents the baseline condition (B) where {; = {», above the di-
agonal are the down dipole dynamics (Down) where {; < {» and below the diagonal are the
up dipole dynamics (Up) where {1 > (5.
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Figure 5.8: All simulation results at w4, = 1 rad/s.
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Figure 5.9: All simulation results at w4, =2 rad/s.
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Figure 5.10: All simulation results at @, = 3 rad/s.
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Figure 5.11: Ratio between visual gain and lag time constant at different w .

In the first column of Table 5.2, at wg), = 1 rad/s, the performance with down dipole
dynamics is worse than that of other dynamics. However, for wgp =2,3,4 and 5 rad/s, the
performance with up dipole dynamics is worse. At wgp, = 6 and 7 rad/s, the effect with
up dipole dynamics on the performance weakens since here the added dynamics moved
away from the frequency range where the target and disturbance forcing functions have
the most power. In the second column, the control activity is very sensitive to the added
dipole dynamics from wq, = 1 rad/s to wq, = 7 rad/s (the white areas around the base-
line are narrow). In general, the control activity increases for the down dipole dynamics
and decreases for the up dipole dynamics. For wg, = 1 rad/s, the increased control activ-
ity for the down dipole dynamics cannot further improve the corresponding performance.
However, for wg), = 2,3,4 and 5 rad/s, the largely increased control activity for the down
dipole dynamics makes the corresponding performance better than that of the baseline. At
these same frequencies, the decreased control activity for the up dipole dynamics corre-
sponds with worse performance compared with that of the baseline. In the third column,
for wgp =1,2,3 and 4 rad/s, Ky / Tj,g is very sensitive to the added dipole dynamics. This
sensitivity may correspond with the sensitivity of the control activity at the same frequen-
cies. At wgp =5 rad/s, Ky/Tjqg is much less sensitive. For wgp, =6 and 7 rad/s, Ky / Tjag
with the up dipole dynamics is higher than that of the baseline, which is different for most
of the other frequencies. In the fourth column, for wap =1 and 2 rad/s, the lead time con-
stant with the down dipole dynamics is lower than that of the baseline, and the lead time
constant with the up dipole dynamics is higher than that of the baseline. In contrast, for
wgqp =4,5,6 and 7 rad/s, this pattern is inversed. It may be due to the fact that the up dipole
dynamics decreases the stability of the system at wg), = 1 and 2 rad/s, such that more lead
is needed to stabilize the system; but the up dipole dynamics increases the stability of the
system at wgp, = 4,5,6 and 7 rad/s, where less lead is needed.
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Table 5.2: The effects of added dipole dynamics on performance, control activity and control behavior.
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MCAB FOR INDIVIDUAL DEPENDENT MEASURES

Figure 5.12 shows the Manual Control Adaptation Boundaries of magnitude and phase of
relative changes of performance Ag?, control activity Ag?, ratio of the visual gain and lag
time constant AK,/Tj,e and lead time constant ATjeqq with [A] < 20% (blue), |A] < 40%
(red), |A| = 60% (green) compared with those of the baseline dynamics, respectively. The
original MUAD envelopes of 1980 [1] are shown for comparison (grey).

It can be seen in Figure 5.12 that for all the given amount of relative changes and for
all the dependent measures, the Manual Control Adaptation Boundaries of magnitude are
in general wider than the original MUAD magnitude envelope. The Manual Control Adap-
tation Boundaries for a fixed amount of relative change, for example |A| < 20%, differ for
the different dependent measures. This indicates that the dipole dynamics which cause the
same amount of changes on performance, control activity, or human operator control be-
havior are different. The Manual Control Adaptation Boundaries expand when A increases
from 20% to 60% due to more dipole dynamics are added into the boundaries. The effects
of the up and down dipole dynamics are not mirrored in magnitude, especially for perfor-
mance (see Figure 5.12a). The narrowest part of the Manual Control Adaptation Boundaries
of magnitude is between 3 rad/s and 4 rad/s for the performance, control activity and ratio
of the visual gain and lag time constant. The narrowest part of the Manual Control Adap-
tation Boundaries of phase is between 1 rad/s and 2 rad/s for performance, control activity
and ratio of the visual gain and lag time constant. Due to the fact that the range of the lead
time constant is relatively smaller than the range of other dependent measures, its Manual
Control Adaptation Boundaries are also wider than those of other dependent measures.

INTEGRATED MANUAL CONTROL ADAPTATION BOUNDARIES

Figure 5.13 shows the Integrated Manual Control Adaptation Boundaries IMCAB) of mag-
nitude and phase of relative changes of performance, control activity, ratio of the visual
gain and lag time constant, or lead time constant with |A| < 20% (blue), |A| < 40% (red),
|Al < 60% (green). For example, in Figure 5.13a the 20% Integrated Manual Control Adap-
tation Boundary of magnitude is the intersection of the 20% Manual Control Adaptation
Boundaries of magnitude for performance, control activity, ratio of the visual gain and lag
time constant and lead time constant (Figures 5.12a, 5.12b, 5.12c and 5.12d). Together the
original MUAD envelopes of 1980 [1] are shown for comparison (grey).

In Figure 5.13a, it can be seen that the Integrated Manual Control Adaptation Bound-
aries are narrowest at 3 rad/s and wider at other frequencies. This corresponds to basic
manual control theory which states that the performance and human operator control be-
havior is most sensitive to the controlled dynamics within the crossover region [18]. The
20% Integrated Manual Control Adaptation Boundary of magnitude seems to overlap with
the original MUAD magnitude envelope, especially for the up dipole dynamics. This indi-
cates that the relative changes on performance, control activity or human operator control
behavior may be around 20% for the added dynamics which are supposed subjectively un-
noticeable.

In Figure 5.13b, it can be seen that no Integrated Manual Control Adaptation Bound-
ary of phase overlaps with the original MUAD phase envelope. Moreover, the Integrated
Manual Control Adaptation Boundaries of phase are narrowest at 1 rad/s.
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Figure 5.12: The Manual Control Adaptation Boundaries (MCAB) with various amounts of relative changes on
the performance, control activity, ratio of the visual gain and lag time constant and lead time constant (blue:
|Al = 20%, red: |A| < 40%, green: |A| < 60%) compared with the original MUAD envelopes [1] (grey).
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Figure 5.13: Integrated Manual Control Adaptation Boundaries (IMCAB) with different levels of relative
changes on performance, control activity or control behavior. (blue: |A| < 20%, red: |A| <40%, green: |A| < 60%)
compared with the original MUAD envelopes [1] (grey).

Due to the methods of formulating the phase boundary (see section 5.2.3), the Integrated
Manual Control Adaptation Boundary of phase at 1 rad/s may expand if simulation data
were available for wg), <1 rad/s.
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5.3.3. ADDED DYNAMICS WITHIN MUAD

In Figure 5.14, for the added dipole dynamics within the original MUAD envelopes [1]
(see, Table 5.1), the performance Uﬁ, control activity oi, target crossover frequency we, s,
target phase margin ¢, ;, human operator visual gain K,, lead time constant Tj.,,4, lag time
constant Tj,e and ratio of the visual gain and lag time constant K,/ T;4¢ with the maximum
deviations from the baseline are shown for each wg,. For example, in Figure 5.14a, the
performance for the baseline condition (B) is shown at the very left side, with a dashed line
crossing the baseline median for reference. The boxplot shown at wg), =1 rad/s represents
the performance of 100 noise realizations of the dipole dynamics (wg4p, = 1 rad/s, {1 = 0.4,
{2 = 0.3) of which the median differs the most from the baseline among all the dipoles in
Table 5.1 for wg), = 1 rad/s. Table 5.3 shows the parameters of the corresponding added
dynamics of each dependent measure plotted in Figure 5.14.

Table 5.3: The parameters of added dipole dynamics which are within the original MUAD envelopes [1] with
maximum absolute deviation from the baseline dynamics for each dependent measure at each wgp.

[¢1,¢2] 1 rad/s 2 rad/s 3 rad/s 4 rad/s 5 rad/s 6 rad/s 7 rad/s
2

o2 04,03 07,06 08,07 07.06 07,06 0504 04,05
o2 08,06 0809 0607 0506 0506 0405 07,09
wer 08,06 07,08 06,07 0506 0605 0504 04,05
Pm,t 05.06 07,06 06,07 0807 0605 0506 04,05
Ky 09,07 07,06 06,07 0607 0807 0405 04,05
Tiead 09.07 07,06 06,07 0607 0506 04,05 04,05
Tiag 04,03 07,08 08,09 07,06 0506 0504 0504

KylTjqg 09,07 07,08 06,07 06,07 0807 0405 04,05

Table 5.4 shows the maximum relative differences of the dependent measures between
the added dipole dynamics (see Table 5.3) and the baseline at different frequencies. The
last column of Table 5.4 is the average of the absolute values over all frequencies of each
corresponding row. It can be seen that the control activity 02 has the maximum absolute
average deviation (23.69%) and the crossover frequency w,, ; has the minimum absolute av-
erage deviation (5.15%) from the baseline among all the variables. Meanwhile, the absolute
average deviation of the performance is low as well (5.55%). These results indicate that
for the added dynamics which are supposed subjectively unnoticeable (within the original
MUAD envelopes [1]), the tracking performance and target crossover frequency may be
the most distinguishable for noticeability, and human operator may not notice the change
of controlled dynamics even though the control activity increases significantly.

According to Table 5.3 and Table 5.4, added dipole dynamics such as (wg, = 6 rad/s,
{1 =0.4, {» = 0.5) have relatively high control activity (AO’%L = 29.3%) compared with that
of the baseline. In Figure 5.15 the frequency responses of this added dynamics are shown
with the 20% Integrated Manual Control Adaptation Boundaries, together with the original
MUAD envelopes [1] as reference. It can be seen that this dipole is not only within the orig-
inal MUAD but also within the 20% Integrated Manual Control Adaptation Boundaries. As
has been mentioned in section 5.2.3, within the Manual Control Adaptation Boundaries, it
is not guaranteed that the performance, control activity or human operator control behavior
always obeys, for example, A < 20%. This phenomenon means that at a certain frequency
wgp, with increasing magnitude perturbation of the added dipole dynamics, the perfor-
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within the MUAD envelopes (Figure 5.6).
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Table 5.4: Maximum deviation of human operator parameters from baseline dynamics. All added dipole
dynamics are within both MUAD gain and phase envelopes.

A% lrad/s 2rad/s 3rad/s 4rad/s Srad/s 6rad/s 7rad/s Absolute average
a2 -6.07 6.48 8.04 8.39 4.60 2.68 2.58 5.55
a2 -20.71 15.51 18.57 21.38 25.79 29.30 34.60 23.69
We,t -3.80 -3.93 -5.69 -5.05 -2.31 -7.53 7.72 5.15
bm,t -6.34 -9 10.96 -5.42 9.02 -1597 -17.25 10.57
Ky -17.48  -14.86 17.13 14.40 -5.80 -8.44  -10.15 12.61
Tlead 13.34 9.67 -8.58 -2.57 7.66 16.77 17.07 10.81
Tlag 13.16 -8.08 -5.17 -1.33 3.08 -5.68 -4.98 5.92
KylTjqg  -2633 -5.73 24.46 16.68 -7.88 -1.79 -5.35 12.60

mance, control activity or human operator control behavior may not change consistently.
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Figure 5.15: Integrated Manual Control Adaptation Boundaries (IMCAB) of 20% with the added dipole
dynamics (wdp =6rad/s, {1 =0.4, {» =0.5) of which AU% > 20%.

5.4. DISCUSSION

In order to develop the Manual Control Adaptation Boundaries, an aircraft pitch attitude
compensatory tracking task perturbed by the added dipole dynamics was simulated based
on the simulation developed and validated in Chapter 4. In the simulation, the aircraft
dynamics were kept constant while the added dipole dynamics were varied over different
factorial combinations of natural frequencies wg;, and damping ratios {7 and {». The op-
timal performance, control activity, target crossover frequency, target phase margin, visual
gain, lead time constant and lag time constant were found for each added dynamics with
100 remnant noise realizations.

Among all the simulation results, it was found that the effects of the added dipole dy-
namics at wg, = 1 rad/s on the performance are distinctively different from that at other
frequencies. At 1 rad/s, the performance with the down dipole dynamics is generally worse
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than that of the baseline, and the performance with the up dipole dynamics is equivalent or
even better than that of the baseline. However, for other values of wg,, the performance
with the down dipole dynamics is better than that with the up dipole dynamics. It was found
that for the down dipole dynamics at 1 rad/s, the human operator cannot further increase
the visual gain to improve performance, otherwise the stability of the system decreases sig-
nificantly which would further worsen the performance. For the down dipole dynamics at
2 rad/s, simulation results showed that high visual gain and high control activity do not
necessarily correspond with a high crossover frequency. This may be due to the fact that,
for example, the down dipole decreases the phase of the controlled system for w < w4, and
increases the phase of the controlled system for @ > wq), which complicates the choices of
target crossover frequency for human operators.

The relative changes of the tracking performance, control activity, ratio of the visual
gain and lag time constant and lead time constant with respect to those of the baseline
dynamics were used as the dependent measures quantifying the Manual Control Adapta-
tion Boundaries. The overall effects of the tested added dipole dynamics on performance,
control activity and human operator control behavior were shown as contour-plots, which
can be considered as a lookup table for predicting the sensitivity of the corresponding de-
pendent measures to any other added dipole dynamics. Based on the simulation data, the
Manual Control Adaptation Boundaries for performance, control activity, ratio of the vi-
sual gain and lag time constant and lead time constant were developed, respectively. The
area of the Manual Control Adaptation Boundaries expands with the increase of the relative
change on the corresponding dependent measure. The shape of the Manual Control Adap-
tation Boundaries is irregular, meaning that the effects of the up and down dipoles are not
symmetric. Furthermore, the Manual Control Adaptation Boundaries of each dependent
measure are different from each other.

With the expected inconsistence among the Manual Control Adaptation Boundaries
among different dependent measures, the Integrated Manual Control Adaptation Bound-
aries were proposed, which were the intersection of the Manual Control Adaptation Bound-
aries for performance, control activity, ratio of the visual gain and lag time constant and
the lead time constant. The Integrated Manual Control Adaptation Boundary of magnitude
is narrowest at 3 rad/s and wider at other frequencies. This corresponds with manual con-
trol theory which states that the performance and human operator control behavior is most
sensitive in the crossover region. It was also found that the 20% Integrated Manual Con-
trol Adaptation Boundary of magnitude overlaps well with the original MUAD magnitude
envelope, indicating that for the subjectively unnoticeable added dynamics, the maximum
tolerable deviation of the performance, control activity or human operator control behavior
could be around 20%.

To tie in with the original MUAD envelopes, it was of interest to see to what extent
the performance, control activity and human operator control behavior would change for
added dynamics within the original MUAD envelopes which are hypothesized to be sub-
jectively unnoticeable. The added dipole dynamics within the original MUAD envelopes
were first selected from the tested dipoles, and their corresponding performance, control
activity, target crossover frequency, target phase margin, human operator visual gain, lead
time constant and lag time constant were compared with those of the baseline. On average,
the performance (5.55%) and target crossover frequency (5.15%) change the least, and the
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control activity (23.69%) changes the most. This indicates that performance and crossover
frequency may be the most sensitive in the perspective of noticeability, and human opera-
tor may not notice the difference in the controlled system even with larger control inputs.
Furthermore, it was found that for certain added dynamics within the proposed Integrated
Manual Control Adaptation Boundaries, the relative change of performance, control activ-
ity or human operator control behavior could be more than the amount corresponding with
the boundaries. This indicates that the proposed Manual Control Adaptation Boundaries
do not guarantee that the performance, control activity or human operator control behavior
of any added (dipole) dynamics within the boundaries would be consistently constrained.
However, according to the proposed boundary formulating methods, it is of more confi-
dence to say that for added dipole dynamics falling outside the Manual Control Adaptation
Boundaries, the absolute relative change on performance, control activity or human opera-
tor control behavior would be more than the amount corresponding with the boundaries.

5.5. CONCLUSIONS

In this chapter, an aircraft pitch attitude tracking task with a large number of added dipole
dynamics variations, over a wide frequency range and with various levels of perturbations
was simulated to form the Manual Control Adaptation Boundaries. The relative changes
of tracking performance, control activity, ratio of the visual gain and lag time constant and
lead time constant compared with those of the baseline dynamics were chosen as the depen-
dent measures quantifying the Manual Control Adaptation Boundaries. For each dependent
measure, the proposed Manual Control Adaptation Boundaries enclose all the added dipole
dynamics of which the corresponding absolute relative change of the dependent measure
is within a certain range. The Integrated Manual Control Adaptation Boundaries were de-
veloped which are the intersection of the individual Manual Control Adaptation Boundaries
for performance, control activity, ratio of the visual gain and lag time constant and lead time
constant. The Integrated Manual Control Adaptation Boundary of magnitude is narrowest
at 3 rad/s, meaning that at this frequency the performance, control activity or human opera-
tor control behavior is the most sensitive to the added dipole dynamics, which corresponds
well with manual control theory. In this chapter, it was also found that for the dipoles
within the original MUAD envelopes of 1980, the performance and target crossover fre-
quency are the most sensitive to the added dynamics in the perspective of noticeability, and
human operator may be less sensitive to the change of control activity. Furthermore, it was
found that the proposed (Integrated) Manual Control Adaptation Boundaries do not guar-
antee that for any added (dipole) dynamics that within the boundaries the relative change of
performance, control activity or human operator control behavior with respect to that of the
baseline would be consistently constrained by the boundaries. For any added dipole dynam-
ics falling outside the Manual Control Adaptation Boundaries, it is of more confidence to
claim that the absolute relative change on performance, control activity or human operator
control behavior would be more than the amount corresponding with the boundaries.
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EXPERIMENTAL VERIFICATION
OF MANUAL CONTROL
ADAPTATION BOUNDARIES

In Chapter 4, an offline computer simulation was developed to predict the performance,
control activity and human operator control adaptations for an aircraft pitch attitude track-
ing task when extra dynamics are added to the controlled system. The simulation was val-
idated and tuned using a human-in-the-loop experiment, with three pairs of up and down
added dipole dynamics located at three different frequencies. Chapter 5 further extended
the necessary data base and defined the Manual Control Adaptation Boundaries (MCAB),
based on the relative changes of performance, control activity, ratio of the visual gain and
lag time constant and the lead time constant, all with respect to those of the baseline.
Moreover, in Chapter 5, simulation results showed that the tracking performance and con-
trol activity with added dipoles at 1 rad/s are very different from those with dipoles at other
[frequencies. In this chapter, the MCAB developed in Chapter 5 are experimentally verified
and further refined, by testing the added dipole dynamics with gradually changing damping
ratios only around what was found to be the most critical dipole frequency, 1 rad/s.

The content of this chapter will be submitted to the following paper:
T. Lu, D. M. Pool, M. M. van Paassen, and M. Mulder, Experimental Verification of Objective Manual Control
Adaptation Boundaries in Aircraft Pitch Tracking Tasks, Journal of Guidance, Control, and Dynamics.
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6.1. INTRODUCTION

The goal of this thesis is to develop MCAB, which can more objectively quantify the sen-
sitivities of tracking performance, control activity and human operator control behavior to
the change of the controlled dynamics. In Chapter 4, a computer offline simulation using
constrained nonlinear optimization techniques was developed, to predict the performance,
control activity and human operator model parameters. It was validated by an experiment
where subjects performed the same task with the same testing conditions. In Chapter 5, this
control task was simulated with 504 different added dipole dynamics, located at frequen-
cies 1,2,3,4,5,6 and 7 rad/s, to formulate boundaries of the MCAB. Different MCAB were
formulated for performance, control activity, ratio of the visual gain and lag time constant,
and the lead time constant. Then the intersections of the four MCAB for these dependent
measures were defined as the Integrated Manual Control Adaptation Boundaries (IMCAB),
for both magnitude and phase, respectively. In general, the IMCAB of magnitude is nar-
rowest at 3 rad/s, corresponding with manual control theory which states that performance
and human operator control behavior are the most sensitive within the crossover region [1].

In theory, the verification of the MCAB developed in Chapter 5 needs to test an infini-
tive amount of added dipole dynamics, or at least the 504 different added dipole dynamics
which were used in the simulation. This is practically infeasible for a human-in-the-loop
experiment. However, it is possible to verify the MCAB for limited testing conditions in
order to gain insights into how much the measured sensitivities of performance, control
activity and identified human operator control behavior would deviate from the simulation-
based MCAB. Moreover, even with limited testing conditions an experiment could also
serve as a reference to further tune the MCAB obtained in Chapter 5.

The goal of this chapter is to experimentally verify the MCAB developed in Chapter
5, and if necessary, to further tune the simulation-based envelopes using the experimental
results. An aircraft pitch attitude tracking experiment perturbed by added “up” and “down”
dipole dynamics was performed and the same “cybernetic approach” utilized in previous
chapters was used to study the effects of the added dynamics on performance, control ac-
tivity and human operator adaptation.

This chapter starts in Section 6.2, with an introduction of the aircraft pitch tracking task
that forms the basis of the experiment and simulation. Experiment results will be discussed
in Section 6.3, and compared to the simulation predictions in both absolute values and
as relative changes with respect to the baseline. Simulation data in Chapter 5 are modified
based on the experiment results, and the modified MCAB are verified by comparing with the
added dipole dynamics tested in this experiment and their corresponding relative changes
in tracking performance, control activity, ratio of the visual gain and lag time constant, and
the lead time constant. The chapter ends with a discussion and conclusions.

6.2. METHODS

6.2.1. CONTROL TASK

AIRCRAFT PITCH ATTITUDE TRACKING TASK

In this chapter, the same aircraft pitch attitude tracking task as used in both Chapters 4 and
5 will be performed to study the tracking performance, control activity and human operator
control behavior with added dynamics perturbing the baseline aircraft dynamics, as shown
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in Figure 6.1. The total controlled dynamics are the combination of the baseline dynamics
Hpaseline(s) and the added dynamics Hgg404(s). The human operator (represented by a
linear transfer function Hy(s) for visual response and the remnant 7) controls the pitch
angle 0 of the total aircraft dynamics (Hpgseline(S) Hadded () to both track the target signal
[t and reject the disturbance signal f;. The error signal e is the difference between the
target signal f; and the aircraft pitch angle 6. In Figure 6.1, u is the human operator control
signal, K is the stick gain, u; is the control signal from the stick, u, is the signal out
from the added dynamics, and §, is the signal directly feeding into the baseline aircraft
dynamics. To avoid repetition, the details of the forcing functions f; and f;, the baseline
dynamics Hpgseline(s), the added dynamics H,g4e4(5), the stick gain K and the human
operator visual response Hp(s) can be found in Chapter 4.

added dynamics  fj baseline aircraft dynamics

Human operator model, H,,(s) stick gain ad(hd( ) Hpasetine ()
| A LETRARY Kgs,(Tp,5+1
i s e K Tieaast1)? o—7os wim [‘ st LGy gy *T a7 o M
e . .
i U Tpggs+1 sZH 2 pmwnms+em * +2ﬁ,+1

Figure 6.1: A schematic representation of the aircraft pitch attitude tracking task.

EXPERIMENT CONDITIONS
In Chapter 4, up (¢; = 0.7, {2 = 0.2) and down ({; = 0.2, {2 = 0.7) dipole dynamics were
tested at wy, = 1,3 and 7 rad/s, respectively. However, since only one up and one down
dipole at each frequency were tested, it was at that point unknown how much the perfor-
mance, control activity and human operator model parameters would change when the per-
turbation of the added dynamics on the baseline system is gradually increased. Moreover, in
Chapter 4 the simulation was validated only for one up and one down dipole at at wg), = 1,3
and 7 rad/s respectively, it is also unknown whether the simulation is still accurate when the
damping ratio changes gradually with finer resolutions. However, to increase the number
of dipoles at multiple frequencies, for example, wqp = 1,3 and 7 rad/s, will significantly
increase the number of conditions of the experiment, which makes the experiment difficult
to carry out. In this chapter, it was decided to focus on only one frequency of wg;, and
increase the number of added dynamics tested by varying the damping ratios {; and (>.

Two main considerations were taken into account when selecting the added dynamics
natural frequency wg), in this chapter. First, the frequency range of interest is between 1
rad/s and 10 rad/s, which includes the crossover frequency region [1] where the human op-
erator control behavior is sensitive to the changes of controlled dynamics (in Figure 6.2 it
can be also seen that the MUAD envelopes [2] are indeed narrowest within this frequency
range). Second, in Chapter 5, based on the simulation results, it was known that the per-
formance pattern between the up and down dipole dynamics at w = 1 rad/s is unique and
different from that at other frequencies. Moreover, near w = 1 rad/s, the forcing functions
have most power and the added dynamics can make a significant impact on human operator
control behavior. Thus in this chapter wg), = 1 rad/s is chosen as the natural frequency of
the added dipole dynamics.

The selection of the damping ratios ¢; and {» in this chapter was mainly based on
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the experiment results of Chapter 4 and Chapter 3. In Chapter 4, for both up and down
dipoles at 1 rad/s, one damping ratio was kept at 0.2 and another one changed from 0.2
to 0.7. Experiment results showed that for the selected conditions, obvious changes in
the performance, control activity, human operator visual gain and lag time constant were
observed, compared with the baseline condition. To tie in with Chapter 4, for this chapter
it was also decided, for example for the up dipole dynamics, (> is fixed 0.2 and {; changes
from 0.2 to 0.7 (vice versa for the down dipole dynamics). Chapter 3 concluded that the
noticeable limit of performance and control activity would be around between {; = 0.35
and {; = 0.5 ({2 = 0.2). Even though in Chapter 3 the baseline dynamics and the added
dynamics natural frequency are different from the ones used in this chapter, {; = 0.35 for
the up dipole (or ¢ = 0.35 for the down dipole) dynamics is selected as a damping ratio of
interest. Finally in this chapter, the damping ratios with the up dipole dynamics are selected
as {1 =0.25,0.3,0.35,0.4,0.5,0.6 and 0.7 with {, = 0.2. The damping ratios with the down
dipole dynamics are varied the other way around.

To enable a direct comparison with human operator control behavior of the baseline
aircraft dynamics, the baseline aircraft without any added dynamics is also tested. Table
6.1 lists all conditions, where “B” represents the baseline condition. Conditions C7 and
C14 are identical to the ones tested in Chapter 4. The performance, control activity and
human operator control behavior of conditions C1, C3, C8, C10 in Table 6.1 were predicted
by the simulation developed in Chapter 4 before the experiment. The performance, control
activity and human operator control behavior of other conditions in Table 6.1 were directly
obtained from Chapter 5.

The frequency responses of all added dynamics conditions are shown in Figure 6.2,
plotted against the original MUAD envelopes [2] for reference.

Table 6.1: Simulation and experiment conditions

Conditions  wgp, rad/s C1,- (2,-

Cl1 1 0.25 0.2

C2 1 0.3 0.2

C3 1 0.35 0.2

Up dipoles C4 1 0.4 0.2
01> C5 1 0.5 0.2
C6 1 0.6 0.2

C7 1 0.7 0.2

C8 1 0.2 0.25

Cc9 1 0.2 0.3

C10 1 0.2 0.35

Down dipoles Cl1 1 0.2 0.4
(2 > (1 C12 1 0.2 0.5
C13 1 0.2 0.6

Cl4 1 0.2 0.7

Baseline B
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Figure 6.2: MUAD and all added dynamics.

6.2.2. EXPERIMENT

In this section, the human-in-the-loop aircraft pitch attitude compensatory tracking experi-
ment (Figure 6.1) is introduced. First, the dependent measures and the methods of the anal-
ysis are explained. Second, the apparatus and the experiment procedures are introduced. In
the end the hypotheses of the experiment are stated.

DEPENDENT MEASURES AND DATA ANALYSIS

The measured variables in the experiment include the time histories of the tracking error
e, the control signal u and the pitch angle 6 during each run, see Figure 6.1. From these
measurements the variance of e and the variance of u are calculated as the measures of per-
formance and control activity, respectively. Based on the measures of e and 0, the Fourier
coefficient (FC) method [3, 4] is used to identify the nonparametric open-loop describing
functions at the target signal frequencies w;:

O(jw;)
E(jwy'

Hop(jop) = (6.1)
where H,; ;(jw) is the nonparametric target open-loop describing function, @ is the Fourier
transform of the aircraft pitch angle 6 and E is the Fourier transform of the error signal
e. Then the open-loop target crossover frequency w,,; and phase margin ¢, ;, represent-
ing the manual control bandwidth and the stability, respectively, are calculated from this
nonparametric open-loop describing function estimate.

Similarly, based on the measures of e and u, a (nonparametric) frequency response
function (FRF) estimate of the human operator dynamics H), at the frequencies of both f;
and f is also obtained as:

Hp(jwt,d) = T’ (6.2)

where H p(jwy,q) represents the estimated FRF and U is the Fourier transform of the control
signal u, see Figure 6.1. Finally, the human operator model parameters are estimated using
the time-domain parameter estimation method of [4]. To evaluate the quality-of-fit for all
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fitted human operator models, the Variance Accounted For (VAF) is calculated. The VAF
expresses the model quality in the percentage of the variance in the control signal u that is
captured by the model [4, 5].

To verify the statistical significance of observed trends in all dependent measures, sta-
tistical analyses are performed. First, a nonparametric Friedman test is used to check for
significant variations due to the different added dynamics settings (H,g44.4) over all fifteen
experimental conditions. In addition, for each dependent measure fourteen paired t-tests (at
a Bonferroni corrected significance level of @ = 0.0036) are used to compare all fourteen
added dynamics conditions (C1-C14) with the data of the baseline condition (B).

For all the experiment conditions in Table 6.1, experiment and simulation results will be
compared and correlated for performance, control activity, target crossover frequency, target
phase margin and human operator model parameters. The relative changes of performance,
control activity, ratio of the visual gain and lag time constant and lead time constant with
respect to those of the baseline dynamics (which are the dependent measures quantifying the
MCAB, see Chapter 5) will be compared between the simulation and experiment. Based
on these comparison results, the MCAB and IMCAB developed in Chapter 5 would be
modified based on the experiment results.

APPARATUS

The experiment was performed in the fixed-base simulator called the Human-Machine In-
teraction Laboratory (HMILab) at the Faculty of Aerospace Engineering of Delft University
of Technology (see Figure 6.3). During the experiment, subjects were seated in the right
cockpit seat and a right-handed sidestick was used for giving inputs to the controlled dy-
namics. Only the pitch axis of the sidestick was active during the experiment; the roll axis
of the sidestick was fixed at the neutral position. The tracking error e in Figure 6.1 was pre-
sented to the subject through the primary flight display (PFD) directly in front of the right
seat, as shown in Figure 6.3(b). The display shows the pitch attitude tracking error e as the
distance between the center fixed aircraft symbol and the moving target line. The aircraft
symbol was static, and the target line moved to indicate the current tracking error e. Note
that this display is an “inside-out” display: to compensate for the tracking error shown in
Figure 6.3(b), the subject needs to give a (positive) pitch input, i.e., pull the stick. No other
visual cues were presented during the experiment, that is, the secondary flight displays and
the outside visual system were switched off.

SUBJECTS AND EXPERIMENT PROCEDURES

Fifteen subjects (twelve male and three female) aged between 22 and 50 years were invited
to perform the experiment, all students or staff of Delft University of Technology. The sub-
jects received an experimental briefing on the overview and objective of the experiment.
Subjects were instructed to minimize the pitch attitude tracking error e presented on the
PFD as best as possible, without providing the details of the characteristics of the con-
trolled aircraft dynamics or added dynamics. Finally, all the subjects gave written informed
consent before the start of the experiment.

The order of the testing was determined for each subject by a Latin square. Considering
the large number of conditions and testing runs, the experiment for each subject was divided
into two sessions on two different days. For example, Figure 6.4 shows the run order of
Subject 7 of all experiment conditions on two sessions of two days.
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%}DF:

(a) The Human-Machine-Interaction Simulator (b) Compensatory pitch
(HMI). tracking display.

Figure 6.3: The Human-Machine-Interaction Laboratory (HMI) lab and compensatory pitch tracking display.

Session 1 of day 1 Session 2 of day 2
Training [ c10 [ c14 [c8[cs[c1[c6[B[c3| [Training [ c7[ci1[c2]ci2]c13[cafco

Figure 6.4: The run order of Subject 7 for all the conditions on two sessions. The added dynamics of different
conditions can be found in Table 6.1.

For each subject, the experiment started with an initial familiarization. During this
phase, subjects were allowed to familiarize themselves with the baseline aircraft dynamics
(condition B) for a total of 7 tracking runs. Following this initial familiarization, the mea-
surement runs for all experiment conditions were performed. The root mean square (RMS)
of the error signal e was recorded and reported to the subject after each run. For each
subject five repetitions were collected before the testing of this condition was completed.

Each testing run lasted 95 s. In order to obtain stable control output from the subject,
the first 13.08 s data were cut off. Thus 81.92 s data were used for the data analysis. The
sampling frequency of the experiment data was set at 100 Hz.

HYPOTHESES
For the experiment, the following hypotheses are formulated:

1. The added dipole dynamics of C1&C2 and C8&C9 have no effect on performance,
control activity, target crossover frequency, target phase margin and human opera-
tor model parameters. The added dipole dynamics of C3-C7 and C10-C14 have a
significant effect on either visual gain, lead time constant or lag time constant. In
Figures 6.2a and 6.2b it can be seen that the added dynamics of C1&C2 and C8&C9
are the ones lying mostly within the MUAD envelopes. Even though the magnitude
of the added dynamics of C2 and C9 are not completely within the MUAD magni-
tude envelopes (Figure 6.2a), they are still within the MUAD phase envelopes (Fig-
ure 6.2b). For C3-C7 and C10-C14, the added dynamics are both outside the MUAD
magnitude and phase envelopes. Moreover, according to Chapter 3, the dipole of
{1 =0.35,{2 = 0.2 has significant effects on human operator control behavior.
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2. The effects of the up and down dipole dynamics on performance and control activity
are not exactly each other’s opposite. According to Chapter 4, at wg,, = 1 rad/s, the
performance with the down dipole is significantly worse than that of the baseline and
the performance with the up dipole is very close to that of the baseline. The control
activity with the down dipole is significantly higher than that of the baseline and the
control activity with the up dipole is significantly lower than that of the baseline, but
the differences are much smaller than those for the down dipole dynamics. More-
over, the simulation results obtained in Chapter 5 at wg, = 1 rad/s also support this
hypothesis.

6.3. RESULTS

6.3.1. EXPERIMENT RESULTS

This section first presents the experiment results of performance, control activity, target
crossover frequency, phase margin and human operator control behavior parameters. Then
the experiment results are compared with the simulation results in both values of the depen-
dent measures and their relative changes (with respect to those of the baseline). In the end
of this section, the MCAB and IMCAB are modified based on the experiment data. These
modified boundaries are verified by comparing them with the tested added dipole dynamics
and their corresponding relative changes in the dependent measures.

TRACKING PERFORMANCE AND CONTROL ACTIVITIES

Figure 6.5a shows the box-plot of the variance of the error signal e for each condition for
the fifteen subjects. The solid line shows the change of the medians of the “up dipole"”
conditions when ¢, = 0.2 and {; increases from 0.2 to 0.7, and the dashed line shows the
change of the medians of the “down dipole" conditions when {; = 0.2 and {» increases
from 0.2 to 0.7. The baseline condition is indicated as “B” in the figure and a horizontal
line is drawn to indicate its median. The asterisk mark the conditions which are significantly
different from the baseline.

As can be seen in Figure 6.5a, the performance with the up dipole dynamics is similar
to that of the baseline over different conditions. In contrast, the performance with the down
dipole dynamics gradually gets worse when (> increases. The up dipole dynamics increase
the gain of the controlled dynamics, thus the human operator may not need to change control
behavior and a similar performance with the baseline can be achieved. However, the down
dipole dynamics lower the gain of the controlled dynamics at frequencies (wqp = 1 rad/s)
where the forcing function has most of its power. Thus the human operator has to increase
his/her own gain in order to compensate for it. However, this could lead to very high control
activity. According to Kolmogorov-Smirnov tests, the distribution of the performance data
is significantly different from normal (C0O, C6 and C11), and a nonparametric Friedman
test was performed instead of an ANOVA, as can be seen in Table 6.2. Furthermore, a
nonparametric Wilcoxon signed-rank test was performed instead of a paired t-test in order
to find the conditions which are significantly different from the baseline condition (at a
Bonferroni corrected significance level of a = 0.0036). The z-statistic of the Wilcoxon
signed-rank test is not available due to the small sample size (< 14) with the exact-method
for calculating the p-value [6]. Figure 6.5a shows that the performance of all the up dipole
dynamics are not significantly different from the baseline. The performance with the down
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dipole dynamics becomes significantly different from the baseline from C10 ({1 = 0.2, {» =
0.35) to C14 ({1 =0.2, {2 =0.7).

In Figure 6.5b, the control activities of all conditions are shown. It can be seen that the
control activity with the up dipole dynamics decreases when {; increases. In contrast, the
control activity with the down dipole dynamics increases when {» increases. The up dipole
dynamics increase the gain of the controlled dynamics, thus the human operator could lower
his/her own gain. In contrast, the down dipole dynamics decrease the gain of the controlled
dynamics, and the human operator has to increase his/her own gain to compensate for the
performance. The data of control activity are not normal distributed (C4), and a nonpara-
metric Friedman test was performed instead of an ANOVA, and a Wilcoxon signed-rank
test was performed instead of a paired t-test. As can be seen in Figure 6.5b, the control
activity with the up dipole dynamics becomes significantly different from the baseline from
C2((1=0.3,02,=0.2) to C7 ({; =0.7, {2 = 0.2). The control activity with the down dipole
dynamics becomes significantly different from the baseline from C9 ({; = 0.2, {2 =0.3) to
Cl4((1=0.2,{,=0.7).
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Figure 6.5: Variance of the error signal e and control signal u for each condition of fifteen subjects. The asterisk
mark the conditions significantly different from the baseline (B) based on a Wilcoxon signed-rank test (p <
0.0036).

Table 6.2: Friedman test results for U% and 0%, where * is significant (p < 0.05), and - is not significant (p =
0.05).

og o

Factor df  y2 Sig.  df  y? Sig.
H, 14 1273 * 14 1924 =

CROSSOVER FREQUENCIES AND PHASE MARGINS

Figure 6.6a shows the box-plot of the target crossover frequencies w,,; for all conditions
for the fifteen subjects. The solid line shows the change of the medians of the “up dipole"
conditions when {, = 0.2 and {; increases from 0.2 to 0.7, and the dashed line shows the
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change of the medians of the “down dipole" conditions when {7 = 0.2 and (> increases from
0.2t00.7.

As can be seen in Figure 6.6a, the target crossover frequencies with the up dipole dy-
namics are slightly lower than that of the baseline, and the target crossover frequencies with
the down dipole dynamics increase when ({» increases. Because the crossover frequency
data are not normally distributed (C11, C12 and C13), a nonparametric Friedman test (Ta-
ble 6.3) and a nonparametric Wilcoxon signed-rank test were performed. Table 6.3 shows
that there is a significant difference among conditions (y?(14) = 38.6, p < 0.05). However,
in Figure 6.6a, as can be seen there is no asterisk (the asterisk is used to mark a condition
which is significantly different from the baseline, see Figure 6.5 as an example), meaning
that none of the crossover frequency of any condition is significantly different from the
baseline.

Figure 6.6b shows the box-plot of the target phase margins ¢, ; for all conditions of
the fifteen subjects. It can be seen that the target phase margin decreases slightly when
the damping ratio increases from 0.25 to 0.7. Due to the fact that the target phase margn
data are not normally distributed (C13), a nonparametric Friedman test and a nonparametric
Wilcoxon signed-rank test were performed. Table 6.3 shows that there there are significant
differences among conditions ()(2(14) =31.8, p < 0.05). However, in Figure 6.6b there is
no asterisk, meaning that none of the target phase margin of any condition is significantly
different from the baseline.
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Figure 6.6: Target crossover frequencies and phase margins for each condition of fifteen subjects. Based on a

Wilcoxon signed-rank test (p < 0.0036), none of the condition is significantly different from the baseline for
target crossover frequency or target phase margin, respectively.

Table 6.3: Friedman test results of the target crossover frequencies and phase margins, where * is significant (p <
0.05), and - is not significant (p = 0.05 ).

We,t bm,t
Factor  df 12 Sig. df % Sig.
H, 14 38.6 * 14 318 *
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HUMAN OPERATOR MODEL FITTING RESULTS

Figure 6.7 shows the human operator modeling results for Subject 3 for the baseline con-
dition (B), C7, and C14. The frequency response functions at both target and disturbance
forcing function frequencies are shown with circular and triangular markers, respectively.
The error bars show the sample standard deviations of the FRF estimates over the three
measurement runs. Finally, the frequency response of the total controlled dynamics is also
shown, for reference.

As can be verified from Figure 6.7, the fitted human operator models in general show
very good agreement with (independently estimated) FRFs. Also, the attained VAF values
are high (>80%), which means that the human operator model output accurately describes
the measured output u. The results in Figure 6.7 are representative for all collected data,
i.e., for all other subjects and conditions. Overall, VAF values between 71% and 93% were
attained. The human operator modeling result was less accurate only for Subject 15 in C7,
with a VAF of around 67%.

HUMAN OPERATOR MODEL PARAMETERS
Figure 6.8 shows the box-plot of the human operator model parameters for all conditions
of the fifteen subjects. The solid line shows the change of the medians of the “up dipole"
conditions when {, = 0.2 and {; increases from 0.2 to 0.7, and the dashed line shows the
change of the medians of the “down dipole" conditions when {; = 0.2 and (> increases
from 0.2 to 0.7. The baseline condition is indicated as “B” in the figure and a horizontal
line is drawn to indicate its median. The asterisk mark the conditions which are significantly
different from the baseline.

In Figure 6.8a, in general the visual gain with the up dipole dynamics decreases when
{, increases, and the visual gain with the down dipole dynamics increases when (, in-
creases. The up dipole dynamics increase the gain of the controlled dynamics, thus the
human operator may decrease his/her visual gain and similar performance with the baseline
can be obtained (see Figure 6.5a). However, the down dipole dynamics lower the gain of
the controlled dynamics at frequencies where the forcing function has most of its power.
The human operator has to increase his/her gain to compensate with higher control activ-
ity (see Figure 6.5b). Figure 6.8 shows that the visual gain with the up dipole dynamics
becomes significantly different from that of the baseline from C3 ({; = 0.35, {» = 0.2) to
C7 ({1 =0.7, {» = 0.2), and the visual gain with the down dipole dynamics becomes sig-
nificantly different from that of the baseline for C13 ({; = 0.2, {2 =0.6) and C14 ({; = 0.2,
(> =0.7).

In Figure 6.8d, the lead time constant with the up dipole dynamics increases when
(1 increases, and the lead time constant with the down dipole dynamics decreases when
{, increases. The phase with the up dipole dynamics is positive when w < 1rad/s and
becomes negative when w > 1rad/s (see Figure 6.2b). For a compensatory tracking task
the up dipole dynamics may decrease the stability of the system when w > 1 rad/s. The
lead time constant is thus found to increase with increasing perturbations with the up dipole
dynamics. In contrast, the down dipole dynamics increase the stability of the system, and
the human operators do not need to generate much lead compared with the case of up
dipole dynamics. Figure 6.8d shows that for the up dipole dynamics the lead time constant
becomes significantly different from that of the baseline from C5 ({; = 0.5, {2 =0.2) to C7
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(¢1 =0.7, {2 =0.2), and the lead time constant with the down dipole dynamics becomes
significantly different from that of the baseline from C12 ({; = 0.2, {» =0.5) to C14 ({; =
0.2, {5 =0.5).
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Figure 6.7: Subject 3 compensatory model fits and frequency response functions for conditions of baseline, C7

and C14.
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Figure 6.8: Human operator model parameters. The asterisk mark the conditions significantly different from the
baseline (B) based on a Wilcoxon signed-rank test (p < 0.0036).

Table 6.4: Friedman test results of the human operator model equalization parameters, * is significant (p < 0.05),
- is not significant (p = 0.05 ).

Ky Tlag Kv/Tlag Tieqa
Factor df  y2 Sig. df y%  Sig. df I Sig.  df 42 Sig.
H, 14 1677 * 14 283 14 180.3 14 1495 ¥
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Table 6.5: Friedman test results of the human operator model visual time delay and neuromuscular parameters, *
is significant (p < 0.05), - is not significant (p = 0.05).

Ty Cnm Wnm
Factor df x> Sig df x> Sig. df %>  Sig
H; 14 219 - 14 486 * 14 55 -

Figure 6.8b shows that the lag time constant with the up dipole dynamics is in general
higher than that with the down dipole dynamics. It can be seen that for the up dipole
dynamics the lag time constant is not significantly different from that of the baseline for
any condition, and for the down dipole dynamics the lag time constant of C14 ({; = 0.2,
{2 =0.7) is significantly different from that of the baseline.

Figures 6.8e, 6.8f and 6.8g show the visual time delay, neuromuscular damping ratio and
neuromuscular natural frequency, respectively. None of these parameters are significantly
different from those of the baseline, respectively.

According to the Wilcoxon signed-rank test for the performance, control activity (see
Figure 6.5), ratio of the visual gain and lag time constant and lead time constant (see Fig-
ure 6.8), only the added dynamics of C1 and C8 (Table 6.1) are not significantly different
with respect to the baseline dynamics. For any of the other tested added dynamics, at least
one of the dependent measures (performance, control activity, ratio of the visual gain and
lag time constant or lead time constant) is significantly different from the baseline.

6.3.2. COMPARISON WITH SIMULATION PREDICTION DATA

In Figure 6.9 the experiment results are compared with the simulation results on the same
conditions. Figure 6.9a, for example, shows the baseline condition (B) in the middle. The
down dipole dynamics conditions are shown on the left-hand side of the baseline condi-
tion, with ¢; = 0.2 and {» changing from 0.25 (C8) to 0.7 (C14). The up dipole dynamics
conditions are shown on the right-hand side of the baseline condition, with {, = 0.2 and {;
changing from 0.25 (C1) to 0.7 (C7).

In Figure 6.9a it can be seen that the performance of the simulation is better than that
of the experiment. Figure 6.9b shows that the control activity of the simulation is higher
than that of the experiment over different conditions. This may be due to the fact that in the
simulation the objective was only to optimize the performance without limiting the control
activity, which means that the control activity can become high if better performance can
be achieved.

In Figure 6.9c, the target crossover frequencies of the simulation are higher than those of
the experiment over different conditions. This may also be due to the fact that the objective
of the simulation is only to optimize the performance without limiting the control activity,
which may lead to higher crossover frequencies. In Figure 6.9d, in general the target phase
margins of the simulation are lower than those of the experiment for most of the conditions.
For the conditions with the up dipole dynamics, it can be seen that the changing trends
between the simulation and experiment are not consistent.
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Figure 6.9: Comparison between experiment and simulation results.
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In Figures 6.9e, 6.9f and 6.9g, it can be seen that there are offsets between the simu-
lation and experiment results on visual gain, lead time constant and lag time constant over
different conditions, respectively. For example, for both visual gain and lag time constant,
the simulation results are closer with the experiment results for the up dipole dynamics
than the down dipole dynamics. However, for lead time constant, the simulation results are
closer with the experiment results for the down dipole dynamics. In general, the changing
trends of these human operator model parameters over conditions are very similar to those
of the experiment.

Figure 6.10 shows the comparison between the experiment and simulation results for the
ratio of the visual gain and lag time constant. It can be seen that the simulation well predicts
the changing trend of the experiment results, and the agreement between the simulation and
experiment data is better for the up dipole dynamics than for the down dipole dynamics.

In Table 6.6 the correlations between the medians of the simulation and the experiment
results are shown for performance, control activity, target crossover frequency, target phase
margin, visual gain, lag time constant, ratio of the visual gain and lag time constant and lead
time constant, respectively. The R value should be close to 1 if the correlation is significant.
It can be seen that, except for the target phase margin, all variables have significantly high
correlations between the simulation and experiment results. The low correlation of the
target phase margin can also be seen in Figure 6.9d.

10 " Down dipole, ¢, = 0.2 ‘ ‘ ‘ ¢, Z0.2, Up dipole

. 8r —&— Experiment B
w 6 R — £—- Simulation —
e aple-—— g b 4 7
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0.7 0.6 0.5 0.4 0.35 0.3 0.25 B 0.25 0.3 0.35 0.4 0.5 0.6 0.7
G - Gy -

Figure 6.10: Comparison between experiment and simulation Ky /T 4g.

Table 6.6: Correlation coefficients for experiment and simulation data, where * indicates that the correlation is
significant (p < 0.05), - is not significant (p = 0.05).

U% U,% wet  Pmyir Ky Tiag  KvlTiag  Tieqd
R 097 098 0.79 -023 0.88 0.82 0.9 0.97

Sig. * * * * # B #

6.3.3. MANUAL CONTROL ADAPTATION BOUNDARIES VERIFICATION

RELATIVE CHANGES OF THE MCAB VARIABLES

In Figure 6.11, the relative changes of performance, control activity, ratio of the visual
gain and lag time constant, and the lead time constant with respect to those of the baseline
dynamics are shown (for experiment and simulation results, respectively). These dependent
measures are the ones quantifying the MCAB (see Chapter 5). In Figure 6.11a, for example,
the baseline condition (B) is in the middle. The down dipole dynamics conditions are shown
on the left-hand side of the baseline condition, with {; = 0.2 and {» changing from 0.25 (C8)
to 0.7 (C14). The up dipole dynamics conditions are shown on the right-hand side of the
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baseline condition, with {, = 0.2 and {; changing from 0.25 (C1) to 0.7 (C7). The VAF
values are shown to indicate the fittings of the simulation data to the experiment results for
the up and down dipoles, respectively.

In Figures 6.11a and 6.11d, it can be seen that the relative changes of the performance
and lead time constant are very similar for the experiment and simulation results, indicating
that in Chapter 5 the MCAB for performance and lead time constant at 1 rad/s were indeed
well predicted and need no further modification. The low VAF value for the up dipoles in
Figures 6.11a is due to the relatively low values of the experiment data and their inconsis-
tencies for different conditions. Since the maximum mismatch is only around 20% for C3
(¢1 =0.35, {2 = 0.2), the relative changes between the simulation and experiment data are
still very close.

In Figure 6.11b, the relative changes of the control activity for the up dipole dynamics
are also in very good agreement between the experiment and simulation results. How-
ever, for the down dipole dynamics the relative change of the simulation control activity
is clearly underestimated when compared with the experiment results. The maximum mis-
match is around 80% at C14 ({; = 0.2, {» = 0.7), and the VAF value 76.53% is relatively low,
indicating that in Chapter 5 the MCAB for control activity at 1 rad/s may be overestimated
and would be narrower (less qualified added dipole dynamics for fixed amount of relative
change of control activity).

Similarly, in Figure 6.11c, the simulation data for AK,/ T4 match well with the ex-
periment results for the up dipole dynamics. However, for the down dipole dynamics the
relative change of the simulated K,/ T}, is strongly overestimated, with a mismatch that
increases to around 30% at C14 ({1 = 0.2, {, = 0.7), and the VAF value 69.94% is also rel-
atively low. This suggests that the MCAB for AK,/Tj4g at 1 rad/s from Chapter 5 may be
too conservative and shall actually be wider.

In Table 6.7, piecewise correlations for the medians of the simulation and the experi-
ment results are shown for all the dependent measures in Figure 6.11. In Table 6.7, it can be
seen that the R values are all very close to 1, meaning that the correlations are significant for
all dependent measures. In summary, Figure 6.11 indicates that for the up dipole dynamics,
the MCAB and the IMCAB at 1 rad/s (see Chapter 5) match the experiment data very well
and do not need any further modification. For the down dipoles in Figure 6.11, due to the
observed discrepancies in the relative changes in control activity and the ratio of the visual
gain and lag time constant, further tuning and modification of the MCAB and the IMCAB
would be necessary. These updates are presented and discussed in the following sections.

UPDATED SIMULATION-BASED MCAB

In Chapter 5, the parameter intervals of the dipole damping ratios of both {; and {, were
set at 0.1, and in total 36 down dipoles were simulated at 1 rad/s. This resolution of the
simulation down dipoles could be too low for correcting the MCAB. For example, in Chap-
ter 5, there were 8 out of 36 down dipoles of which the relative changes of control activity
were within 20%, and these eight “qualified” down dipoles were all within the MCAB lower
magnitude at 1 rad/s.
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Figure 6.11: Comparison of the relative changes of the medians with respect to the baseline between the
experiment and simulation results. The VAF values are shown to indicate the fittings of the simulation data to the
experiment results for the up and down dipoles, respectively.

Table 6.7: Correlation coefficients for experiment and simulation data for the MCAB dependent measures, where
* indicates that the correlation is significant (p < 0.05).

Aoz Ao%  AKyITieg  ATjeq
R 097 0.98 0.99 0.97
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According to Figure 6.11, the actual relative changes of control activity for down dipoles
are higher than those of the simulation data. If the simulation control activity data for the
36 down dipoles obtained in Chapter 5 were enlarged, there could be no more “qualified”
down dipoles of which the relative changes of control activity are within 20%. This could
result in, for example, an updated MCAB lower magnitude at the 0 dB line (at 1 rad/s) even
for a 20% relative change level, which does not make much sense. To avoid such problem:s,
the simulation data in Chapter 5 were extended, and the total number of the down dipoles
at 1 rad/s was increased in this chapter. The ranges of both {; and {, were still between 0.1
and 0.9 as used in Chapter 5. From 0.1 to 0.3, the parameter interval decreased to 0.02, and
from 0.3 to 0.9, the parameter interval was kept at 0.1 as used in Chapter 5.

As a result of this increased number of down dipoles at 1 rad/s in the simulation, the
MCAB for the individual dependent measures developed in Chapter 5 changed somewhat
at 1 rad/s for the down dipole dynamics, which can be seen in Figure 6.12. In Figure 6.12c,
the 20% MCAB lower magnitude boundary at 1 rad/s moved from -2 dB to -4 dB at the
same frequency; the 40% MCAB lower magnitude boundary at 1 rad/s moved from -6 dB
to around -7 dB. Similarly, in Figure 6.12d, the 20% MCAB lower magnitude boundary at
1 rad/s moves from -6 dB to -9 dB at the same frequency.

In Figure 6.13, the updated simulation-based IMCAB were generated based on the inter-
section part of all the sub-figures of Figure 6.12 for the magnitude and phase, respectively.
Compared with the original IMCAB developed in Chapter 5, the 20% IMCAB lower mag-
nitude boundary at 1 rad/s moved from -2 dB to -4 dB at the same frequency; the 40%
IMCAB lower magnitude boundary moved from -6 dB to around -7 dB at 1 rad/s.

For the phases of both MCAB (Figures 6.12e, 6.12f, 6.12g, and 6.12h) and IMCAB
(Figure 6.13b), there was no change for the updated boundaries compared with those in
Chapter 5. This is due to the fact that the phase boundaries were formed based on all the up
and down dipoles between 1 and 7 rad/s in the simulation. The newly added down dipoles
did not change the phase boundaries at either 1 rad/s or at other frequencies.

MODIFICATIONS OF MCAB WITH EXPERIMENT DATA

Modifications on the simulation control activity and ratio of the visual gain and lag time
constant obtained in Chapter 5 and the newly added down dipoles at 1 rad/s were made,
based on the observed discrepancies between the simulation and experiment data in Fig-
ure 6.11. To correct the relative changes in the simulation data, for example, a scaling
coefficient ¢, (c«) for control activity is calculated, to match Ag?, of the simulation the same
with the experiment value, for each tested down dipole dynamics in the experiment:
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Figure 6.12: The updated simulation-based MCAB with various amounts of relative changes on the performance,
control activity, ratio of the visual gain and lag time constant and lead time constant (blue: |A| < 20%, red:
|Al = 40%, green: |A| < 60%) compared with the original MUAD envelopes [2] (grey). Figure 6.12c and 6.12d
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Figure 6.13: The updated simulation-based IMCAB based on the intersection part of all sub-figures of
Figure 6.12 for magnitude and phase, respectively. Figure 6.13a also shows the changes compared with the
original simulation-based IMCAB developed in Chapter 5.
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2 2

_ Uu(C*),exp Uu(B),sim
CulCx) =73 2
u(Cx),sim au(B),exp

) (6.3)

where o is the median of the measured control activity of a certain down dipole

2
u(Cx),exp

(condition) tested in the experiment, o is the median of the simulation control ac-

i[C*),si m
tivity of the same down dipole (condition), O’i( B).sim
line control activity and ai( B)exp is the median of the measured baseline control activity in
the experiment. Coefficient ¢, (Cx) was calculated for all the down dipole conditions (C8-
C14) for the control activity, resulting in an average coefficient value of 1.24. To formulate
a new set of modified MCAB of 20%, 40% and 60% based on the experiment results, the
simulation control activity (for both of the data obtained in Chapter 5 and the newly added
down dipoles at 1 rad/s) was then scaled with this average coefficient. Similarly, Eq. (6.3)
was also applied to K, / Ty 4¢ for all the down dipole conditions (C8-C14) and an average cor-
rection coefficient of 0.9 was obtained, which was then applied to the simulation K/ Tj4g
data.

is the median of the simulation base-

Figure 6.15 shows the modified MCAB for Aai and AK,/ Tj,g with experiment data.
For the ease of comparison, the updated simulation-based MCAB for Ag? and AK,/ Tiag
are shown in Figure 6.14 (copied from Figure 6.12). It can be seen that the modified MCAB
magnitude for Ac? (Figure 6.15a) is narrower than the one in Figure 6.14a at 1 rad/s, which
corresponds with the observations in Figure 6.11b. The modified MCAB magnitude for
AKy/ Tiqg (Figure 6.15b) is wider than the one in Figure 6.14b at 1 rad/s, which corresponds
with the observations in Figure 6.11c. The phases of the MCAB are not influenced by the
modifications, since the phase boundaries at 1 rad/s are formed by added dipoles at other
frequencies rather than the ones at 1 rad/s.

The resulting modified IMCAB can be seen in Figure 6.16, in which the added dipole
dynamics of C1 and C8, for which the tracking performance, control activity, ratio of the
visual gain and lag time constant and the lead time constant were all not significantly dif-
ferent from those of the baseline, are drawn for reference. In Figure 6.16a, it can be seen
that the modified IMCAB lower magnitude boundary at 1 rad/s is just inside of the peak
of C8. However, in general, the added dipole dynamics that are not significantly different
from the baseline are still very close to the 20% boundaries in Figures 6.16a and 6.16b.

VERIFICATION OF THE MANUAL CONTROL ADAPTATION BOUNDARIES

The final MCAB for individual dependent measures include: Figures 6.12a and 6.12e for
Ac?, Figures 6.12d and 6.12h for ATj,uq, Figures 6.15a and 6.15¢ for Ac?, and Fig-
ures 6.15b and 6.15d for AK,/Tj4g. The MCAB for Ac? and ATjeuq were not modified
on the basis of experiment data, since in Figures 6.11a and 6.11d these two dependent
measures match well between the simulation and experiment data, respectively.
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Figure 6.16: The modified IMCAB based on the intersection part of sub-figures in Figures 6.12a, 6.12d, 6.12e,

6.12h and Figure 6.15 for magnitude and phase, respectively. The added dipole dynamics of C1 and C8 (which

are not significantly different from the baseline for the tracking performance, control activity, ratio of the visual
gain and lag time constant and the lead time constant) are drawn for reference.

The MCAB for Ac? and AK, /T, 1ag Were modified based on the experiment data, due to
the clear discrepancies observed in Figures 6.11b and 6.11c¢ for the down dipoles. To verify
these MCAB, all added dipoles tested in the experiment (see Figure 6.2) are going to be
drawn with the MCAB for individual dependent measures. Based on the MCAB formula-
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tion approach in Chapter 5, the relative changes in Ao2, Ad?, AK,/ Tiag and ATjeqq With
each added dipole measured in the experiment (see Figure 6.11) will be used as indicators
to judge whether the MCAB are accurate or not.

As an example, Figure 6.17 demonstrates the approach to verify the 20% MCAB for
Aaﬁ using random added dipoles at 1 rad/s. In Figure 6.17a, H,44041 1s outside and
Hggqdeaz is within the MCAB (comparing the dipole peak with the upper magnitude bound-
ary point AO). According to Chapter 5, point A0 in Figure 6.17a is not affected by H,g4e42,
no matter whether its [Ac?| < 20% or |Ac?| > 20% (Ac? is not consistently constrained
by the boundaries). For Hgggeq41, if its IAail > 20%, point AO is not affected; if its
|Ac?| < 20%, according to Chapter 5, point AO should move upward to point A1, thus the
upper magnitude boundary of the 20% MCAB for Ac? is underestimated. In Figure 6.17b,
Hggqdeas 1s outside and Hgg 044 is within the MCAB. Similar to H, 4,42 in Figure 6.17a,
the phase of MCAB in Figure 6.17b is not affected by Hygg4eq4- For Hygge43, the added
dynamics at 1, 4, 5, 6 and 7 rad/s do not affect MCAB since these parts are within the
MCAB. At 2 and 3 rad/s, the added dynamics are outside the MCAB. According to Chapter
5, points BO and CO are not affected if Hygqe043°S |A0’i| > 20%. While points BO and CO
should move upward to points B3 and C3 if Hygge43’s A2 | < 20%, meaning that the upper
phase boundary of the 20% MCAB for Ag? is underestimated.

w, rad/s w, rad/s

(a) Magnitude (b) Phase

Figure 6.17: A demonstration showing the approach to verify the MCAB for Aazw

Figure 6.18 shows the MCAB for Ao, Ac%, AK,/ Tiag and ATjeaq with all the tested
added dynamics, of which the relative changes in the dependent measures obtained from
experiment (see Figures 6.11) are also shown for reference.

In Figure 6.18a, the upper magnitude MCAB of 20%, 40% and 60% at 1 rad/s are not
affected, since all the up dipoles are within the MCAB at 1 rad/s. For the 20% lower
magnitude MCAB at 1 rad/s, the down dipoles of C12-C14 are outside, all with |A0§| >
20%. For the 40% lower magnitude MCAB at 1 rad/s, the down dipole of C14 is outside the
boundary, with IAagl =54.84% > 40%. The 60% lower magnitude MCAB at 1 rad/s is not
affected, since no down dipole is outside the boundary. In Figure 6.18b, for the 20% upper
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phase MCAB, only at 2 rad/s the down dipoles of C13 and C14 are outside the boundary, all
with |Acg2| > 20%. The 40% and 60% upper phase MCAB and all the lower phase MCAB
are not affected, since no dipole is outside these boundaries at 1, 2, 3,4, 5, 6 and 7 rad/s. In
general, the MCAB for A are accurate for all the tested dipoles.

In Figure 6.18c, for the 20% upper magnitude MCAB at 1 rad/s, the up dipoles of C3-
C7 are outside the boundary, all with |Ac? | > 20%. For the 40% upper magnitude MCAB at
1 rad/s, the up dipole of C7 is outside the boundary, with IAJiI =46.07% > 40%. The 60%
upper magnitude MCAB at 1 rad/s is not affected, since no up dipole is outside its boundary.
For the 20% lower magnitude MCAB at 1 rad/s, all down dipoles are outside the boundary,
with |AO’%¢| =12.49% < 20% for C8 and IAoiI > 20% for all other down dipoles. This
suggests that the 20% lower magnitude MCAB at 1 rad/s should move slightly downward
to the peak of the down dipole of C8. For the 40% lower magnitude MCAB at 1 rad/s, the
down dipoles of C11-C14 are outside the boundary, all with IAUiI > 40%. The 60% lower
magnitude MCAB at 1 rad/s is not affected, since no down dipole is outside the boundary.
In Figure 6.18d, for the 20% upper phase MCAB, only at 2 and 3 rad/s there are down
dipoles outside the boundary. At 2 rad/s, the down dipoles of C10-C14 are outside the
boundary, all with IAJ%{I > 20%. At 3 rad/s, the down dipoles of C13 and C14 are outside
the boundary, all with IAail > 20%. For the 40% upper phase MCAB, only at 2 rad/s there
are down dipoles of C12-C14 outside the boundary, all with |Aai| > 40%. For the 60%
upper phase MCAB, only at 2 rad/s there is down dipole of C14 outside the boundary,
with IAUiI > 60%. For the 20% lower phase MCAB, only at 2 and 7 rad/s there are up
dipoles of C6 and C7 outside the boundary, all with |A02u| > 20%. For the 40% lower phase
MCAB, only at 2 rad/s there are up dipoles of C6 and C7 outside the boundary, all with
IAail > 40%. The 60% lower phase MCAB is not affected since no dipole is outside the
boundary. In general, the MCAB for Ag? are accurate for all the tested dipoles, except for
the 20% lower magnitude MCAB at 1 rad/s, which may move slightly downwards.

Using similar approach, the MCAB for AK,/Tj4g and ATjeqq can be verified. In gen-
eral, in Figures 6.18e, 6.18f, 6.18h, the MCAB for AK,/T;4g and ATjeqq correspond
very well with the tested added dipoles. Except in Figure 6.18g, for the 20% lower mag-
nitude MCAB at 1 rad/s, the down dipoles of C13 and C14 are outside the boundary, with
[ATeaql =19.9% < 20% for C13 and |ATjeqql = 27.54% > 20% for C14. This suggests that
the 20% lower magnitude MCAB at 1 rad/s should move slightly downward to the peak of
the down dipole of C13.

In summary, the updated and modified MCAB match very well with the tested added
dynamics in the experiment. This suggests that these boundaries can indeed be used to
predict the relative changes in tracking performance, control activity and human operator
control behavior with respect to those of the baseline dynamics.
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Figure 6.18: Verification of the MCAB. MCAB of Ao and AKy!Tjqg are modified based on experiment data.
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6.4. DISCUSSION

In order to verify the MCAB developed in Chapter 5, an aircraft pitch attitude compensatory
tracking task (also used in Chapter 4 and Chapter 5) with different added dipole dynamics
was performed. In total 15 conditions were tested, with “down” and “up” dipole dynamics
at 1 rad/s cascaded with the baseline aircraft pitch dynamics, as well as a reference base-
line aircraft dynamics case. In addition, an offline computer simulation-based on optimal
performance predictions with a human operator model — using a constrained nonlinear op-
timization algorithm — developed in Chapters 4 and 5 was used to predict performance,
control activity, crossover frequency, phase margin and control behavioral parameters for
the same test conditions. The simulation results were directly compared and correlated with
the experiment data to verify the extent to which the observed human operator adaptations
could be predicted. Moreover, the simulation and experiment results were compared for the
relative changes of performance, control activity, ratio of the visual gain and lag time con-
stant and lead time constant with respect to those of the baseline (which are the dependent
measures quantifying the MCAB, see Chapter 5). Based on these comparison results, the
MCAB and IMCAB developed in Chapter 5 were modified to better match the experiment
results.

For the experiment and the considered variation in added dipole dynamics, two hypothe-
ses were formulated. For Hypothesis 1, it was expected that the added dipole dynamics that
are nearly within the subjective MUAD envelopes (C1&C2 and C8&C9) would have no
effect on performance, control activity, target crossover frequency, target phase margin and
human operator control behavior. It was also expected that the added dipole dynamics of
C3-C7 and C10-C14 would have significant effects on either visual gain, lead time constant
or lag time constant. Based on the experiment data, this hypothesis has to be rejected. The
experiment results show that in C1&C2 and C8&C9, with the exception of the control ac-
tivity, all other dependent measures are close to those of the baseline. The control activities
of C2 ({1 =0.3, {2 =0.2) and C9 ({; =0.2, {2 = 0.3) are significantly different from that of
the baseline, which indicates that the control activity is more sensitive to the added dipole
dynamics than other dependent measures. The experiment results show that the visual gain
is significantly lower than that of the baseline for C3-C7 and significantly higher than that of
the baseline for C13-C14, the lead time constant of C5-C7 is significantly higher than that
of the baseline and lower than that of the baseline for C12-C14, and the lag time constant
of C14 is significantly lower than that of the baseline.

The second hypothesis (Hypothesis 2) stated that exact opposite effects of up and down
dipole dynamics on performance and control activity were not expected. Considering the
observed variations in the performance and control activity, this hypothesis is not rejected.
The experiment results show that the performance of all up dipole dynamics is very similar
to that of the baseline. The performance with the down dipole dynamics of C10-C14 is
significantly worse than that of the baseline. The control activities of C1 and C8 are very
similar with that of the baseline, and the control activities of C2-C7 and C9-C14 are all
significantly different from that of the baseline. However, the relative changes of the control
activities with the down dipole dynamics with respect to the baseline are much higher than
those with the up dipole dynamics. For the human operator model parameters, only for
the lead time constant the up and down dipole dynamics have opposite effects, where the
lead time constant is significantly different from that of the baseline for C5-C7 with the up
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dipole dynamics and for C12-C14 with the down dipole dynamics. The target crossover
frequency, target phase margin, visual time delay, neuromuscular damping ratio and natural
frequency of the tested conditions are all similar to those of the baseline.

Simulation results for conditions C1, C3, C8 and C10 were obtained using the simula-
tion developed and validated in Chapter 4 (the initial guesses for the optimization variables
were the same as the ones used in Chapter 5), and simulation results of other conditions
in this chapter were directly obtained from Chapter 5. All dependent measures except for
the target phase margin have significant correlation between the simulation and experiment
results. This may be due to the fact that, for example, the up dipole dynamics increases the
phase for w < wg), then decreases the phase for w > wg), of the controlled dynamics, which
may lead to very sensitive and different phase margins depending on the control strategies
of the human operators during the experiment.

High correlations were observed between the simulation and experiment results for the
relative changes of performance, control activity, ratio of the visual gain and lag time con-
stant and lead time constant with respect to those of the baseline dynamics. For both of the
relative changes of the performance and lead time constant, the maximum mismatch be-
tween the simulation and experiments was within 17%, for all testing conditions. Obvious
mismatches between the simulation and experiment results were observed for the control
activity and the ratio of the visual gain and lag time constant for the down dipole dynam-
ics, here the maximum mismatch for control activity is around 80% and for the ratio of
the visual gain and lag time constant is around 30%. In general, for the tested up dipoles,
the high match between the simulation and experiment (for the relative changes in tracking
performance, control activity and control behavior) suggests that both the MCAB and the
corresponding IMCAB developed in Chapter 5 are accurate.

For the down dipoles, three steps were carried out to correct the MCAB for the control
activity and the ratio of the visual gain and lag time constant based on the experiment data.
First, simulation data were expanded by also performing the simulation for conditions with
extra down dipoles at 1 rad/s, and the updated simulation MCAB and IMCAB were devel-
oped. Second, a coefficient was introduced to explain for a consistent difference between
the simulation and experiment, and this coefficient was multiplied with the simulation con-
trol activity for all down dipoles at wg), = 1 rad/s (down dipoles from Chapter 5 and the
extra down dipoles from this chapter). This coefficient is the average value needed to match
the simulation relative changes of the control activity over tested down dipole conditions
with those of the experiment. The same procedure was applied to the ratio of the visual gain
and lag time constant. After the corrections, the modified MCAB of magnitude for control
activity is narrower, and the modified MCAB of magnitude for the ratio of the visual gain
and lag time constant is wider than the updated boundaries at 1 rad/s, respectively. Over-
all, the modified IMCAB of magnitude becomes narrower at 1 rad/s. Third, the modified
MCAB were verified by investigating the tested added dynamics and their corresponding
relative changes in control activity and ratio of the visual gain and lag time constant. It was
found that, according to the MCAB formulation approach in Chapter 5, there is no need to
further correct the modified MCAB and IMCAB based on the experiment results.

The modifications on the MCAB are provisional: first, the coefficients for different test-
ing conditions are different and an average value representing the general level of mismatch
between the simulation and experiment results would be rough; second, only 7 added down
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dipole dynamics were tested in the experiment, whether the observed mismatches for the
limited testing conditions still apply to the untested dynamics remains unknown. Moreover,
the MCAB for w = 2,3,4,5,6 and 7 rad/s are not yet verified, it is unknown whether and how
much the boundaries would change if experiment data of those frequencies were available.

For the tested added dipole dynamics, only conditions C1 and C8 are not significantly
different from the baseline dynamics for tracking performance, control activity, ratio of the
visual gain and lag time constant and lead time constant (these are the variables quantifying
the MCAB, see Chapter 5). Moreover, it was found that the added dynamics of C1 and
C8 are not only within the original MUAD envelopes of 1980 [2], but also match well
with the modified IMCAB of 20% relative change. This indicates that for the unnoticeable
added dynamics, for example the ones of C1 and C8, the corresponding objective relative
change in tracking performance, control activity or control behavior is constrained within
20% (according to the experiment data, the maximum relative changes for both C1 (control
activity) and C8 (performance) are around 13%). However, whether this applies to any other
added dipole dynamics within the original MUAD envelopes of 1980 [2] is unknown. This
question would be answered by the simulation developed in Chapter 4 and the approach
of formulating the MCAB proposed in Chapter 5, however with a much finer resolution of
added dynamics.

6.5. CONCLUSIONS

This chapter correlated and verified the MCAB developed in Chapter 5, with experimen-
tal measurements of performance, control activity and human operator control behavior.
For this, a compensatory pitch attitude tracking experiment was performed, where subjects
were asked to control the baseline aircraft pitch dynamics, as well as different “up” and
“down” dipole dynamics centered on frequency of 1 rad/s — added to this baseline system.
Experiment results show that the added dipole dynamics which located close to the original
MUAD envelopes of 1980 still induce significant changes in control activity. Moreover,
the effects of the up and down dipole dynamics are not opposite for the performance and
control activity. The correlations between the simulation and experiment results are high
for performance, control activity, target crossover frequency and all human operator model
parameters. Between the simulation and experiment data, the trends of the relative changes
in performance, control activity, ratio of the visual gain and lag time constant, and the lead
time constant with respect to those of the baseline (dependent measures quantifying the
MCAB) match very well. For the tested down dipoles, discrepancies were still observed
for the control activity and the ratio of the visual gain and lag time constant. To guarantee
enough “qualified” dipoles for the MCAB after modifications with experiment data, first,
simulation data with extra down dipoles at 1 rad/s were added to those obtained in Chapter
5, to form the updated MCAB. Second, all these simulation data at 1 rad/s were scaled, in
order to match the relative changes in the control activity and the ratio of the visual gain
and lag time constant for the tested down dipoles between the simulation and experiment.
Compared with the updated MCAB, the modified MCAB for the relative change of con-
trol activity became narrower, and the modified MCAB for the relative change of ratio of
the visual gain and lag time constant became wider at 1 rad/s, respectively. Meanwhile,
the modified IMCAB became narrower at 1 rad/s, compared with the updated IMCAB.
According to the MCAB formulation approach in Chapter 5, the modified MCAB match
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very well with the tested added dynamics. For the considered variations in the baseline
and added dynamics, the MCAB are accurate in describing the relative changes in tracking
performance, control activity and human operator control behavior when dipoles are added
to the baseline dynamics at 1 rad/s. For the tested added dipoles which are not significantly
different from the baseline for the tracking performance, control activity, ratio of the vi-
sual gain and lag time constant and the lead time constant, their dependent measures for
the MCAB are all within 20% in the experiment. Moreover, these added dipoles are all
very close to the 20% modified IMCAB, indicating that the 20% boundaries seem to be an
appropriate objective limit for added dipoles, of which the tracking performance, control
activity and human operator control behavior are similar to those of the baseline dynamics.
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CONCLUSIONS AND
RECOMMENDATIONS

7.1. CONCLUSIONS

The goal of this thesis was set out to be:

To develop the Manual Control Adaptation Boundaries (MCAB), which can objec-
tively quantify to what an extent the task performance, control activity and human
control behavior will change for the modified controlled dynamics, compared with
the baseline system.

The cybernetic approach [1-4] was used throughout this thesis, to identify human con-
trol behavior with different (types of) controlled dynamics, both with and without simulator
motion feedback. The mismatch between the modified controlled system and the baseline
dynamics were represented by the added dynamics [5, 6], which were the main factor used
to induce human control adaptation. These formed the basis of the work and were discussed
in Part I of the thesis. Based on these initial studies, three objectives were formulated to
meet the thesis goal in three steps:

1. To develop and validate a computer offline simulation, where task performance, con-
trol activity and human operator control behavior can be accurately predicted.

2. Gathering objective task performance, control activity and control behavior data based
on the validated offline simulation, and generating simulation-based MCAB.

3. Modifying and verifying the simulation-based MCAB using new experiment data.
Objectives 1 and 2 were addressed in Part II and Objective 3 was tackled in Part III

of the thesis. This chapter provides an overview, discussion and conclusions of previous
chapters. Finally, recommendations for future studies are made.
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7.1.1. GENERAL METHODS

THE CYBERNETIC APPROACH

The cybernetic approach and the quasi-linear control-theoretical models were used to quan-
tify the human control behavior throughout this thesis. The goal of Chapter 2 was to in-
vestigate whether these quasi-linear human operator models can be successfully applied to
a wide variety of controlled dynamics. In this chapter, a human-in-the-loop yaw attitude
compensatory tracking experiment was performed, with gain, single integrator and double
integrator controlled dynamics both with and without simulator motion feedback.

The experiment results for the double integrator controlled dynamics were highly con-
sistent with previous investigations [7—12], in which human operators made clear use of
motion feedback to improve tracking performance, reduce control activity, decrease visual
lead time constant and increase visual time delay. For the gain and single integrator con-
trolled dynamics, both tracking performance and control activity were similar between the
motion and no-motion cases. The identified human operator control behavior (based on the
multi-channel model) indicated that the motion channel was much less utilized, compared
with the double integrator case, and its contribution to the human control output was neg-
ligible compared with the visual channel. Moreover, it was found that the human operator
control behavior for both gain and single integrator controlled dynamics was described very
well by the single visual channel model. For the gain controlled dynamics, this result is ex-
plained by the fact that the controlled dynamics are so stable that the extra lead generated by
the motion channel is not helpful in further improving tracking performance. For the single
integrator controlled dynamics, small changes in the disturbance crossover frequency were
observed between the no-motion and motion cases, which suggest that motion feedback
may still have a minor effect on the human control behavior in disturbance rejection. The
difficulties in detecting and quantifying the limited utilization of the motion feedback in the
single integrator tracking tasks could be the reason for the inconsistent results previously
reported in literature [7, 13, 14].

In general, Chapter 2 showed that the cybernetic approach can indeed be used to model
and analyze human operator manual behavior, not only over a wide range of controlled dy-
namics, but also for cases both with and without motion feedback. Furthermore, for higher
order controlled dynamics, motion feedback can make a significant difference in tracking
performance, control activity and human operator control behavior. In the chapters of de-
veloping and verifying the MCAB, aircraft longitudinal pitch dynamics [15, 16] were used
as the baseline dynamics. Since these dynamics approximate a double integrator at higher
frequencies, motion feedback could be an important factor to be considered in developing
the MCAB, and was thus included in later experiments in this thesis.

THE ADDED DYNAMICS EFFECTS

The first objective of Chapter 3 was to examine the effects of added dynamics and the
bandwidth of the baseline dynamics on human operator control behavior [17]. The sec-
ond objective was to investigate whether the objective limits of tracking performance, con-
trol activity and human operator control behavior corresponded with the Maximum Unno-
ticeable Added Dynamics (MUAD) envelopes known from literature [5]. To this end, a
human-in-the-loop pitch tracking experiment was performed, in which both low and high-
bandwidth aircraft representative dynamics (to tie in with [17]) were perturbed by added
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dipole dynamics, at a single tested frequency of 3 rad/s.

The results showed that, for the high-bandwidth baseline, the tracking performance was
better, control activity was lower and the human operator lead time constant was lower.
These findings were expected, since the high-bandwidth baseline dynamics have reduced
phase lag compared with the low-bandwidth baseline, which makes the high-bandwidth
system more responsive. For either low or high-bandwidth baseline, with increasing per-
turbations of the added dipole dynamics, tracking performance worsened, control activity
decreased and the human operator visual gain decreased, while the lead time constant re-
mained relatively constant. The dipole dynamics were found to not only influence the gain,
but also the phase of the controlled system. For example, an “up” dipole increases the
phase of the controlled dynamics just below the dipole natural frequency and decreases the
phase of the controlled dynamics above the dipole natural frequency. Thus depending on
the dipole natural frequency, by either increasing or decreasing the phase lead or lag of the
controlled system, the added dipole dynamics would indeed induce the necessary change
in the lead time constant, which is usually adapted by human operators for appropriate lead
equalization [1]. However, for the tested dipoles in this chapter, the effects of the induced
phase changes on system’s stability were quite small, and it was found that the lead time
constant was not influenced by the added dynamics.

In general, for the considered variations in the baseline and added dynamics, the experi-
ment results showed that the potential range of the objective limits of tracking performance,
control activity and human operator control behavior corresponded well with the original
MUAD envelopes [5]. Overall, the effects of the added dipole dynamics on tracking perfor-
mance, control activity and human operator control behavior were very similar between the
low and high-bandwidth baseline systems. This indicates that for the tested baseline and
added dynamics, the bandwidth of the baseline only has a negligible effect on the relative
changes in these dependent measures with respect to the baseline. This also means that the
MCAB would also be independent of the baseline bandwidth. However, the findings in this
chapter are not intended to deny any potential bandwidth-dependent characteristics of the
original MUAD envelopes [17]. The MUAD [5, 6] and AE envelopes [17] were developed
based on subjective ratings and had not been correlated with any objective measures. More-
over, the control task, forcing functions and baseline dynamics used in [5, 6, 17] were not
the same as the ones used in Chapter 3.

In summary, Chapter 3 demonstrated the feasibility of a general method to study human
control behavior adaptation to added dynamics, and this approach would be used in the
rest of the thesis to further form the MCAB. Moreover, since the bandwidth of the baseline
dynamics was found to have minor effects on the changing trends of human operator control
behavior for different added dynamics, in the rest of this thesis, only one set of baseline
dynamics would be used to further develop the MCAB.

7.1.2. SIMULATION-BASED (I)MCAB

OFFLINE SIMULATION DEVELOPMENT

The goal of Chapter 4 was to develop and validate a computer offline simulation to predict
task performance, control activity and human operator control behavior, which would be
strongly relied on to develop the MCAB and the Integrated Manual Control Adaptation
Boundaries (IMCAB) in the later chapters of the thesis. In this chapter, a human-in-the-
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loop pitch attitude tracking experiment was performed, in which aircraft baseline dynamics
[15, 16] were perturbed by an added up or down dipole at 1, 3 and 7 rad/s, respectively.

Subjective ratings and comments on the noticeability of the added dynamics were col-
lected from all seven subjects who performed the experiment. It was found that the ratings
were inconsistent among subjects. Moreover, the ratings for the baseline condition did
not always show that there was no difference between the tested baseline dynamics and
the baseline that was compared with. This strongly suggested that the subjective ratings
obtained in this experiment were not accurate and cannot truly reflect the level of differ-
ences in the controlled dynamics. Due to these inconsistencies and inaccuracies, collection
of subjective rating data was abandoned in all later experiments, and no explicit effort to
correlate the subjective ratings and objective measures was made in this thesis.

In Chapter 4, to develop an offline simulation tool for the further development of the
MCAB, the same compensatory tracking tasks as tested experimentally were simulated with
the same forcing functions, baseline dynamics and added dynamics as used in the exper-
iment. The same human operator model used for identifying the human operator control
behavior in the experiment was used in the simulation, and its parameters were predicted
by using constrained nonlinear optimization techniques [18]. This simulation was validated
by correlating the simulation results with the experiment data for tracking performance,
control activity, target crossover frequency, target phase margin and human operator pa-
rameters (visual gain, lead time constant and lag time constant). In the simulation, human
operator visual time delay, neuromuscular damping ratio and natural frequency were kept
constant, since they represent human operator’s limitations and the variations within each
of these three parameters are relatively small. The value of the remnant-to-control variance
ratio in the simulation was tuned to obtain the highest correlation between the simulation
and experiment data, and this value was fixed for the simulations in Chapters 5 and 6.

The offline simulation was found to predict the trends of tracking performance, control
activity and human operator parameters over the tested conditions very well. However, a
sufficient match of the absolute values of these dependent measures with the experiment
data was not achieved. In the experiment, even though subjects were instructed to mini-
mize the error signal as best as they could, the control effort is also known to be considered
by subjects to avoid getting exhausted in controlling. So in reality, a trade-off between task
performance and control effort is generally made. Considering this, the objective function
in the simulation usually contains both the variance of the error signal and the weighted
variance of the control signal [15]. However, in the simulation of Chapter 4, to find a com-
mon value of the control activity weighing factor for the multiple tested added dynamics
proved challenging, indicating that human operators may apply different levels of trade-off
between task performance and control effort for different controlled dynamics. Moreover,
considering that many more added dynamics would be simulated to form the MCAB in
a later large scale simulation in Chapter 5, it was very likely that for different controlled
dynamics, the trade-off between task performance and control activity would be different,
which is difficult to know in advance. In the end, the weighing factor for the control activ-
ity in the simulation was kept at zero throughout the thesis. Another potential cause for the
discrepancies is the unknown remnant spectrum, which is impossible to know in advance
without performing an experiment.

In summary, considering repeatability, the simulation was kept as simple as possible.
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A high correlation between the simulation and experiment results can be obtained by tun-
ing the remnant-to-control variance ratio. Even though offsets between the simulations and
experiment still existed for some dependent measures, the trends over different added dy-
namics between simulation and experiment were highly similar. It was concluded that the
validated offline simulation was sufficient to be used to further develop the MCAB, since
the MCAB are only based on the relative changes (i.e., trends) in tracking performance,
control activity and human operator control behavior with respect to those of the baseline.

SIMULATION-BASED (I)MCAB

The goal of Chapter 5 was to develop the simulation-based ()MCAB by using the offline
simulation developed in Chapter 4. In this chapter, aircraft pitch attitude tracking tasks
were simulated, in which the forcing functions and baseline dynamics were the same as
those used in Chapter 4. The added dipole natural frequency was varied between 1 and
7 rad/s, with steps of 1 rad/s. Furthermore, a full factorial combination of the two dipole
damping ratios, where each varied between 0.1 and 0.9, with steps of 0.1, were considered.
At each dipole natural frequency, thus in total 36 up and 36 down dipoles were simulated.

It was found that for dipoles added at 1 rad/s, the tracking performance of the down
dipoles was in general worse than that of the baseline and the tracking performance of the
up dipoles was similar to that of the baseline. However, for dipoles added at other frequen-
cies, the patterns in tracking performance between the down and up dipoles inverted com-
pared to those at 1 rad/s. Through both open-loop and closed-loop analyses, it was found
that tracking performance with down dipoles at 1 rad/s, for example, cannot be further im-
proved by varying human operator’s visual gain, since the system would become unstable.
For the control activity, the patterns between the down and up dipoles were consistent for
all simulation dipole frequencies, in which the control activity of the down dipoles was gen-
erally higher than that of the baseline, and the control activity of the up dipoles was lower
than that of the baseline. This was expected because the down dipoles reduce the overall
gain of the controlled system, thus human operators need to have a higher control gain to
compensate (vice versa for the up dipoles). The expected matching variations in the visual
gain were also observed. The lead time constant, which is usually generated by the human
operator to counter the phase lag of the controlled system, varied depending on the dipole
natural frequency and damping ratios.

Based on the simulation data, the relative changes of tracking performance, control ac-
tivity, ratio of the visual gain and lag time constant and the lead time constant with respect to
those of the baseline were selected as the four dependent measures quantifying the MCAB.
Tracking performance and control activity were selected, since human operator may first
notice the changes in task performance and control output when the controlled dynamics
change. These two variables can be directly measured in the experiment, which is useful
for verifying the simulation-based MCAB. In addition, the ratio of the visual gain and lag
time constant and the lead time constant were also selected as the key MCAB dependent
measures, since the visual gain, lag time constant and the lead time constant are the human
operator model equalization parameters, which explicitly quantify human control behav-
ior’s optimization to different controlled dynamics. However, because of the low accuracy
of estimating the lag time constant in the experiment, which in turn would affect the ac-
curacy of the estimated visual gain, these two parameters were not individually considered
as dependent measures due to their strong correlation. The crossover frequency and phase
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margin were not used to quantify the MCAB, since these two variables can be derived from
the human operator dynamics and the controlled dynamics, and would be redundant if used
together with tracking performance and control activity.

For example, to form the MCAB for the control activity, first all the simulation dipoles
of which the relative changes in the control activity within a definite amount, e.g., a tested
value of 20%, were found and their frequency responses were plotted in magnitude and
phase, respectively. Then the 20% MCAB were formulated by connecting the “outermost”
dipoles, which were the ones most deviated from the 0 dB (or 0 deg) line in magnitude (or
phase) at 1, 2, 3, 4, 5, 6 and 7 rad/s. The same approach was used to form the MCAB for
performance, ratio of the visual gain and lag time constant, and the lead time constant. The
shapes of the MCAB for these individual dependent measures were found to be distinctly
different from each other, which suggests that human control behavior adaptation may be
dominated by different variables.

In this chapter, as an example, the MCAB were developed for 20%, 40% and 60%
allowed relative changes in the dependent measures. Using the same approach, the MCAB
corresponding with other different levels of relative change can be easily derived as well.
By seeking the intersections of all four MCAB in magnitude and phase at 1, 2, 3, 4, 5,
6 and 7 rad/s, respectively, the IMCAB were generated, which represent the “tightest”
objective boundaries for all the MCAB dependent measures. For example, if any added
dipole dynamics are within the 20% IMCAB, the corresponding relative changes in tracking
performance, control activity and human operator control behavior with respect to those of
the baseline could be constrained within 20%. It was also found that in terms of system
magnitude, the 20% IMCAB corresponded very well with the MUAD magnitude envelope
[5]. This implied (but not yet proved) that for added dynamics which were hypothesized
to be subjectively unnoticeable, the objective relative changes in tracking performance,
control activity and human operator control behavior would be within 20%. Similar to the
MUAD envelopes, the magnitude IMCAB is “hourglass-shaped” and narrowest at 3 rad/s.
This corresponds well with manual control theory, which states that task performance and
human operator control behavior are most sensitive in the crossover frequency region [1].

In Chapter 5, the tested added dipoles fully within the MUAD envelopes [5] in both
magnitude and phase were identified, and these dipoles were hypothesized to be subjec-
tively unnoticeable according to [5]. It was thought to be of interest to investigate to what
an extent the tracking performance, control activity and human operator control behavior
change compared with those of the baseline for these added dynamics. It was found that,
for the dipoles between 1 rad/s and 7 rad/s, on average the control activity changed the most
(24%), compared with the tracking performance (6%), target crossover frequency (5%), tar-
get phase margin (11%), visual gain (13%), lead time constant (11%), and lag time constant
(6%). This corresponds well with the 20% IMCAB of magnitude. All these indicate that
20% may be the objective tolerance range for subjectively unnoticeable added dynamics.
However, it was found that the (I)MCAB did not guarantee that for any added (dipole) dy-
namics within the boundaries, the relative change of performance, control activity or human
operator control behavior would always be consistently constrained by the boundaries. For
example, a dipole within the 20% IMCAB could induce a relative change in the control
activity above 20%. These inconsistencies may be caused by the specific phase character-
istic of the added dipoles, which nonlinearly changes the system’s stability. Thus tracking
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performance, control activity and human operator control behavior could also change in-
consistently, when the perturbation of the added dipoles gradually increases.

In summary, Chapter 5 developed the simulation-based (I)MCAB for the relative changes
of tracking performance, control activity, ratio of the visual gain and lag time constant and
the lead time constant. The distinctly different shapes of MCAB for these dependent mea-
sures indicate that to study human control adaptation, different dependent measures need to
be considered. The next step in this thesis is thus to experimentally verify these objective
boundaries.

7.1.3. EXPERIMENTAL VERIFICATION OF THE MCAB

In Chapter 2, it was found that motion feedback can significantly affect tracking perfor-
mance, control activity and human operator control behavior with high order dynamics,
which could make a difference in the (I)MCAB if motion feedback was considered. As
described in Appendix D, to verify this, first an aircraft pitch attitude tracking experiment
similar to the one in Chapter 4 was conducted both without and with simulator motion feed-
back. In total fifteen added dipoles were tested at the frequencies of 1, 2 and 3 rad/s. In
general, it was found that for conditions with and without motion, the trends in the relative
changes in tracking performance, control activity, ratio of the visual gain and lag time con-
stant, and the lead time constant over different added dynamics were essentially equivalent.
Moreover, even though some discrepancies for the MCAB dependent measures between
motion and no-motion cases were observed, these differences were in general very small,
which may be due to the fact that motion feedback has very limited improvement for track-
ing performance with the specific baseline aircraft dynamics used in this experiment. Thus,
it was concluded that in this thesis the ()MCAB would be developed and verified without
further considering motion feedback.

The main goal of Chapter 6 was to verify the simulation-based MCAB developed in
Chapter 5. Obviously, it was impossible to verify all added dynamics which were used to
formulate the MCAB. Only a limited number of added dipoles (with gradually increasing
perturbations on the baseline) with the dipole natural frequency at 1 rad/s were tested, be-
cause of the unique pattern of the tracking performance between the up and down dipoles,
which was different from the dipoles added at other frequencies, observed from the simu-
lation data in Chapter 5. Using the offline simulation developed in Chapter 4, the tracking
performance, control activity and human operator control behavior were also predicted for
the same tested conditions. It was found that for the tested up dipoles, the match between
the simulation and experiment data for the relative changes of tracking performance, control
activity, ratio of the visual gain and lag time constant, and the lead time constant was very
good. For the down dipoles, the simulation and experiment data for the relative changes
of tracking performance and lead time constant were found to be highly similar. For the
relative changes of control activity and ratio of the visual gain and lag time constant, the
trends over different conditions between simulation and experiment data were still simi-
lar, but with clear mismatches in magnitude. This implies that for the down dipoles, the
simulation-based MCAB developed in Chapter 5 for control activity and ratio of the visual
gain and lag time constant were not sufficiently accurate.

It was found that, if the simulation control activity data in Chapter 5 were modified
based on the experiment data in this chapter, the lower magnitude of the new 20% MCAB
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for the control activity would become 0 dB at 1 rad/s, which does not make much sense. To
avoid this problem, the collection of simulation data of Chapter 5 was expanded by simu-
lating more down dipoles at 1 rad/s. These newly added down dipoles had finer resolutions
in the changes of the damping ratios, compared with those used in Chapter 5. Based on
the new simulation data, the updated simulation-based ()MCAB were generated using the
same approach proposed in Chapter 5.

To better match the simulation relative changes of control activity and ratio of the vi-
sual gain and lag time constant with experiment data, for the tested down dipoles in the
experiment, two coefficients were estimated to quantify the average mismatches between
the simulation and experiment data. These coefficients were multiplied with the updated
simulation data to derive the modified (I)MCAB. Because the correction coefficients were
all very close to 1 (1.24 for the control activity and 0.9 for the ratio of the visual gain and lag
time constant), the modified (I)MCAB were found to still be very similar to the (updated)
simulation-based (I)MCAB. The modified MCAB were further verified by comparing with
the tested added up and down dipoles with their relative changes in tracking performance,
control activity, ratio of the visual gain and lag time constant, and lead time constant. Ac-
cording to the MCAB formulation approach in Chapter 5, for all the tested added dynamics
in this experiment, in general the modified MCAB can accurately quantify these dependent
measures at 1 rad/s.

In Chapter 6, it was also found that the added dipoles that were not significantly different
from the baseline for tracking performance, control activity, ratio of the visual gain and
lag time constant and lead time constant were in general within the 20% modified IMCAB,
indicating that the 20% boundaries seem to be an appropriate objective limit for these added
dipoles.

In summary, the verified ()MCAB in Chapter 6 are the final results of this thesis. By
using the (I)MCAB, the relative changes in tracking performance, control activity and ob-
jective human control behavior adaptation to the changes in the controlled system can be
estimated without performing an experiment. The proposed simulation-experiment com-
bined approach to formulate the ()MCAB would be also applied to, for example, other
forcing functions, baseline aircraft (or vehicles) and added dynamics. Together with the
original subjective MUAD envelopes, for example, these objective ()MCAB can serve as
an alternative tool in evaluating the effects of the mismatches between two different con-
trolled systems on human control adaptation.

7.1.4. LIMITATIONS AND INTERPRETATIONS OF (I)MCAB

Despite all the efforts in this thesis to develop the (I)MCAB, there are still limitations on
the current modified and verified (I)MCAB in Chapter 6. As a result, when using these
boundaries in any research for evaluating the changes in tracking performance, control
activity and human operator control behavior to the added dynamics, careful interpretation
of the results is necessary.

The first limitation originates from the fact that the current (I)MCAB are developed only
based on the specific target and disturbance forcing functions, baseline aircraft, and added
dipole dynamics tested. It cannot be guaranteed that using other forcing functions, base-
line or added dynamics would result in equivalent ()MCAB. Second, the current ()MCAB
were only experimentally verified at 1 rad/s. For the dipole dynamics added at other fre-
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quencies, the accuracy of the boundaries is yet unknown, but can be verified with the ap-
proach followed in Chapter 6.

For the interpretations of the MCAB for one dependent measure (for example, 20%
MCAB for the control activity), first it should be noted that, if an added dipole is outside
either the magnitude or phase of the MCAB, the relative change in control activity is hy-
pothesized to be above 20%. Second, if any added dipole is within the MCAB in both
magnitude and phase, it is not guaranteed that the relative change in control activity is
within 20%. This was confirmed based on the offline simulation results obtained in Chapter
5. Thus to verify the MCAB, as long as the added dynamics are within the MCAB, no
matter whether the dependent measures are below or above 20%, the MCAB are always
valid. Only when the added dynamics are outside the MCAB and the relative change in the
dependent measure is below 20%, the MCAB are then assumed to be “underestimated” and
narrower than it should be (see Chapter 6).

For the IMCAB (for example, the 20% IMCAB): first, the IMCAB represent the “com-
mon” boundaries of the relative changes in tracking performance, control activity, ratio of
the visual gain and lag time constant, and the lead time constant, which are all constrained
within 20%. If a dipole is within the IMCAB, mostly its relative changes in all dependent
measures will be within 20%. However, this is not guaranteed (see Chapter 5). Second, if
any added dipole is outside either the IMCAB magnitude or phase boundary, it is known
that this added dipole is outside certain MCAB, which are the most critical ones at the con-
sidered dipole natural frequency. However, since the IMCAB are the lumped results of the
four individual MCAB, it is difficult to know exactly which dependent measure changes,
due to the multidimensional characteristic of the human control adaptation. Rather than us-
ing the IMCAB alone, it is more useful to compare the added dynamics with the individual
MCAB of dependent measures, as this provides direct insights into the relative changes in
tracking performance, control activity and human operator control behavior, respectively.

7.2. RECOMMENDATIONS

7.2.1. DIFFERENT BASELINE AND ADDED DYNAMICS
In this thesis, when developing the I)MCAB, only the linearized Cessna Citation I’s aircraft
pitch dynamics [15, 16] were used as the baseline dynamics and a specific type of dipoles
were applied as the added dynamics. In earlier projects developing the MUAD envelopes [5,
6, 19-21], different types of added dynamics with both longitudinal and lateral/directional
aircraft dynamics were used. The shapes of the CTOL [5] and the V/STOL [6] MUAD
envelopes are similar in the crossover frequency region, but notably different below 1 rad/s.
Apart from the variation caused by different pilots and the use of subjective ratings for
developing the MUAD, other potential factors leading to the different shapes in these two
envelopes include, but are not limited to: the differences in the control tasks, the baseline
aircraft dynamics and the added dynamics. As has been stated in [1], any changes in any
of the task variables can strongly affect human operator control behavior. Thus, it is also
likely, though not yet proved in this thesis, that the shape of the I)MCAB would also change
when different baseline or added dynamics are considered.

In this thesis, it was found that the bandwidth of the baseline dynamics has no effect
on the trends of tracking performance, control activity, or human operator control behavior
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over different added dynamics. Thus it was expected that the ()MCAB would have no
obvious difference for the low and high-bandwidth baseline dynamics. However, in Chapter
3, the relative changes in tracking performance, control activity and human operator control
behavior with respect to those of the baseline were not calculated for the experiment data.
It is thus not yet known how large (or small) these potential differences are, if the (I)MCAB
are developed based on baseline dynamics with different bandwidth. In future studies,
it is of interest to investigate this problem by first conducting offline simulations with a
much wider range of baseline bandwidth settings, using the validated simulation toolbox
developed in this thesis.

Up to now, most of the work related with the MUAD envelopes [5, 6, 19-23], AE
envelopes [17] and the ()MCAB developed in this thesis uses added dynamics to induce
mismatches between the modified and the baseline dynamics. Few studies have investi-
gated the effects of the mismatches brought by the differences in the aircraft dynamics
themselves, for example, by varying the baseline model’s parameters. Rather than adding
extra dynamics to the baseline system, varying the parameters of the baseline dynamics can
be more valuable, for example, for studying the effects of aircraft model fidelity on human
operator control behavior. It is of interest to investigate, for example, how baseline aircraft
dynamics with different handling qualities [24] would affect the ()MCAB [25]. Again, the
offline simulation developed in this thesis can be first used to gain some insights into this
problem even without performing a human-in-the-loop experiment.

When formulating the MCAB, the lead time constant was selected as one of the de-
pendent measures quantifying the adaptation of human operator control behavior to the
changes in the controlled dynamics. Based on the experiment results in Chapter 4 and the
simulation results in Chapter 5, it is known that the pattern of the lead time constant for
the up and down dipoles changes when the dipole natural frequency moves from 1 rad/s to
7 rad/s. This is caused by the unique characteristic of the dipoles used in this thesis: for
an up dipole, the phase of the controlled dynamics at frequencies below the dipole natural
frequency is increased, while it is decreased at frequencies above the dipole natural fre-
quency. It is likely (though not yet proved) that if different added dynamics (for example, a
first-order lag, which only induces phase lag) are used, the MCAB of the lead time constant
would be different from the current ones. Future studies need to investigate how different
types of added dynamics affect the ()MCAB.

7.2.2. CORRELATING OBJECTIVE AND SUBJECTIVE DATA

In Chapter 4, subjective ratings and comments were collected for different controlled dy-
namics during the experiment. However, these subjective ratings were found to be very
inconsistent among the subjects and also inaccurate, which may have been caused by sev-
eral factors. First, due to the potential differences in motivation, skill and experience, the
tracking performance, control activity and subjective noticeability of added dynamics vary
strongly among different subjects. Also, for any subject, if his/her control behavior is not
consistent for two testing runs even with the same controlled dynamics, the ratings could
be different. For example, subjects regularly claimed that two consecutively tested base-
line dynamics were different from each other. Second, in the experiment of Chapter 4, the
subjective rating phase was conducted after the 95 s testing run. The reason for this long
run time was mainly for the human operator model identification. However, it is possible
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that participants already “forgot” how the controlled dynamics that they needed to compare
with felt like, which leads to inaccurate ratings. Thus in the rest of this thesis, there was
no further analysis on, for example, how the objective (I)MCAB correlate with subjective
ratings or noticeability of the added dynamics.

However, in future studies, it is still interesting to reflect on the relationship between
the subjective data and objective metrics. The main reason is that the subjective approach
and the original MUAD envelopes have already been widely used to, for example, evalu-
ate aircraft handling qualities [26], aircraft model fidelity [27-33], and help design flight
control systems [29, 34, 35]. The (IMCAB would be much more valuable to be used
in parallel with these existing subjective criteria, if we know, for example, which depen-
dent measures relate the most with subjective data [19, 20, 22], how much relative changes
in these dependent measures corresponds with different levels of subjective ratings, and
whether unnoticeable added dynamics would always correspond with the 20% IMCAB. If
these questions can be answered, the (I)MCAB developed in this thesis then could also be
used to predict subjective ratings.

Several suggestions are proposed here for future investigations. First, it is recommended
to use a more homogeneous subject pool, e.g., all pilots, from whom more consistent rating
data would be expected. Second, formal calibrated aircraft handling qualities rating criteria
are needed [26], which in turn needs pilots rather than non-pilots to conduct experiments.
Third, it is recommended to add another “subjective rating session” to the current exper-
iments performed in this thesis. In this new session, subjective ratings for systems with
added dynamics can be collected based on pairwise comparisons with the baseline dynam-
ics. The measured data in this session are not needed for human model identification, thus
the testing run time can be much shorter, to prevent subjects from forgetting the controlled
dynamics which are compared with. Moreover, the unnoticeable added dynamics could be
found through the adaptive staircase algorithm [36], as used for measuring motion percep-
tion coherence zones [37], and detecting humans’ just noticeable difference (JND) in the
haptic perception of manipulator stiffness [38].

7.2.3. OFFLINE SIMULATION EXTENSION

The offline simulation developed in this thesis played a critical role in formulating the
(DMCAB. With the high accuracy of predicting performance, control activity and human
operator control behavior, the simulation-based MCAB needed only minor modifications
according to the experiment data in Chapter 6. However, there are several limitations on
the current offline simulation, which can be further improved.

First, in the current offline simulation implementation, the visual time delay is kept
as a constant, representing one of the inherent limitations in humans. Another reason to
fix the visual time delay as a constant is that, the objective function in the optimization
is only based on tracking performance. If the visual time delay is considered as a free
decision variable in optimization, it is expected that the optimal visual time delay will
be at its defined lower boundary, which makes it meaningless to optimize this variable.
However, in Chapter 2 it was found from experiment data that the visual time delay can still
change significantly for different types of controlled dynamics, and also with the presence
of motion feedback. Thus humans’ adaptation in terms of the change in the visual time
delay cannot be predicted by the current offline simulation.
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Second, currently only the visual channel of the human operator model is considered. To
be able to predict humans’ adaptation to the presence of motion feedback, the multi-channel
human operator model including both visual and motion channels as used in Chapter 2 is
needed. However, the multi-channel model will induce two more variables (motion gain
and motion time delay) into the simulation. It is also known that the motion channel is
used by human operators as an extra lead for stabilizing the controlled system and helping
improve task performance, meaning that the motion gain and the visual lead time constant
are coupled with each other. Using the current local optimum algorithm, it is very difficult
to consistently distinguish the separate contributions of the visual and motion channels to
human operator’s control. Moreover, since the motion time delay is usually lower than
the visual time delay, this relationship has to be taken as an extra constraint, which further
complicates the optimization.

In future investigations, to be able to study humans’ adaptation to the visual time delay
and the presence of motion feedback, it is recommended to include weighted control activ-
ity into the objective function in optimization, which could prevent the visual and motion
time delays from reaching their defined lower boundaries. Moreover, global optimization
techniques such as interval analysis [39] are recommended to consistently predict the sepa-
rate utilizations of the visual and motion channels.

7.2.4. POTENTIAL APPLICATIONS AND FUTURE DEVELOPMENT

Based on the high accuracy of the offline simulation developed in this thesis, the ()MCAB
can serve as an alternative objective approach to evaluate, for example, aircraft model fi-
delity [27-33] and help develop flight control systems [29, 34, 35], as was previously done
only using the original subjective MUAD envelopes [5, 6] and no quantitative measures
were available. For example, by comparing the frequency response of a flight control sys-
tem to the (I)MCAB, the relative changes in performance, control activity and human oper-
ator control behavior can be estimated.

Some may argue that the compensatory tracking tasks used to develop the (I)MCAB
only poorly represent real manual control tasks, thus the (I)MCAB are not valid for more
realistic control tasks such as pursuit or preview tracking. As has been stated in Chapter
1, human control adaptation may happen when any of the task variables change (including
control task), thus it is possible that the ()MCAB corresponding with pursuit and preview
tracking tasks would be different from the ones for compensatory tracking tasks. However,
these do not prevent us from applying the simulation-experiment combined approach devel-
oped in this thesis to formulate (I)MCAB for pursuit and preview tracking tasks. In recent
years, extensive efforts have been made in modeling human operator control behavior in
these control tasks, which already helped us gain much more insights into how humans
carry out these more realistic and complicated tasks [40—42]. It is thus perhaps possible
to apply the (I)MCAB concept to the state-of-the-art pursuit and preview human control
models [40-42] to develop the corresponding adaptation boundaries. This work could be
even more valuable if these models can describe the measured control output and human
control behavior with higher accuracies, to the levels of the compensatory human control
models used in this thesis.

As has been pointed out in [42], many existing human manual control models for com-
pensatory, pursuit and preview tracking tasks are linear and time-invariant (LTI). These
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models can only represent “fully proficient and well trained” human operators in these
tasks, and the quantified adaptation and optimization of human operator control behavior
to the changes of the controlled dynamics are stationary [42]. Similarly, for the offline sim-
ulation developed in Chapter 4, the optimal human operator control behavior with different
added dynamics is also stationary (and locally optimal).

Thus, through the current ()MCAB, which can only represent human control adapta-
tion in a lumped and stationary way, it is not possible to know how human operator control
behavior continuously changes from one optimal state to another, which is crucially im-
portant to gain insights into the fime-varying nature of human manual control [43, 44],
for example, in “changing in the controlled dynamics, modified task constraints, loss-of-
control and automatic-to-manual control transitions” [42]. It can be imagined that, during
an experiment testing run, tracking performance, control activity and human operator con-
trol behavior would change with the changes in the controlled dynamics. If the testing
run time is sufficiently long, then these dependent measures could eventually converge to
their optimal states, which are the stationary values both identified in the experiment and
predicted using the offline simulation in this thesis. If this is the case, the shape(s) of the
(DMCAB would not change for these time-varying experiments. However, when the test-
ing run time is not long enough, the dependent measures may not converge to their optimal
states. Moreover, depending on the added dynamics, the changes in the dependent measures
could be either very smooth or very sudden (e.g., overshoot). In this case, at what time in-
stant these dependent measures should be sampled to quantify human control adaptation is
not clear, thus a proper definition of the “time-varying” ()MCAB need further discussion.
No matter whether these new boundaries can be eventually derived in the future, accurate
time-varying human operator model identification techniques [43, 45-50] are first needed,
which can lead us into a whole new era in the human-machine interaction domain.
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SIMULATION RESULTS WITH
VARIOUS REMNANT RATIOS

This appendix shows the comparison of the experiment results of Chapter 4 and corre-
sponding simulation results with 5 different remnant-to-control variance ratios. Eventually
the remnant-to-control variance ratio 0.25 was selected as the final value for the computer
offline simulations carried out in Chapter 5 and Chapter 6, because it led to the best corre-
spondence to the results from the experiment and simulation reported in Chapter 4.
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A. SIMULATION RESULTS WITH VARIOUS REMNANT RATIOS
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Figure A.1: Comparison between experiment and simulation results (in simulation J%/U%{ =0.1).



185

11— — — . 20 — — —
R=0.74 ~4-s1
P> 005 ~=-S2
0.8t t
15 1
06
e * NS
£ s £10 1
Coaft ®
5 ]
0.2r /
0 0
B cic2 C3cC4 C5C6 B cic2 C3cCc4 C5C6
(a) Performance (b) Control activity
5 120
2 — 0.64 R=045
+ !; N (1:?: % p>0.05
4 ]
%0+ o
. e
33 1 g
32 ba 5! 1 S
. e B/ Ny
1 A-———————4 Y 1 |
0l - - - 0 - P A
B cic2 Cc3c4 C5C6 B cic2 Cc3c4 C5C6
(c) Target crossover frequency (d) Target phase margin
8 2 . :
" = 0.89
R=068 18p p<0.05 M.
% p>0.05 L + 4
6 A 1.6 :
141 <
g 4 ‘ ]
N
0

cic2 C3C4

(f) Lead time constant

cicC2 Cc3cC4 C5C6
(e) Visual gain
=045 ¥
* p>0.05
N .
3r n n 1

X op R op

cic2 C3C4

(g) Lag time constant

Figure A.2: Comparison between experiment and simulation results (in simulation 0%,/ (7,24 =0.15).




186 A. SIMULATION RESULTS WITH VARIOUS REMNANT RATIOS

1 — — — 20— — — —
R=0.76 —4sL
p<0.05 ~*-S2
0.8f ]
15} ]
I.~ 06 [ 1 I.;
'Ng ¥ L1071
Soaf £ ] Nb"
5L ,
0.21 1
0 0
B cic2 C3C4 C5C6 B cic2 C3C4 C5C6
(a) Performance (b) Control activity
5 120
R=0.44
p>0.05
4 }/ 1
=3 1 ¥
£ <
32t s | <
ir Aok I
ol— L L L
B cic2 C3C4 C5C6 B cic2 C3C4 C5C6
(c) Target crossover frequency (d) Target phase margin
8 2
" R=10.92
R=065 18 <005
; p>0.05
6l ,
<4 1
oL ,
0l L L L 0l L L L
B cic2 c3c4 C5C6 B cic2 c3C4 C5C6
(e) Visual gain (f) Lead time constant
R=0.55 N
o p>005
. o
3f " " ]
=
1h ,
ol— L L L

B cic2 Cc3c4 C5C6

(g) Lag time constant

Figure A.3: Comparison between experiment and simulation results (in simulation J%/U%{ =0.2).



187

11— — — — 20 — — — —
R =0.96
p <005
0.8+
15 1
06 i
£ ¥ § 10 ]
S04tk E
5 ,
0.21
0 0
B cic2 C3C4 C5C6 B cic2 C3C4 C5C6
(a) Performance (b) Control activity
5 120
. R=047
1;' i (l:;“: N p>0.05
4 ,
%/ 90+ 1
zar” ' R
I s 6ot ]
$0 s 1 S *
) A
; 30 1
1 Y x|
0l L L L 0l L L L
B cic2 C3C4 C5C6 B cic2 C3C4 C5C6
(c) Target crossover frequency (d) Target phase margin
8 2
» R=091
R=064 181 p<0.05 1
. ) X p>0.05 1.6F ) 1
g 4 ]
2
0l L L L ol— L L L
B cic2 c3cC4 C5C6 B cic2 c3c4 C5C6
(e) Visual gain (f) Lead time constant
R=0.5 ¥
* p>0.05
A N
3r " " ]
&
1k ,
0l— L L L

B cic2 C3C4 C5C6

(g) Lag time constant

Figure A.4: Comparison between experiment and simulation results (in simulation 0%,/ (7,24 =0.25).
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SUBJECTIVE RATINGS

This appendix presents the subjective ratings and comments of the seven subjects obtained
during the experiment in Chapter 4. The subjective ratings are also analyzed and discussed
in Chapter 4. In summary, these subjective ratings were found to be very inconsistent among
the subjects and also inaccurate. Thus in the remainder of the thesis, no further subjective

rating phase was conducted, and no correlations were made between any subjective and
objective data.
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Condition C1l Cc2 C3

Run number R2 VS R1 R3 VS R2 R4VSR3 | R2VSR1 | R3VSR2 | RAVSR3 | R2ZVSR1 | R3VSR2 | R4VSR3
Score 1 1 2 2 1 0 1 1 1
Performance
better
Performance
worse
Control
more
Control

less
Dynamics
faster
Dynamics
slower

X

Condition C4 Cc5 C6
Run number R2 VS R1 R3 VS R2 R4VSR3 | R2VSR1 | R3VSR2 | RAVSR3 | R2ZVSR1 | R3VSR2 | R4VSR3
Score 1 0 1 0 1 1 1 1 1
Performance
better
Performance
worse
Control
more
Control

less
Dynamics
faster
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slower

X

Condition C7 (B) Subjective evaluation stage
Run number | R2VSR1 | R3VSR2 | R4 VSR3 R1 R2 R3 R4
Score 1 1 2 C3 B C3 C3
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X X
better B c5 c5 C5
Performance C4 Cc4 C4 B
worse (C B
Control B Cc2 C2 c2
more C6 B C6 Cé6
Control
less Score meaning
Dynamics 0: no difference
faster 1: slightly different
Dynamics 2: notably different
slower 3: very different

Figure B.1: Subjective evaluation stage ratings of Subject 1.
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Figure B.2: Subjective evaluation stage ratings of Subject 2.
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Condition Cl Cc2 C3
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Figure B.3: Subjective evaluation stage ratings of Subject 3.
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Condition C1 C2 C3
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Figure B.4: Subjective evaluation stage ratings of Subject 4.
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Figure B.5: Subjective evaluation stage ratings of Subject 5.
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Figure B.6: Subjective evaluation stage ratings of Subject 6.
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Condition Cl Cc2 C3
Run number | R2VSR1 | R3VSR2 | R4AVSR3 | R2VSR1 | R3VSR2 | R4VSR3 | R2ZVSR1 | R3VSR2 | R4 VSR3
Score 1 0 1 1 0 2 2 2 1
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better
Performance « «
worse
Control ™ > % ™
more
Control > %
less
Dynamics >
faster
Dynamics «
slower
Condition Cc4 C5 C6
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Score 3 0 1 0 1 2 0 1 0
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Score 1 1 0 C2 C2 c2 B
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X
better B C4 C4 C4
Performance C3 C3 B C3
worse C6 B c6 Cc6
Control B Cl C1 Cl
more C5 C5 C5 B
Control
less Score meaning
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faster 1: slightly different
Dynamics v 2: notably different
slower 3: very different

Figure B.7: Subjective evaluation stage ratings of Subject 7.



MCAB SIMULATION DATA BASE

This appendix presents the simulation results of Chapter 5 for the wqp = 4,5,6 and 7 rad/s
dipoles. Using the constrained nonlinear optimization based simulation developed in Chap-
ter 4, the tracking performance, control activity and human operator adaptations to the
extra added dipole cascaded to the baseline aircraft dynamics were studied. Together with
the simulation results shown in Chapter 5, the data shown in this appendix form the MCAB
in Chapter 5.
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Figure C.1: All simulation results at w g, = 4 rad/s.
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Figure C.2: All simulation results at @, = 5 rad/s.
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Figure C.3: All simulation results at w g, = 6 rad/s.
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Figure C.4: All simulation results at @, =7 rad/s.
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EFFECTS OF ADDED DYNAMICS
AND MOTION FEEDBACK ON
MANUAL CONTROL BEHAVIOR

This appendix presents the results of a preliminary experiment as an extension to Chapter
6 to investigate whether the (simulator) motion feedback could affect the human operator
control behavior corresponding with different added dynamics cascaded to the baseline
aircraft dynamics in a target tracking task, which could further affect the developed MCAB
in Chapters 5 and 6. Added dipole dynamics with slightly different natural frequencies
and damping ratios than those used in Chapter 6 were used in this experiment. Data were
collected from three subjects for conditions both with and without motion feedback. Exper-
iment results show that the interaction between the added dynamics and motion feedback
has no effect on the relative changes of tracking performance, control activity or human
operator control behavior. The experiment data might be used as a reference to indicate
how the MCAB with motion would be different from those developed in Chapters 5 and
6. However, given the limited differences in the MCAB dependent measures between the
motion and no-motion cases, it was decided not to study the MCAB with motion in this
thesis.
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D.1. INTRODUCTION

In order to know whether the motion feedback of the flight simulator would make a dif-
ference in human operator adaptations to the changes of controlled dynamics, which could
further influence formulating the MCAB (Chapter 5), an aircraft pitch attitude tracking task
with both motion on and off cases was carried out as an extension to the experiment of
Chapter 6.

D.2. METHODS

D.2.1. CONTROL TASK

A schematic representation of the tracking task is shown in Figure D.1. The total con-
trolled aircraft dynamics consist of the baseline dynamics Hpgseine, cascaded with the
added dynamics Hgqqeq. The human operator (modeled by a linear transfer function H),
representing the visual channel, a linear transfer function H,, representing the motion chan-
nel consistent with the ones in 2 and the remnant 7) controls the pitch angle 6 of the total
aircraft dynamics (Hpgseline Haddea) by tracking the target signal f; to minimize the error
signal e, which is the difference between the target signal f; and the aircraft pitch angle 6.
In Figure D.1, u is the human operator control signal, K; is the stick gain, u; is the control
signal from the stick, u, is the signal out from the added dynamics, and &, is the signal
directly feeding into the baseline aircraft dynamics. Besides the target forcing function f;,
a disturbance signal fy is also added into the loop to facilitate identifying both H, and Hy,
responses [1-3]. The forcing functions f; and fy, stick gain Ky, baseline aircraft dynamics
Hpaseline and types of added dipole dynamics Hg,44.4 are the same with those tested in
Chapter 6. The visual channel of the human operator H), is modeled as in Chapter 6, while
for the motion channel of the human operator Hy, is the same as used in Chapter 2.

Ja
stick gain  added dynamics baseline dynamics
R g @ 8o 0
Ks 4>}Hadd(td<s>\ H/mb((m( (5) >

Human operator

visual response n

—t?% Hy(s)

motion response

H,,,(S)

Figure D.1: A schematic representation of the aircraft pitch attitude tracking task with motion feedback.

In Chapter 5, it was found that the tracking performance pattern (between up and down
dipoles) of dipole natural frequency w4, = 1 rad/s is unique and different from w ), of other
frequencies. Thus in this appendix, it was of interest to investigate, for example, the changes
in tracking performance, control activity and human operator control behavior when wg),
was varied from 1 rad/s to 3 rad/s. The difference between the damping ratios ({2 —{;) was
kept at 0.1 over different {; and {, settings, since simulation results in Chapter 5 showed
that such a small difference could make a difference in human operator control behavior.
Moreover, in Chapter 3, since up dipole dynamics had already been investigated, it would
be of more interest in this appendix to focus on the down dipoles. The parameters of the
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tested added dipole dynamics are listed in Table D.1. The frequency responses of the tested
dipole dynamics are shown in Figure D.2, where the subjective MUAD envelopes [4] are
drawn for reference. For all the dynamics in Table D.1, both motion and no-motion cases
were tested in the experiment.

Table D.1: Experiment conditions (all conditions were tested both with and without motion in the experiment)

Conditions Wdp, rad/s (1, (o,
Cl 1 0.8 0.9
C2 1 0.7 0.8
C3 1 0.6 0.7
C4 1 0.4 0.5
C5 1 0.3 04
C6 1 0.2 0.3
C7 1 0.1 0.2
C8 2 0.8 0.9
Cc9 2 0.7 0.8
C10 2 0.6 0.7
Cl1 2 0.4 0.5
Cl12 2 0.3 0.4
C13 3 0.8 0.9
Cl4 3 0.7 0.8
Cl15 3 0.6 0.7

Baseline (B) - - -

10

MUAD

|AH (jw)|, dB
/AH(jw), deg

10!
w, rad/s w, rad/s

(a) Magnitude (b) Phase

Figure D.2: The MUAD envelopes [4] and all added dynamics. The vertical dashed lines indicate the natural
frequencies of the added dynamics (see Table D.1).

D.2.2. EXPERIMENT

The experiment was performed in the SIMONA Research Simulator (SRS) of Delft Univer-
sity of Technology (see Figure D.3a). During the experiment, subjects were seated in the
right cockpit seat and a right-handed sidestick was used for giving inputs to the controlled
dynamics. Only the pitch axis of the sidestick was active during the experiment; the roll
axis of the sidestick was fixed at the neutral position. The tracking error e in Figure D.1
was presented to the subject through the primary flight display (PFD) directly in front of the
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right seat, as shown in Figure D.3(b). The display shows the pitch attitude tracking error
e as the distance between the center fixed aircraft symbol and the moving target line. The
aircraft symbol was static, and the target line moved to indicate the current tracking error
e. No other visual cues were presented during the experiment, that is, the secondary flight
displays and the outside visual system were switched off. During the test with motion feed-
back, one-to-one pitch motion cues (without washout) were provided through the motion
system for all conditions in Table D.1. Before the test run of each condition (including the
no-motion conditions), the SRS was moved to the trim pitch attitude, which is the position
relative to the subject head position as it was measured in real flight for the same baseline
aircraft dynamics [5].

To make sure that the subjects only utilized and responded to the visual information
and the motion feedback provided by the motion system, a noise-canceling headset was
used to prevent subjects from hearing any noise produced by the motion system’s actuators.
Additionally, aircraft engine noise was played over the headset to further keep the subjects
from hearing the actuator sliding noise. The subjects wore the headset for all the testing
dynamics in Table D.1, for both motion and no-motion test cases.

(a) The SIMONA Research Simulator (b) Compensatory pitch tracking
(SRS). display.

Figure D.3: The SIMONA Research Simulator (SRS) and compensatory pitch tracking display.

Three subjects participated in this experiment, all students or staff at Aerospace Engi-
neering at Delft University of Technology. All subjects had experience with similar manual
control tasks from previous human-in-the-loop experiments. Each subject received an ex-
perimental briefing on the overview and objective of the experiment. The subjects were
informed the nature of the different experimental conditions (Table D.1) without providing
the details of the dynamics of the controlled elements. The subjects were instructed to min-
imize the pitch attitude tracking error e presented on the PFD as best as possible. Finally,
all the subjects gave written informed consent before the start of the experiment.

The order of the testing was determined for each subject by a Latin square. Consider-
ing the large amount of conditions and testing runs, the experiment for each subject was
divided into two sessions on two different days: one day without motion for all tested
added dynamics; and one day for all motion conditions). For each subject, the experiment
started with an initial familiarization. During this phase, subjects were allowed to famil-
iarize themselves with the baseline aircraft dynamics (condition B) for a total of 4 tracking



D.3. RESULTS 207

runs. Following this initial familiarization, the measurement runs for all experiment condi-
tions were performed. The root mean square (RMS) of the error signal e was recorded by
the experimenter and reported to the subject after each run. For each subject 4 repetitions
were collected, then the testing of this condition was completed.

Each testing run lasted 95 s. In order to obtain stable control output from the subject,
the first 13.08 s data were cut off for data analysis. Thus 81.92 s data were used for the data
analysis. The sampling frequency of the experiment data was 100 Hz.

D.3. RESULTS

D.3.1. PERFORMANCE AND CONTROL ACTIVITY

Figure D.4 shows the performance and control activity, in terms of measured error and
control signal variances, measured for the three subjects for all tested conditions. In Fig-
ure D.4a, for example, the solid line connects the medians of performance for conditions
without motion feedback, and the dashed line connects the medians of performance for
conditions with motion feedback. The vertical dashed lines separate the conditions into
three parts, of which the added dipole dynamics’ natural frequency is 1, 2 and 3 rad/s,
respectively.

In Figure D.4a, it can be seen that the performance with the baseline dynamics (B) is
equivalent between no-motion and motion cases. For some conditions, such as C3, C8 and
C15, small performance degradations are found for the motion cases. In general, however,
the motion feedback does not induce an obvious difference in performance over different
conditions. Moreover, the changing trends from C1 to C15 are equivalent between no-
motion and motion cases, indicating that the interaction between the added dynamics and
motion feedback has no effect on performance.

In Figure D.4b, it can be seen that the difference of the control activity for the baseline
(B) between no-motion and motion cases is also small. This may be due to the fact that
the baseline aircraft dynamics are already quite stable (motion feedback has only a limited
contribution of increasing the stability of the system), thus the human operators may achieve
similar performance by using similar control activity. For other conditions with added
dynamics, in general, the control activity with motion is seen to be lower than without
motion. The lower control activity with the presence of motion feedback in target tracking
tasks was also found in Chapter 2 and [6]. Moreover, the very similar changing trends from
C1 to C15 between no-motion and motion cases indicate that the interaction between the
added dynamics and motion feedback has no effect on control activity.
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Figure D.4: Comparison of the performance and control activity between no-motion and motion cases.

D.3.2. CROSSOVER FREQUENCIES AND PHASE MARGINS

In Figure D.5, the measured target crossover frequencies and target phase margins of three
subjects for all conditions are shown. Again, the solid line connects the medians of the
conditions without motion feedback, and the dashed line connects the medians of the data
from conditions with motion feedback.

In Figure D.5a it can be seen that the crossover frequencies with motion are in general
lower than those of without motion. In Figure D.5b it can be seen that the target phase
margins of motion are in general higher than those of no-motion. Again, these are consistent
with earlier findings such as in Chapter 2 and [6] for target tracking tasks in the presence
of motion feedback. Moreover, the similar changing trends from C1 to C15 between no-
motion and motion cases indicate that the interaction between the added dynamics and
motion feedback has no effect on either target crossover frequency or phase margin.

Gty deg
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I I I I T I I

| wgp =3 rad/s 4
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(a) Target crossover frequency

wqy = 2 rad/s |
| | | I |

[ wap = 3 rad/s i
| |

C6 Cc7 Cc8 c9
(b) Target phase margin

C10 C11 Ci2 C13 Ci4 Ci5

Figure D.5: Comparison of the target crossover frequencies and target phase margins between no-motion and

motion cases.
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D.3.3. HUMAN OPERATOR MODEL PARAMETERS

Figure D.6 shows the estimated human operator model parameters: the visual gain K, the
lead time constant Tjeqq, the lag time constant Tj4g, the visual time delay 7,, the neuro-
muscular damping ratio {,,, and the natural frequency wy,;, respectively. The motion gain
K;;; and motion time delay 7,, of the motion channel are not shown since it was found
that, similar to the gain and single integrator cases in Chapter 2, motion channel had much
less contribution to the control activity compared with the visual channel in target tracking
tasks, thus the identification of the motion channel parameters could be less accurate.

In Figures D.6a and D.6c, it can be seen that both visual gain and lag time constant with
motion are lower than those for the no-motion conditions. Figure D.6¢ shows a small drop
in the lead time constant for all motion conditions. This shows the expected fact that the
motion feedback increases the stability of the system thus the human operators do not need
to generate much lead to stabilize the system. Correspondingly, in Figure D.6d, the visual
time delay increases slightly when motion feedback is present. In Figure D.6e and Fig-
ure D.6f, both the neuromuscular damping ratio and natural frequency have small changes
when there is motion feedback. Moreover, for all parameters in Figure D.6, the changing
trends from C1 to C15 between no-motion and motion cases are generally equivalent (with
only small trend differences between some conditions such as C14 and C15 of K, and Tj,g),
which indicate that the interaction between the added dynamics and motion feedback has
no obvious effect on human operator control behavior.

D.3.4. THE MCAB DEPENDENT MEASURES

Figure D.7 shows the relative changes on performance Ag?, control activity Ag?, ratio of
the visual gain and lag time constant K,/ Tj4g, and lead time constant Tj,qq With respect
to those with the baseline dynamics, respectively. These four dependent measures in Fig-
ure D.7 were used in Chapter 6 to quantify the proposed MCAB.

In Figures D.7a and D.7d, it can be seen that the differences between no-motion and
motion cases for the relative changes in tracking performance and lead time constant are
only modest over the different conditions, with average differences of 7.8% and 12.3%
respectively for all added dynamics conditions. In Figures D.7b and D.7c, the differences
between no-motion and motion cases for the relative changes in control activity and ratio of
the visual gain and lag time constant are higher, with average differences of 19% and 28.6%
respectively for all added dynamics conditions. However, for these four parameters, the
changing trends from C1 to C15 between no-motion and motion cases are similar (though
there is a bit more difference for AK,/Tj,g), indicating that the interaction between the
added dynamics and motion feedback has little effect on the relative changes of tracking
performance, control activity and human operator control behavior.
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Figure D.6: Comparison of the human operator model parameters between no-motion and motion cases.
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Figure D.7: Comparison of the dependent measures quantifying the MCAB between no-motion and motion cases.

D.4. SUMMARY

In order to know whether the flight simulator motion feedback could make any difference
on the performance, control activity and human operator control behavior to changes in
controlled dynamics, and thus the MCAB developed in this thesis (Chapter 5), an aircraft
pitch attitude tracking experiment with different added dipole dynamics was performed
in the SIMONA Research Simulator of Delft University of Technology. In total sixteen
dynamics (each dynamics with both motion on and off) were tested, with “down” dipole
dynamics at 1,2,3 rad/s cascaded with the baseline aircraft pitch dynamics, as well as a
reference baseline aircraft dynamics case. Trends in tracking performance, control activity,
target crossover frequency, target phase margin and human operator model parameters due
to the added dipole dynamics were compared between the no-motion and motion cases,
respectively.

The effect of the presence of motion feedback on performance was found to be small,
since no clear change on the performance was observed when motion is added. In general
the control activity for all added dynamics was lower with motion feedback than without,
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this may be due to the fact that motion feedback increases the stability of the system thus
human operators could use less control activity to achieve similar performance of no-motion
case, a result consistent with earlier findings in Chapter 2 and [6]. Clear differences on the
target crossover frequencies and target phase margins were observed between motion and
no-motion cases. These may be also due to the fact that motion feedback helps stabilize
the system, as target phase margins with motion were higher than those without motion
feedback. For the human operator model parameters, both visual gain and lag time constant
decrease with the presence of motion. The lead time constant decreases and the visual
time delay increases when there is motion, which are clear evidences that motion feedback
increases the stability of the system. Moreover, the effects of the motion feedback on the
baseline dynamics are not as obvious as those of other conditions with added dynamics,
especially for the performance, control activity, target crossover frequency, visual gain and
lead time constant. In general, for all the human operator parameters, the similar trends
from C1 to C15 between no-motion and motion cases indicate that the interaction between
the added dynamics and motion feedback has no effect on human operator control behavior.

According to the dependent measures quantifying the MCAB proposed in Chapter 5,
the relative changes in the performance, control activity, ratio of the visual gain and lag
time constant, and the lead time constant with respect to those with the baseline were stud-
ied for both the no-motion and motion cases. It was found that the differences of the relative
changes in the performance and lead time constant between no-motion and motion cases are
relatively small, compared with more obvious changes for the control activity and ratio of
the visual gain and lag time constant. If the simulation-based MCAB developed in Chapter
5 are accurate (verified in Chapter 6), and if the MCAB with motion feedback are necessary,
based on the experiment data, the modifications on the MCAB for the relative changes of
tracking performance and lead time constant can be relatively small; and modifications on
the MCAB for the relative changes in the control activity and the ratio of the visual gain
and lag time constant may be higher. Considering these observed differences between no-
motion and motion cases, direct application of the MCAB developed in Chapter 5 to motion
case in not recommended. The experiment results in this appendix might be used as a ref-
erence to modify the simulation data in Chapter 5 to come up with the MCAB with motion
feedback. However, this is not performed in this thesis, since the differences between the
no-motion and motion cases for the dependent measures are not so large. Moreover, due
to extra parameters in the motion channel, an offline simulation with multimodal human
operator model could be much less accurate in predicting human operator control behavior
than the simulation with only visual channel (Chapter 5). The development of the (I)MCAB
with motion is of interest for future studies.

In this experiment, the tracking performance between no-motion and motion conditions
were found very similar. Unlike the double integrator controlled dynamics used in Chapter
2, the baseline aircraft dynamics used in this experiment are more stable, thus motion feed-
back may contribute less in improving tracking performance by increasing the stability of
the system. In future studies, larger differences between the dipole damping ratios (¢ —{>2)
are recommended to be tested, since the system stability would be more affected by added
dynamics with larger perturbations on the baseline system. Thus more clear differences in
tracking performance and human operator control behavior could be observed.
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CROSSOVER FREQUENCY
CALCULATION

This appendix describes the approach to calculate the open-loop target (or disturbance)
crossover frequency and corresponding phase margin for any subject and any testing con-
dition throughout this thesis. From Chapter 3 to Chapter 6 the controlled system is the
combination of baseline aircraft dynamics and added dipole dynamics, which makes the
crossover frequency and corresponding phase margin very sensitive to the visual gain of
the human operator. In this appendix, the open-loop frequency responses of Subject 2 and
Subject 4 of the same testing condition C13 (added down dipole dynamics at 1 rad/s) in
Chapter 6 are shown as an example of how the crossover frequency and phase margin were
determined in this thesis.
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Figure E.1 shows the target open-loop described by both frequency response functions
(FRF) and identified human operator model for Subject 2 and Subject 4 of condition C13 in
Chapter 6, respectively. The frequency responses of the baseline, added and total dynamics
are drawn for reference. In Figure E.la, for example, a vertical dashed line is drawn to
indicate the target crossover frequency and a horizontal line is drawn at unit 1 for reference;
in Figure E.l1c, a horizontal line is drawn at —180 deg to indicate the stability of the system.

In Figure E.1a, it can be seen an obvious valley caused by the added down dipole at 1
rad/s. Since there is only one crossover frequency, it is naturally selected as the crossover
frequency for Subject 2 in condition C13.

In Figure E.1b, due to the fact that Subject 4 has higher visual gain than for Subject 2,
five potential crossover frequencies exist. In Figure E.1b, the last two crossover frequencies
at around 8 rad/s are caused by the human operator neuromuscular dynamics. However, in
Figure E.1d their corresponding phases are below —180 deg. Finally w = 3.3 rad/s is chosen
as the real crossover frequency due to its highest value and corresponding phase above —180
deg.
Throughout this thesis, the selected target (or disturbance) crossover frequency is al-
ways the one with the highest frequency with corresponding positive phase margin.
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Figure E.1: Open-loop frequency responses of Subject 2 and Subject 4 in condition C13 (Chapter 6).
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