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Summary

Reason for this research
The global issue on global warming and climate change are one of the motivations that led nations to
reform their means of generating power and meeting the electricity demand. Decarbonisation of the
power system is imperative to reduce the carbon emission, and the penetration of renewable energy
to the power system is expected to rise in the future. However, as the nature of renewable energy
source being weather dependent, high penetration of this technology in the power system will pose
additional challenges to the utilities and system operators. The hybrid power plants that include multi-
ple generation technologies can combine the strengths and weaknesses of different technologies and
results in a power system with better performance. For instance, combining wind, solar or other gen-
eration technologies can results in a more stable generation with a generation profile similar to the
base-load generation technology. Thus, the hybrid power system may serve as one of the solutions
to compensate the renewable technology integration issues. This research studies and optimises the
hybrid power system through designing the wind turbine that operates in such a system. The design ap-
proach taken emphasises the complementary generation feature of the hybrid power system to reduce
the variations of the generation profile.

Goal and method
This research considers the generation complementarity of the wind and solar in the hybrid power
system. Wind and solar energy have different diurnal and seasonal variation. Thus, the generation
complementarity can be achieved when one technology is operating at its optimum when the other is
not generating. This design decision is then translated to the need for designing the wind turbine that
optimally operates when the solar power output is low, which includes designing the wind turbine that
operates during the night-time, and during the season with low solar irradiance. The full-year operation
mode is also analysed as the baseline design. The wind turbine design process itself is focused on
the conceptual design phase with the objective of finding optimum rotor diameter while the generation
capacity is capped at 3 MW. The wind turbine rotor diameter is optimally designed for particular periods
with the objective of cost of electricity minimisation. The cost function employed to define the cost of
electricity is taken from the NREL cost model with some adjustment due to the different design approach
of this research. This research aims to identify the implication of the different operational modes to the
wind turbine design. The wind turbines are then modelled operating in different hybrid power system
topologies and coupled to a solar PV with 3 MW capacity to analyse the performance of the designs.
These topologies include zero-curtailment, grid-constrained and demand load-supplying topology. The
storage system is later applied to the system to enables the shifts of generation between different
time steps and enhance the performance of the hybrid power system. In order to represent the real
generation and demand data, a case study is considered.

Diurnal and seasonal wind turbine design
The result first identifies the wind turbine design parameters that are affected by specific operational
modes, namely: the wind speed distribution, wind shear profile and turbulence intensity. The wind
speed distribution and wind shear profile are employed in the analysis to define the optimum design.
The analysis on the site condition of the case study reveals that the wind speed distribution for the
night time period is similar to the full-year period, while the low solar irradiance period, which coincides
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with the low wind speed season, have lower wind speed distribution. It is also found that for The
wind turbine design results identify the wind turbine with optimum rotor diameter designs for different
operational modes and topologies. In zero-curtailment topology, higher wind speed distribution leads
to smaller optimum rotor diameter and vice versa. In the grid-constrained and demand load supplying
topology, larger rotor diameter suffers from curtailment due to the limited grid capacity and low demand
load level. This condition leads to the shifts of optimum rotor diameter to the smaller rotor. The level
of curtailment is higher in the demand load-supplying topology due to the overall lower evacuation
capacity. When the night-time design and low-wind speed period design is fully operated in a year, the
wind turbines are not operating at its optimum, and higher cost of electricity is expected. This result
implies the higher cost for designs that correspond to the diurnal and seasonal variation. The storage
system is applied to save the curtailment of wind energy. The result of this analysis suggests that
the relationship between the amount of saved curtailment and the capacity of the storage is linear for
higher storage capacity (<10%) and non-linear at lower storage capacity. It is found that the first few
additions of storage yield the most cost-efficient of curtailment saving. The cost and benefit analysis of
the storage system also indicates that the current cost of the storage technology is not compensated
by the benefit of evacuating the curtailment.

Reccomendation for further reserach
It is suggested that further research should incorporate the turbulence intensity into the analysis of the
diurnal and seasonal effect to get a better insight into the effect of these operational modes on the
wind turbine design. The different methodology of optimisation, such as profit maximisation may also
provide insights from a different perspective. The results presented in this research are based on the
chosen case study. Thus, future research should consider exercising similar research at a different
location and with different components of the hybrid power system. This kind of research will give
broader insights on the implication of the specific operation modes on the wind turbine design.
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1
Introduction

Global issues such as climate change and energy crisis have led nations to shift their energy generation
from conventional fossil-fueled energy generation to the carbon-free energy generation with renewable
energy sources. Yet the integration of renewable energy to the power system comes with additional
cost, due to the nature of the renewable energy being weather dependent. Multiple solutions are studied
to overcome this shortcoming, and one of the proposed solutions is the hybrid power system-a power
plant that employs multiple generation technologies.

This chapter presents the background on the need for a hybrid power system followed by the discus-
sion on the use of the wind turbine in the hybrid power system. The current state of the wind-powered
hybrid power system is analysed from the relevant literature. Then the need for wind turbine design tai-
lored to the hybrid power is articulated, followed by the discussion on the diurnal and seasonal variation
effect on wind turbine design parameters. This chapter is finalised with the definition of the research
goals, scope, research question and report outline.

1.1. Renewable energy integration: drivers and challenges
The world is in a transition towards sustainability. In the power generation sector, conventional fossil-
fueled power plants are being phased out and replaced with renewable sourced technology such as
wind turbines and solar PV. This transition in the power generation sector is motivated by the reduction
of carbon emission that fuels global warming. Local and global policies are rolled out to limit the effect
of global warming and climate change, such as the Paris Agreement. By the time this report is written,
189 of 197 countries have ratified the agreement to keep global warming level by 1.5 to 2 degrees [51].
The implementation of such policy boosts the growth of renewable energy source generation plants
into the power system. Driven by the electricity demand growth and economic and policy drivers, the
worldwide renewable energy consumption is predicted to increased by 3% per year between 2018 and
2050, which is faster than nuclear and fossil fuels. This growth leads the renewable energy to become
the leading source of primary energy consumption in 2050 [11].

Renewable energy such as wind and solar power are dependent on the weather condition. Higher
penetration of variable energy in the power system can pose additional challenges to utilities and system
operators. Thus, the integration of renewable energy is less straightforward [15]. System operators are
responsible for maintaining the balance of the grid. Consequently, uncertain disruption from renewable
energy requires extra measures. Greater overall power system flexibility is required to accommodate
the generation fluctuation while meeting the demand. In the case in which renewable generation in-
creases when the demand is low or vice versa, balancing actions are needed. System operators need
to ensure that there is enough reserve capacity to maintain system balance and mitigate the up or
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down ramps in wind generation. Gas and coal plants serve as back-up power sources in most cases
to curb the mismatch during the underproduction of renewable energy in a grid-connected topology.
The required capacity of back-up power increases proportionally to the increase of installed renewable
energy sourced power generations [8] [54].

The power inflexibility challenge aggravates with other issues, such as: the economically infeasible
conventional plants to reduce and increase output power, demand that cannot absorb excess supply,
the excess of renewable energy, and the insufficient transmission capacity to balance supply and de-
mand across broader geographic areas. In 2016, South Australia, which relies on wind for around 40%
of its electricity, has suffered several large-scale blackouts that have been caused or exacerbated by
the lack of available wind or dispatchable back-up sources [9].

On the other hand, the current partial integration of renewable energy in the energy profile can mul-
tiply several times during sunny and windy days. Typically, renewable energies are to be deployed first
in the power market due to the lower marginal costs. Utilising renewable energy will require conven-
tional power plants to meet the net load - the remainder load unmet by the renewables. In cases in
which renewable generation increases when load level decreases (or vice versa), the net load ramps
more quickly than the load level, as shown in figure 1.1. The conventional coal and nuclear power plant
may not be able to cope with the volatility constrained by their ramping capacity. Such phenomena will
cause oversupply of electricity and lower the electricity prices in the market significantly. Some nega-
tive electricity prices have been spotted in European countries with high renewable energy penetration
which may indicate a sign of a dysfunctional market [10].

Figure 1.1: Wind energy requires additional flexibility from other generation plant. Data from
Minnesota 25% wind energy scenario [15].

The growth of renewable energy penetration in the power system comes with the inevitable neces-
sity of embracing its nature. Straightforwardly, increasing the flexibility of the power system is essential
to respond to uncertainty and variability [15]. Along with other solutions, previous studies had sug-
gested that combining different renewable energy sources and storage systems benefit the grid and
has become the general trend towards system efficiency and power reliability improvement [23]. This
deployment strategy utilizes the complementary nature of the different renewable energy sources to
reduce each of their power fluctuations and variability. Combining wind, solar or other renewable gener-
ation with storage into ”hybrid power plants” results in a more stable generation from renewable energy
sources similar to base load-like generation profile. Aside from being favourable for the grid operation,
for renewable generations to have the same degree of capacity value, dispatchability and reliability as
the conventional power plant, their profitability is also ensured. With the growing share of renewable
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energy above 10-20% or more of overall electricity generation, the future profitability of individual power
plants depends on the time-varying energy pricing, capacity and service market [24].

1.2. Hybrid power system roles in renewable energy integration
In their report, [24] NREL defines hybrid power systems as the power plants that contain more than
one generation technology. The technology options range between wind turbines, solar PV, Concen-
trated Solar Power (CSP), storage, geothermal power, hydropower, biomass, natural gas, oil, coal and
nuclear power . An additional storage system can shift the generated energy to a different point of time
and provide a more predictable and controllable generation, hence increasing the grid system reliabil-
ity. Different generation technologies have different strengths and weaknesses with the same goal of
serving a low cost, secure, stable and reliable operation. This feature of generation complementarity
has drawn worldwide research interest in the hybrid power system to articulate the practical advantage.

Merzic et al. [36] compared the hybrid system and single-sourced electricity generation and confirm
the reduction of variability feature of the hybrid electricity generation system. Mohammed et al. [37]
extensively review substantial issues on the drivers and advantage of the hybrid renewable energy
system. The advantage of the hybrid system, in general, includes the increase in reliability of renew-
able energy exploitation, relieving the integration in the power system, resolution in renewable energy
intermittency, boosting the development of power electronics in energy harvesting and the viability for
rural electrification. Das et al. [23] analyse the wind-based hybrid power plant added value, which
incorporates the increase in availability and capacity factor, reduction in variability and ancillary service
capability addition.

Given its complex systems that involve many subsystems, disciplines and stakeholders, research
in hybrid power system design employs various optimisation objectives. Historically, designers have
used the levelized cost of eletricity (LCOE) as the metric to assess the design feasibility and adequate
size of the system [24]. This metric sums the upfront capital expenditure (CAPEX) that is adjusted to a
fixed charge rate with the annual operational expenditure (OPEX) and divides them with the expected
annual energy production (AEP) of the plant. Lana-Rubio et al. [34] review methodologies on the sizing
of renewable hybrid energy systems and report different metrics that incorporate reliability such as loss
of power supply probability, level of autonomy and expected energy not supplied. These metrics are
often used for optimisation focused on distributed energy systems and off-grid, stand-alone systems.

Figure 1.2: General hybrid power system optimisation components for the problem formulation
[24].

For solar PV and wind energy-based hybrid power systems, previous research on design optimisa-
tion to date focused on technology selection and capacity sizing of the hybrid power system compo-
nents. General optimisation components of a hybrid power system are shown in figure 1.2. Designing
an optimum hybrid power system is similar to individual plant optimisation, which includes the optimi-
sation of technology performance and cost of the generation technology such as wind turbines [24].
Thus wind turbine design optimisation is one way among many to optimise the design of a hybrid power
system. Previous studies explore wind turbine design that is more ”system-friendly” with less variability
output [28]. This design involves a higher capacity factor wind turbine so that the production profile
shifts towards a base load-like profile. The system-friendly design employs a larger rotor diameter for
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lower machine rating, thus lower specific rating, to achieve this. Madsen et al. [35] propose a wind
turbine design concept with a similar design motivation: to reduce residuals in the power system and
the cost of turbine. The design concept maximises power generation at lower wind speed. This wind
turbine concept has a cut-out wind speed just above the rated wind speed of normal wind turbines,
thus minimising the residuals in the power system and reducing loads on the blades of the wind turbine
and, hence, the costs.

In this research, the feature of generation complementarity is further explored. In a solar PV and
wind energy-based hybrid power system that supplies a grid system or demand, the wind energy gen-
eration should be optimised for times when the solar PV generation is low or even null, and vice versa.
The resource availability of wind and solar irradiance are affected by the diurnal and seasonal cy-
cles. The variability of solar PV power output depends on the solar irradiance level that is affected by
the short-term weather (cloud coverage), time of the day (peaking at midday) and season (peaking in
summer) [12]. On a daily basis, wind energy variability is affected by the atmospheric boundary layer
evolution. Wind energy seasonal variation depends not only on the time of the year but also on the
geographical condition of the location and how it interacts with adjacent locations.

Thus, the optimisation approach that emphasises on the generation complementarity between wind
and solar energy in a hybrid power system will require optimisation of wind turbine design that acknowl-
edges the diurnal and seasonal variations of wind energy.

1.3. Diurnal and seasonal variation-tailored wind turbine design
The need for a new design of wind turbine that corresponds to the diurnal and seasonal variation has
been articulated in the previous section. This section will discuss the difference in the wind turbine
design; what design parameters will be affected by the different operational condition, diurnally and
seasonally. Diurnal variation is driven by the daily cycle of the presence of the sun. In his book,
Stull explains the daily evolution of the atmospheric boundary layer (ABL) [49]. The sun heat affects
the atmospheric boundary layer, which consists of several sub-layers. During the daytime, there is
a statically-unstable mixed layer (ML) and at night, a statically stable boundary layer (SBL) formed.
The surface layer is the lowest layer in the ABL, reaching heights of 20 to 200 m from the surface.
In this layer, frictional drag, heat conduction and evaporation from the surface affect the wind speed,
temperature and humidity.

Figure 1.3: Boundary layer evolution during fair weather in summer over land. Darker color
indicate stronger static stability reproduced from [49]

The depth of the mixed layer changes over time due to the diurnal cycle and, therefore, the wind
profile changes as well. A few hours after the sunrise, the mixed layer is formed with a shallow depth.



1.3. Diurnal and seasonal variation-tailored wind turbine design 5

As the day progresses, the mixed layer deepens due to turbulence induced by the heating from solar
irradiation. During this period, the wind speed is homogenous over a large part of the mixed layer.
The wind speed decreases to near zero above the ground surface due to friction. After sunset, the
turbulence intensity diminishes. With less mixing, the wind speed close to the ground decreases due
to the surface drag, yet the wind speed in the mid-ABL is not affected. As the night progresses, without
surface drag affecting the mid-ABL, wind speed increases. After the sunrise, the mixing process starts
to occur and mix the high wind speed in the ABL with the lower wind speed close to the ground. This
progression can be seen in figure 1.3. From this explanation, it can be concluded that at a certain point
of height, the diurnal cycle in the atmospheric boundary layer affects three parameters: wind shear
coefficient, turbulence intensity and wind speed.

Wind shear is the gradient of wind speed over a relatively short distance. Vertical wind shear de-
scribes the average wind speed gradient as a function of height. The IEC 61400-1 standard employs
the power law to describe the normal wind profile (NWP), This atmospheric condition induces higher
wind speed at heights above hub height and lower wind speed at heights lower than hub height. As
described, a larger difference between these heights will make the wind speed difference greater. In
practice, during the operation of the wind turbine, the rotating blade will be exposed to this nonuniform
wind profile. Thus, each of the individual blades will experience a different magnitude of loads as a
function of height. As the blades rotate, this changing load magnitude becomes cyclic, and in the long
run, it affects the fatigue life of the blade. IEC 61400-1 use the NWP model to assess the fatigue of wind
turbines during start up and normal shut down in the design load case (DLC) 3.1 and 4.1 respectively
[21].

Turbulence intensity (TI) represents the magnitude of the random variations of the wind speed over
a particular period of time. IEC 61400-1 defines turbulence intensity as the ratio of the turbulence
standard deviation and the average wind speed at hub height. The normal turbulence model (NTM) of
the IEC standard defines the value of standard deviation as the 90% quantile of the hub height wind
speed. Increasing the turbulence intensity value increases the range of spread of the actual wind speed
over a period of time relative to the average wind speed. The fluctuating nonuniform wind speed due
to turbulence also induces cyclic loads on the rotating rotor, thus reducing the fatigue life. IEC 61400-
1 uses the NTM to assess the fatigue of wind turbine during normal power production, faulty power
production and parked or idle conditions in the DLC 1.2, 2.4 and 6.4 respectively [21].

Figure 1.4: Flatwise fatigue damage at average hub height wind speed 12 m/s reproduce from [25]. Horizontal axis refers to
the turbulence level. The vertical axis refers to flatwise fatigue damage of the blade and the curves refer the different shear

exponent employed

Eggers et al. [25] investigate the effect of various levels of shear and turbulence intensity to the
flatwise fatigue life of the blade. The results, see figure 1.4, show that increasing TI or shear exponent
leads to a lower blade fatigue life, and so does increasing both parameters. However, the reduction of
fatigue life due to increasing shear exponent is lower at higher turbulence intensity level. In practice,
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the magnitude of wind shear, expressed in the shear exponent, and turbulence intensity are, to some
extent, negatively correlated. Under the stable condition, the mixing in the atmosphere is retained.
Thus, turbulence intensity is low and the absence of mixing increases the vertical wind speed gradient
[25]. Sathe et al. investigate the influence of atmospheric stability on wind turbine loads and conclude
that under stable condition, wind shear is larger than under neutral condition. Thus, fatigue loads due
to shear are larger. The turbulent energy during this condition is also found to be small, which induce
smaller fatigue loads. The study also suggests that the IEC standard overestimates the shear model
when compared to the site-specific wind conditions, hence leaving room for wind turbine cost reduction
[42].

The nonuniform wind profile exposure over the rotor swept area also affects the wind turbine power
output. In [53] the effect of wind speed shear, wind direction shear and turbulence intensity on gener-
ation output is investigated. The result shows that sheared flow according to the power-law decreases
the power output compared to uniform inflow. This conclusion is restricted to the aerodynamic model
employed in the analysis (HAWC2Aero), and different models may lead to different conclusions.

The seasonal variation is diverse and depends on the geographical condition and location on Earth.
The seasons are the effect of uneven heating of the earth by the sun due to the tilted axis of our planet.
The seasonal variation corresponds to longer time-scales and larger spatial resolution, and it may affect
the control strategy of the wind turbine. Weisser et al. [55] investigate the diurnal and seasonal variation
of wind velocity in Grenada to estimate the project viability. The result for the case study is that, as
the wind speed varied significantly, taking only an annual average wind speed may underestimate or
overestimate the performances of the wind power plant. Hence, this stresses the need for accurate
energy output modelling.

1.4. Why designing a wind turbine for hybrid power plants?
There are strong reasons to conduct design exploration research of hybrid power systems. The decar-
bonisation of the energy sector and climate change are the main drivers for implementing renewable
energy. The energy transition comes with a cost: renewable energy being intermittent by nature. Hy-
brid power systems may serve as one of the options to relieve this shortcoming and lessen the burden
of renewable energy integration to the grid, which is made possible due to its assumed feature of com-
plementary generation. In a wind energy and solar PV-based hybrid power system, the wind generation
should be optimised when the solar PV is generating less. Wind and solar energy sources vary over
the diurnal and seasonal cycle. Thus, wind generation should be optimised to correspond to the diurnal
and seasonal cycle. There is currently no research that explores this direction as the current hybrid
power system optimisation mostly focuses on technology selection and capacity sizing of the hybrid
power system components.

1.5. Research goals
Based on the gaps as mentioned earlier, this thesis aims to

explore a new concept design of a wind turbine for a hybrid power system and analyse its
techno-economic feasibility.

The need for a wind turbine designed specifically for a given hybrid power system was discussed
in section 1.4. This necessity leads to the first subgoal of this thesis: the proposal for a new design
approach that emphasises on the complementary generation of the hybrid power system. The second
subgoal is to determine the impact of this emphasis on the design of the wind turbine. The third subgoal
is to evaluate the feasibility of the concept design in technical and economic terms. The technical
feasibility study evaluates the design alteration in the second subgoal, and the economic feasibility
study evaluates the costs in generating power of the design.
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1.6. Scope
In this study of the diurnal and seasonal variance effect on the wind turbine design, it is concluded
that the three relevant parameters that specify the difference to standard wind turbine design are: wind
speed distribution, wind shear and turbulence intensity. To limit the scope of the study, the analysis
in this thesis is more focused on the wind speed distribution difference. This decision is taken by
considering the aim of this study, which is to investigate the optimum wind turbine design with the
minimum electricity generation cost. The wind speed distribution directly governs the wind turbine
output, which is then used to analyse the optimum design when coupled with the cost analysis of the
system. The wind shear shall be used to estimate wind speed distribution at other hub heights not
provided by the dataset. Thus, identifying of optimum hub heights is possible.

In this thesis, the power output analysis is assumed to be using uniform inflow wind profile with the
average wind speed at the hub height. Although this may overlook the conclusion of [53], it is more
interesting to see the difference between wind turbine power output with different configurations. Van
Sark et al. [52] investigate the need for incorporating the shear profile in estimating power output by
using the equivalent wind speed. For wind turbines with rotor diameter to hub height ratio lower than
1.8 and in cases where the wind shear coefficient value is uniform over the rotor plane with the value
between -0.05 and 0.4, then the equivalent wind speed is within ±1% of the hub height wind speed.
It is important to note that the result of the analysis may overestimate the real value of power output
due to the wind shear effect. When one compares the results between, for instance, different rotor
diameters, the overestimation will be neglected. The fatigue life analysis is beyond the scope of the
study; thus, the wind shear analysis is limited to defining the vertical wind speed gradient on energy
yield at different hub heights.

1.7. Research question
The dedicated research question is formulated within the borders of the set scope and stated as follows:

What is a technically and economically feasible concept design for a wind turbine for the ap-
plication in a hybrid power system, and what are the design parameters that critically influence
its performances?

The aim is to explore the economic feasibility of a new design concept for a wind turbine. Therefore
the drivers that influence the feasibility of the design need to be identified. To simplify the process of
answering the research question, subquestions are identified:

1. What is the optimum design of a wind turbine that takes diurnal and seasonal variation into ac-
count?

2. What are the important design parameters that influence the optimum design?

3. How does the design choice to emphasis complementary generation affect the wind turbine de-
sign?

4. How does the wind turbine perform within the hybrid power system compared to the standard
design?

5. How does the wind-based hybrid power system benefit from a storage system?

The guideline described by the research question and subquestions, and limited by the scope de-
fines the following research. The subquestion answers can be found in the following chapters: sub-
question 1, 2 and 3 in chapter 4, subquestion 4 in chapter 5 and subquestion 5 in chapter 6.
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1.8. Report outline
This first chapter serves as the introduction to the topic of wind turbine design for the hybrid power
system to the reader. This introduction chapter helps in defining the goal of this thesis. The background
on the need for a hybrid power system, followed by the discussion on the use of the wind turbine in
this hybrid power system, is presented here. The current state of the wind-powered hybrid power
system is analysed from the relevant literature. The need for wind turbine design tailored to the hybrid
power is articulated, followed by the discussion on the diurnal and seasonal variation effect on wind
turbine design parameters. The introduction chapter is concluded with the definition of the research
goal that is to design a wind turbine for the hybrid power system usage. The conclusions drawn from
the reviewed literature helps in defining the knowledge gap, thus used in tuning the research question
and subquestions.

In chapter 2, the methodology of the analysis in the later chapters is presented. Chapter 3 presents
the case study selection process and analysis. The site condition parameters required for the design
of the wind turbine will be elaborated. The consideration of diurnal and seasonal variation in the site
condition analysis is relevant in maximising the complementary generation of the designed wind turbine.
The analysis of this variance is also presented in this chapter.

The wind turbine design process is the main focus of chapter 4. The chapter analyses the influence
of design parameters on the optimum design. The analysis of the design’s economic feasibility is
conducted by employing a cost model. The design result is then modelled in several hybrid power
system configurations to analyse its performance. This is presented in chapter 5. The influence of
different operational modes on the design optimum is analysed in the same chapter.

The use of a storage system may be beneficial in a power system with renewable energy, and this is
analysed in chapter 6. Further analysis of the design’s economic feasibility is conducted by calculating
the additional cost and benefit of the storage system.

Chapter 7 contains the discussion of the results of the design and analysis. This chapter reflects
on the relevance of the results to the existing literature and possible future studies. The thesis is then
finalised with the conclusions and recommendations in chapter 8.



2
Methodology

This chapter presents the methodology to answer the research questions. The methodology describes
the background information and the detailed approach in assessing a hybrid power system. The
overview of the methodology is presented in 2.1. Section 2.2 until section 2.6 presents the detailed
analyses conducted, which is visualised in figure 2.1, to come to the result of this research.

2.1. Purpose and overview of the methodology
Wind turbines are complex machines that involve multiple fields of study: aerodynamics, electronics,
electrical, and structural dynamics. Therefore, designing an all-new wind turbine requires organized
and comprehensive steps. The design process is initiated with conceptual design and follows with
preliminary and detailed design. The design procedure is then followed by a validation process before
being released to the market as a full-fledged product [50] . Wiley defines the full process in chapter 6
in [50], which includes:

1. Investigation and justification of business opportunity

2. Product options identified and cross-functional buy-in secured

3. Conceptual design

4. Preliminary design

5. Detailed design

6. Factory test or validation + pre-series production

7. Validation or redesign + product introduction

8. Customer feedback, field experience and resolution

In the early stage of the design process, designers need to define the general product requirement
as for instance, what the product should do? In the aforementioned process steps, this stage refers
to step 1 to 3. The decision in this stage is often driven by a number of motivations such as market
opportunity, new application, technology advancement, etc. The conceptual design defines the product
specification that satisfies the product requirements. This design process translates the goals laid in the
business proposition into a physically-achievable design. Typically, the conceptual design defines the
physical parameters rotor diameter, hub height, nacelle and tower mass, and operational parameters
such as rated power, rated wind speed, operational wind speed range, rotor speed range, design tip
speed ratio and rated tip speed, control strategy, and peak power coefficient.

9
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The conceptual design serves as the foundation for the preliminary design. The main activity in this
design process is to confirm the previously determined concept with the practical values of each of the
components [50]. At this stage, the design process is segmented and detailed for each of the wind
turbine components. A generic breakdown of wind turbine design often composed of blade aerody-
namic and structural design, drive train design, tower design and control design. The detailed design
step is embedded within the preliminary design, and it is responsible for analyzing the elements of the
wind turbine components. For example, designers perform a detailed analysis of the chord length and
twist distribution in designing the rotor aerodynamic design. This design stage refers to step 4-5 in the
aforementioned process steps. The rest of the steps relate to the validation and certification process.

This research aims to explore a new design of a wind turbine that takes the diurnal and seasonal
variation into account. The impact of these variations on the wind turbine design parameters is what
this research is investigating. Therefore, in line with the research objective, the chosen methodology
will follow the first three steps of this wind turbine design approach. The wind turbine design process
in this research will focus on the conceptual design step, and the detailed design on different compo-
nents is beyond the scope of the study. Not only the detailed design involves a broad range of different
analyses, but also it is not the main point of interest in this research. In addition to the wind turbine
design, it is also required to define the environmental conditions for which the design is made and the
operation models to simulate the performance. Thus, the proposed methodology aims to accommo-
date these analyses. The rest of this chapter further details the analyses taken in this research, which
are visualised in figure 2.1.

Figure 2.1: Structure of research into the wind turbine design for hybrid power system

2.2. Data procurement and analysis
The research of hybrid power system requires the use of wind speed and solar irradiance data as the
input of the model. Such data are location-driven, meaning that different location will most likely have
different sets of data. In this research, the location is chosen to be in Muppandal wind farm, located in
the state of Tamil Nadu, a state in the southernmost part of India. Several considerations are taken in
choosing the location, such as renewable source potential, renewable project development, and data
availability and accessibility, being the most important. Chapter 3 further elaborates the reasoning on
the choice of location.

Wind speed data are obtained from the India Wind Dataset developed by NREL as part of the India
Renewable Integration Study [1]. The dataset contains simulated reanalysis data of wind speed, wind
direction, temperature and pressure values at 40m, 80m, 100m and 120m height above the ground.
The spatial resolution of the data is 3 km, and the temporal resolution is 5 minutes. The wind dataset
is for the year of 2014. For further analysis in this research, the raw data is averaged to get data with
10-minutes temporal resolution. The shear or wind profile can be analysed from wind speed data at
four different heights in the data set and represented as shear coefficients. The shear coefficient is
useful to extrapolate the wind data to higher heights. We use this wind speed data to calculate the
wind power at three different hub heights, i.e., 80m, 120m and 160m, in later chapters on finding the
optimum wind turbine design. This analysis also identifies the diurnal and seasonal wind condition.
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Given the sunrise and sunset time, the diurnal wind condition is considered from the wind dataset as
the wind during the night time. The sunrise and sunset time of the location are extracted from [4]. The
seasonal wind condition is considered from the wind dataset as the period with lower average wind
speed.

Solar irradiance data are obtained from Solcast, which provide data with a temporal resolution
of 10 minutes. The dataset includes values for air temperature, cloud opacity, and global horizontal
irradiance (GHI). The solar PV output depends on the amount of tilted GHI absorbed by the surface,
thus governed by the GHI value, air mass, and angle of incidence [47]. In this research, the capacity
of solar PV is capped at a certain capacity and we only use the GHI value to estimate the power
fluctuations at each time steps. Hence, the lack of parameter air mass and angle of incidence is not a
problem. The solar datasets are available for multiple years, and 2014 data is used for this research
to match with the wind speed data.

Demand profile data used for the system modelling are obtained from the study on demand-side
management of The Energy and Resources Institute (TERI) [43]. The report contains typical averaged
hourly demand profile for every month in the state of Tamil Nadu. The hourly demand data is translated
into data with 10-minutes temporal resolution by interpolation to match with the wind and solar gener-
ation data. In this research, the maximum demand value is also capped at a certain capacity, thus,
we only use the demand profile to estimate the demand value fluctuations at different time steps. The
system modelling requires the demand profile data as the input.

To conclude, this research is working with 52560 data points of 10-minutes averages for the year
2014. The compiled data are then analysed in context with the research theme of complementary
generation, i.e., the diurnal and seasonal trend of the dataset are investigated. Chapter 3 presents the
full discussion on the data analysis and serves as the basis for analyses in later chapters.

2.3. Wind turbine design
As previously mentioned in the introduction, optimising the wind turbine design is one of the ways to
optimise the hybrid power system. While designing a new wind turbine involves several steps and
various detailed components design, this research will focus on the conceptual design phase. The
conceptual design utilises the scaling trend method to estimate the physical parameter of the wind
turbine. [28] propose a system-friendly wind turbine design that employs a larger rotor diameter. This
research uses a similar approach in designing the wind turbine by modifying the specific power rating,
the ratio of the generator capacity to the rotor size. Thus, the machine rating is kept constant at 3 MW
while the rotor size are modified. This design process is then programmed to optimise the design by
minimisation of the cost of electricity, based on the wind speed data and the employed cost function.

The cost function used in this research is adapted from the NREL cost and scaling model [26].
NREL estimates the cost of the wind turbine elements by calculating their mass, which are functions of
the rotor diameter, hub height, the machine rating or a combination between these. These relationships
between parameters, e.g., between rotor diameter and mass and then between mass and cost, are
generated from data of commercially available wind turbines as well as conceptual models, especially
for wind turbines larger than 1 to 2 MW. Thus, the cost functions are approximated by a fit of the
employed wind turbine data. It is important to note that this method overlook the fact that some cost
of the components are step functions, e.g., for gear boxes, once a certain torque level is reached,
the next size of gear box is needed. The cost function is dissected into 26 components which can be
categorised as the capital expenditure (CapEx) and the operational expenditure (OpEx) for the wind
turbine.

However, such an approach is only useful for scaling up/down between different wind turbine pow-
ers. An increase in diameter includes implicitly an increase in the wind turbine power, which is different
from the approach taken in this research. Direct use of the cost model will result in the optimum that
is less valid for the optimisation process. The principal difference between the existing model and the
intended optimisation process results in the need for a cost model adjustment. The adjustment is made
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on the blade mass function; thus, the mass and cost of other parameters that are a function of the rotor
size will also be affected. This adjustment is conducted by looking at the commercial wind turbines
data with a single machine rating but multiple rotor sizes and learning their mass-to-rotor size trends.
Such type of wind turbines has a more similar approach to this research.

With having the wind speed data and cost model identified, the design for the optimum wind
turbine can be conducted. The optimum design lies where the levelized cost of electricity (LCOE) of
the wind turbine is at the lowest. LCOE is calculated by the following equation

𝐿𝐶𝑂𝐸 = 𝐹𝐶𝑅 × 𝐶𝐴𝑃𝐸𝑋 + 𝑂𝑃𝐸𝑋
𝐴𝐸𝑃 (2.1)

FCR is the fixed charge rate, and AEP is the annual energy produced. The FCR is the percentage
of the initial capital cost needed to cover the capital cost, a return on debt and equity, and other fixed
charges. Thus, in general, the LCOE is affected by the cost component (CAPEX and OPEX) and the
energy Production component (AEP). AEP is a function of the rotor diameter, hub height and wind
speed distribution data. Altering these values will change the optimum. The analysis of how this
optimum changes is presented in chapter 3. For the modelling purpose in chapter 4, the calculation of
LCOE is integral for different operational topologies analysis: zero constraint operation, grid capacity
constrained and demand constrained.

2.4. System modelling
Different operation modes are modelled to be able to identify the impact of the hybrid power system’s
complementary generation on the wind turbine design. The operation modes simulate the power output
of the wind turbine and the cost of electricity at different rotor sizes, hub heights and wind datasets. The
different datasets that include the full wind dataset, diurnal wind dataset and the seasonal wind dataset
define the operational modes analysed in this research. Initially, the optimum wind turbine design for
the full-year operation is analysed. The design result of this operation mode is regarded as the baseline
design and other operations modes are compared to this mode to identify the modification on the wind
turbine design. In this particular analysis, zero-curtailment topology is assumed. This topology is a
hypothetical topology that assumes infinite generation evacuation capacity, which has never been the
case in the practice.

Figure 2.2: Operational model flowchart
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In total this research employs three different topologies: zero curtailment, grid constrained and
demand load supplying topology. Figure 2.2 presents the general operation procedure for the grid
constrained topology and the demand load supplying topology. In the other two topologies, the wind
turbine operation is coupled with a solar PV in a hybrid power system. Both of the wind turbine and solar
PV capacities are normalised at the same capacity of 3 MW. First, the hybrid power system is modeled
supplying a grid with a maximum evacuation capacity normalized at 3 MW. The operation of this hybrid
power system is configured such that, in case of a combined wind power and solar PV output larger
than the grid capacity, the wind turbine output is curtailed. The curtailment ranges between 0 and 3
MW when the solar PV is not generating and fully generating, respectively. The second hybrid power
system model supplies a demand with a maximum load of 3 MW. The same configuration is employed
that curtailment is prioritized for wind power generation. In this topology, the solar PV generation may
also be curtailed due to the low demand load level. The result of the analysis will identify the AEP
reduction due to curtailment and a change of the optimum design due to the AEP change.

2.5. Storage design
The storage system could be beneficial for the hybrid power system as it enables shifts of generation
between different time steps. The storage system can reduce curtailment by storing the spilt energy
and supplying to the grid/demand when there is a deficit in the generation, thus opening up the power
system for an opportunity in a new market; e.g. ancillary services [23]. This analysis aims to identify
the maximum storage capacity needed to store the curtailed energy, followed by analysis on cases of
partial capacities. The storage system model is presented in figure 2.3.

At a certain time step, when the power combined from the wind turbine and solar PV exceeds the
grid capacity or load demand, the excess energy will be curtailed. When there is curtailment, which also
means that the grid is 100% used or the demand is 100% met, space at that particular time (space(t))
equals to 0. Vice versa, when the power from the wind turbine and solar PV is less than the maximum
grid capacity or the load demand, there is no curtailment on the power generated, and the space is equal
to the remaining capacity of the grid after being used to evacuate the energy or the unmet demand after
being supplied from the wind turbine and solar PV. In short, the negatively correlated values between
the curtailment and the available space can be written in equation 2.2.

𝑐𝑢𝑟𝑡(𝑡) = 0; 𝑠𝑝𝑎𝑐𝑒(𝑡) > 0
𝑐𝑢𝑟𝑡(𝑡) > 0; 𝑠𝑝𝑎𝑐𝑒(𝑡) = 0 (2.2)

with curt(t) being the curtailment at time t. Initially, to calculate the maximum required storage
capacity, the maximum State of Charge (maxSOC) is set to be infinitely large thus all energy curtailed
will be either captured in the storage or supplied to the grid/demand. This way we can define the
maximum storage capacity in the unit of kWh. When lower capacity storage is applied, a portion of the
curtailed energy will be dumped/shed in case of a full storage capacity and at the same time, when a
full grid capacity or low load demand. Initially, the SOC is set to be zero in the simulation.

The storage model results in four states of operation: charge, charge and shed energy, partial
discharge and supply, and full discharge and supply. At a certain time step, if there is energy curtailment,
the battery is programmed to store this energy. If there is enough capacity of battery, then all of the
curtailed energy at that time step will be stored. The final state of charge will be the sum of the curtailed
energy and the initial state of charge at the particular time step. If there is not enough space to store
the curtailed energy, then the battery will be charged until reaching its maximum capacity, and the
remainding curtailed energy will be unutilised. In other cases, when there is no curtailment, the battery
is programmed to discharge and filling the available space at the particular time step. If the initial battery
state of charge is larger than the available space, then the battery will be discharged partially and fills
the space. The final state of charge equals to the initial state of charge subtracted by the discharged
energy. If the initial state of charge is lower than the available space, then the battery will be fully
discharged to its lower bound state of charge.
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Figure 2.3: Battery model flowchart

The cost and benefit analysis of the storage system is what follows next. This analysis aims
to identify the trade-off between the additional cost and benefit of applying a storage system. NREL
compiled studies on battery cost projection from over 25 publications [20]. For the year 2020, the
cost projections are 299.81$/kWh, 332.94$/kWh, and 366.63$/kWh, for low, mid and high projections.
The mid values will be used in this thesis for further analysis. The use of storage enables the hybrid
power system to alleviate the integration cost of renewable energy by having an additional dispatchable
capacity. Jay et al. [12] identified several unpriced costs and benefits of wind energy . The social costs
are the products of wind’s variability and partial unpredictability which creates difficulties for system
operators in managing the grid, including operational cost, transmission cost, curtailment cost, and
capacity cost. Therefore, the benefit of the storage is estimated from the reduction of these social
costs. Another substantial benefit of the storage system is the pollution reduction benefits as it enables
the use of additional energy generated from renewables.

2.6. Discussion
The results from previous analyses is then discussed to identify the scientific implication and limitation
of the research. The analysis is then followed with the sensitivity analysis. In this analysis, alternative
scenarios are fed to the model to check the robustness of the results storage model. These scenarios
include future projections; e.g., the battery cost reduction. These analyses are presented in chapter
7.



3
Site condition analysis of the case study

This chapter presents the analysis of the input data for this research. This chapter is initialised
with the outline of the analysis in section 3.1 which then followed with the arguments on the choice of
the site condition, which is presented in section 3.2. Section 3.3 describes the climate and season of
the case study. Section 3.4 presents the data of wind conditions, solar irradiance and demand profile
that is needed for the input of the hyrbid power system operation modelling. Section 3.5 presents the
summary of the data that will be used for further analyses in this research.

3.1. Outline of the analysis
The site condition analysis is a prerequisite to start the wind turbine design process. This analysis
indicates the important parameters that influence the design of the wind turbine. This thesis aims to
explore the design of the wind turbine operating in a hybrid power system that take the diurnal and
seasonal variation into account. The design emphasis on the complementarity of the generations,
wind and solar, and the demand load. Hence, it is useful to identify the diurnal and seasonal variation
influence on the hyrbid power system components, especially on the design parameters of the wind
turbine.

The solar irradiance data and demand load data are required to model the solar PV generation
and demand load, respectively, in the hybrid power system. Subsequently, In section 1.3 and scope of
research, it is identified that the parameter required to describe the site condition are the wind speed and
wind shear, Hence, this chapters results in the definition of the wind speed data for different operational
modes, full-year, night-time and low-wind speed season.

3.2. Arguments for Muppandal, India
In order to have a realistic data and realistic correlation between the different parameters, a case study
is employed. For the case study, the site Muppandal in India is chosen, as shown in the map in figure
3.1. Before going into the details of the arguments in choosing this location, it is useful to identify
the considerations taken in picking the location of the case study. This way, we can narrow down the
options and lead to the choice of the case study location. The considerations include :

• The availability and accessibility of data. Due to the limited time of the project, there will be no
on-site data measurement. A measurement dataset with a year length is the minimum require-
ment to identify the seasonal variation in this research. Thus, the data availability of the potential

15
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sites is the next priority in searching for the location. The dataset also needs to have a sufficient
temporal resolution to identify the diurnal variation. Data with at least an hourly measurement is
required, but data with finer details are also applicable. [22][7].

• The relevance of developing a hybrid power system. This consideration regards situations
where there is an opportunity for the hybrid power system to be applied. These situations include,
for instance, the grid capacity congestion due to peaking wind generation and insufficient grid,
power blackouts due to the inflexible power system with renewable energy plants, plans for large
capacity of renewable integration, and encouraging policy for renewable development.

• The potential and availability of renewable sources. As the hybrid power system in this study
is based on wind and solar power generation, adequate sources of these renewable sources
are essential. To simplify the search, locations with already existing power plants implicitly yield
this characteristic. Such analysis is integral for project developers in the planning of renewable-
sourced power plants

Figure 3.1: Location of Muppandal wind farm and topographical map of its surounding. The map is extracted from
Google maps and the topographical map is generated from Contour Map Creator [3]

The availability and accessibility of data

In this research, data acquisition is the highest priority before other considerations. This meteorological
data will be based on meteorological institute measurements and simulation. NREL provides extensive
met data for the United States, India and Central Asia that includes data for air pressure, air temper-
ature, wind speed and wind direction. As previously mentioned in chapter 2, this research employs
the India Wind Dataset. This dataset meets the requirement stated in the consideration, thus, deemed
to be sufficient for further analysis in this research. At the same time, India is an ideal place as the
starting point in searching for the potential location due to their abundant solar irradiation and the plans
on developing the application of wind energy. These reasonings will be elaborated next.

The relevance of developing a hybrid power system

India has been one of the countries who push their implementation on renewable energy into their
generation mix, including wind energy. The Government of India has set a target of 175 GW installed
of renewable energy capacity by the year 2022, which includes 100 GW from solar, 60 GW from wind,
up from 37 GW wind and 32 GW solar in 2019 [39]. The increase in renewable energy penetration,
without proper balancing between the mix, may lead up to the loss in flexibility in the power system. This
scenario is in line with the study of a hybrid power system and, in fact, acknowledged by the government.
In 2018, the Ministry of New and Renewable Energy (MNRE) issued the National Solar-Wind Hybrid
policy [39]. The objective of this policy is to provide a framework for developing grid-connected hybrid
power systems. With the implementation of this policy, it is projected that 10 GW hybrid power systems
will be developed by the end of 2022 [44].
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The selection for the location of the case study is further narrowed down by choosing the potential
state in India, which leads to Tamil Nadu. Tamil Nadu is a state in southern India, and it is leading
the development of wind energy in the country. By the end of 2019, more than 25% of the installed
wind power capacity is located in Tamil Nadu with a capacity of 8.9 GW [39]. In the past, this rapid
growth of renewable energy plants is not coupled with sufficient evacuation infrastructure [45]. This
insufficiency leads to grid congestion, renewable energy curtailment and power outage. During the
peak wind seasons, when wind power generation has excess, a curtailment is imperative as the inter-
regional grid is unable to deliver power to neighbouring states. Vice versa, power outages occurred
during the low generation period due to the grid’s inability to draw power from neighbouring states [17].
Central Electricity Authority has proposed to increase the transmission capacity to support the planned
growth of renewable energy [14]. This information highlights the importance of increasing the power
system flexibility to integrate renewable energy successfully.

The potential and availability of renewable sources

The discussion on two of the considerations leads us to choose an established wind farm in the state
of Tamil Nadu as the case study. For this research, it is decided to choose the Muppandal wind farm
as the case study location. It is one of the largest wind farms in India with a total capacity of around
1500 MW, which indicate a high wind energy potential [31]. 149.5 MW of the total capacity is comprised
of wind turbines commissioned before the year 2002, with capacities of 500kW or below. These wind
turbines are subjected to repowering with newer technologies [30]. Hence, replacement with a wind-
based hybrid power system can tackle two problems of wind turbines repowering and better integration
at the same time. Established wind farms imply the presence of a transmission system, which also
motivates choosing the location.

3.3. Climate and season
The Muppandal wind farm is located at Latitude 8.25∘N and Longitude 77.59∘E. This region is bordered
on the east with the coastal area of the bay of Bengal, and on the west with the mountainous area of
the Western Ghats and the state of Kerala. The high yield of wind energy in this region is due to its
geographical condition where the wind from the Arabian sea gusts through the mountain passes in its
west into this region. The wind farm is located in the district of Kanyakumari with arid-interior climate.
The southwesterly and northeasterly monsoon drive the four seasons in this location, which includes:

• Summer (March-May). This season is also called pre-monsoon. Temperature peaks in this
season as the sun moves toward the northern hemisphere. This season is the transition between
the relatively dry winter and the wet monsoon season. The rising temperature over the land
creates low-pressure areas which attract the flow of the southwesterly monsoon [27].

• Monsoon (June-September). The monsoon starts when the humid south-western monsoon
flow enters India from the Bay of Bengal and the Arabian Sea. Most parts of India but Tamil Nadu
receive their highest rainfall during this season due to the rain shadow effect. The Western Ghast
partially blocks the monsoon current from the Arabian Sea. The monsoon lost its humidity in the
form of copious rainfalls in the western slope, which leave the eastern slope, where this case
study is located, relatively dryer [27].

• Post-monsoon (October-December). As the sun moves to the southern hemisphere, temper-
ature over the land begins to fall. From the beginning of October, monsoon begins to recede
from this country and brings rainfall to the southern part of the country. Muppandal experiences
its highest rainfall during this season. Northeasterly monsoon enters the country while bringing
cold, dry air from the Himalayas [27].

• Winter (January-February). This season is the aftermath of the cool and dry northeasterly mon-
soon. As the monsoon retreats to the south, the clouds disappear, and the sky becomes clear.
This season is typically dry with the lowest rainfalls. Temperature is also relatively the lowest,
and it starts to rise around mid-March.
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From the discussion above, it is evident that the monsoon-driven seasons affects the seasonal variation
of temperature and precipitation. Thus, the data of average temperature, precipitable water, relative
humidity and cloud opacity are obtained from Solcast and analysed to confirm this variation. The
precipitable water value is used to estimate the seasonal variation of the rainfall. The precipitable water
value tells the amount of liquid water if water vapour from the surface to the top of the atmosphere is
condensed [41]. The seasonal variation is confirmed with the data from Solcast, shown in figure 3.2.

Figure 3.2: Seasonal variation on temperature, precipitable water and cloud opacity of
Muppandal for the year 2014

The Muppandal 2014 data shows the peak temperature in May and a dip of temperature between
October - February. Low cloud opacity and precipitable water are observed during winter and early
summer (January - March) which then rises during summer and early monsoon (March - June). As
the passing southwesterly monsoon proceeds to move to the north, cloud opacity lowers, and the
temperature rises again in the mid of the year. The Precipitable water value remains high, which
indicates the hot and humid air during this period. Ahead of August, monsoon starts to recede and
causes heavy rainfall, which can be identified from the rising value of precipitable water and cloud
opacity, and dipping temperature. This analysis is indirectly related to the seasonal variation of the
wind and solar power output. For instance, cloud opacity will affect the solar generation. The following
sections will elaborate more on this subject.

3.4. Diurnal and seasonal variation of wind, solar irradiance and
demand

This section presents the input data of wind conditions, solar irradiance and the demand profile. This
section also identifies the seasonal variation of these parameters.

3.4.1. Wind condition

As mentioned in the methodology chapter, wind speed data are acquired from the India Wind dataset by
NREL. Met data are available at four heights, and the data at 160-meter height is extrapolated from this
data. The wind speed seasonal variation shows a significant intra-annual difference, which is shown in
figure 3.3. In this figure, wind speed is averaged per month. Wind speed is relatively constant during
post-monsoon until summer (October-April). It is observed that the wind speed begins to rise at the
end of summer and peaks during the monsoon season (May-September). The peak of the average
monthly wind speed is around 2.5 times higher than the low-wind speed period.

Figure 3.4 shows the diurnal variation of the wind speed for different seasons, represented by Febru-
ary for winter, May for summer, July for monsoon and November for post-monsoon. Sunrise and sunset
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Figure 3.3: Wind speed seasonal variation at hub height of 120m

time is relatively constant, being around 6.20 AM to 6.20 PM with maximum deviations of 20 minutes. It
is observed from figure 3.4 that the wind speed diurnal variation is less apparent than the seasonal vari-
ation. Wind speed is generally higher during the night time, with an exception for the winter evenings.
Between summer and post-monsoon, wind speed dips at the middle of the day, which is negatively
correlated to the solar irradiance. Winter has a different wind speed variation profile as it reaches the
lowest at around 8 PM. The seasonal variation is also perceivable in this figure.

Figure 3.4: Diurnal wind speed variation at hub height=120m

The analysis of the wind data also reveals the diurnal variation of the wind profile. Figure 3.5b
shows the diurnal variation of wind speed at four different hub heights. Typically, wind speed gradient
over the night is higher than during the day due to the lack of mixing in ABL. The most important factor
that drives the mixing is the temperature difference between the ground surface and the air. In general,
regardless of the time of the day, warmer surfaces develop a mixed layer, and colder surfaces create
stable ABLs [48]. However, ABL mixing is more likely to happen during the day due to the heating from
the sun. The diurnal variation is relatively constant throughout the year, as shown by the the similar
diurnal pattern in figure 3.4, due to the small average temperature variation throughout the year with
only 1.5 ∘C difference between the highest and the lowest. The wind shear profile can be expressed in
the power law, which reads:

𝑈(𝑧) = 𝑈 ( 𝑧
𝑧 ) (3.1)

with 𝑈(𝑧) denotes the average wind speed as a function of height, 𝑧. 𝑧 and 𝑈 denotes the
hub height and the wind speed at hub height. The exponent 𝛼 is used to define the wind profile with
the power law, described in the equation 3.1. Figure 3.5a presents the histogram for the wind shear
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exponent. For the same reason, it is observed that higher shear exponents, 𝛼, are more likely to
happen during the night than during the day. For standard wind turbine design, IEC standard suggests
an exponent of 0.2. For the analysis that considers diurnal variation in this research, the higher shear
exponent will be employed.

(a) (b)

Figure 3.5: (a) Shear exponent probability density for night and day data. (b) Diurnal variation of wind profile in July 2014.

The seasonal variation also affects the direction from which the wind enters the wind farm. Figure
3.6 presents the wind rose graphs for each season. During winter, winds are mostly flowing from the
north and north-northeast. The prevailing wind direction changes during the end of summer to the
west-northwest due to the forthcoming monsoon. During the monsoon season, winds are only flowing
from the west with significantly higher wind speeds. The post-monsoon season is the transitional phase
between the monsoon and winter. Hence, both winds coming from the west and north are identified
during this period.

(a) (b)

(c) (d)

Figure 3.6: Wind rose for wind speed at hub height=120m in (a) winter, (b) summer, (c) monsoon and (d) post-monsoon.

It is observed from figure 3.6 that the wind direction in each season coincides with the movement
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of the monsoon. The southwesterly monsoon induces the wind that flows from the west as it enters
the country and later as it recedes, the monsoon induces the wind from the north. The magnitude of
the wind speed is affected by the location of the wind farm. Muppandal wind farm is located to the east
of the Aralvaimozhi mountain pass. This pass in the Western Ghats mountain range acts like a funnel
that accelerates the wind speed significantly for the winds flowing from the west. While to the north of
the wind farm, the flatter topography explains the lower wind speed. This condition can be observed in
figure 3.1

3.4.2. Solar irradiance

The monthly average solar irradiance in the Muppandal wind farm is presented in figure 3.7 which
indicate its seasonal variation in 2014. The 2015 data is employed in this graphic to understand the
seasonal variation better. It is observed that solar irradiance peaks in between winter and summer,
followed by a drop for several months during summer and monsoon. A second peak is observed
around the end of the monsoon season before it dips to its lowest value during post-monsoon season.
As the climate is a complex system, the different progression of the monsoon may have caused the
difference between the 2014 and 2015 data. For 2014 data, the peak is in March and the second peak
is in September. In July, where the average wind speed is at its highest during the monsoon season,
solar irradiance is at its local minimum. The lowest value in 2014 is in the middle of the post-monsoon
season, November.

Figure 3.7: Seasonal variation of solar irradiance

In September, the monsoon had moved to the northern part of the country, which explains the lower
cloud opacity, which is shown in figure 3.2, and the increase of solar irradiance in the southern part of
the country. Diurnal variation of the solar irradiance for local and global maximum and minimum from
figure 3.7 are presented in figure 3.8. Similar diurnal variations are observed for different months. The
month with the lowest solar irradiance, November, has its maximum average solar irradiance at around
75% of the maximum average in March.
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Figure 3.8: Diurnal variation of solar irradiance

3.4.3. Demand profile

To identify the seasonal demand profile variation, hourly averaged demand load data from [43] are
employed. Figure 3.9 presents the normalised monthly average demand in 2014. The average demand
peaks between winter and summer and begins to drop through summer until the end of the monsoon
season. A local maximum is observed in between the monsoon and post-monsoon season, in October.
The post-monsoon months have lower average demand in a year, with November demand being the
lowest.

Figure 3.9: Seasonal variation of demand

The diurnal variation of the demand profile is presented in figure 3.10. Typically, the daily demand
profile consists of: night lean, morning peak, day lean and evening peak. These features are less
evident over the summer period than in winter due to the increase of use in space cooling over the
day [43]. Thus the load throughout the day is more constant. In cooler months such as February and
November, the uses of space cooling appliances are more concentrated in the evening, thus creating
a peak around 7 PM which then recedes at midnight. The increased demand in the evening is retained
until past midnight in warmer months such as May and July.
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Figure 3.10: Seasonal variation of diurnal demand

3.5. Selected conditions for wind turbine design and hybrid system
analysis

To summarise the diurnal and seasonal variation discussion in the previous sections, the interaction
between the variations is presented in this section. This section also determines the wind data that is
used for the wind turbine design and the solar and demand data for the hybrid power system modelling.

3.5.1. Complementarity analysis

To gain insight into how the variation between the generations and demand relate to each other is im-
portant for the hybrid power system design. Figure 3.11 presents the comparison between the variation
of the normalised monthly average wind and solar generation sources and the demand. The average
solar irradiance is following a seasonal variation similar to that of the demand with the peak in early
summer, local minimum in monsoon season which then is followed by local maxima, and reaching their
lowest point in the post-monsoon season. It is important to note that despite the confirmed similarity,
solar generation only occurs during the day. Thus, let alone following the seasonal demand variation,
to meet the daily demand pattern with solar generation alone is impossible.

Figure 3.11: Seasonal variation comparison for normalised wind speed, solar irradiance and
demand

Wind speed seasonal variation shows a negative correlation with the solar irradiance from the be-
ginning of the year until the end of the monsoon season. Beyond the monsoon season, both the solar
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irradiance and wind speed are dropping. As it is also observed that the average demand drops during
the post-monsoon season, a hybrid power system that combines the wind and solar generation may
be able to match the demand. The power system operation modelling in the later chapters will further
analyse this possibility. It is important to note that the wind data employed in figure 3.11 is a prelimi-
nary estimation of the wind power and subject to change. Unlike solar irradiance that directly affects
the solar PV output, wind turbine power output is in a cubic function of wind speed up to the rated
power, where it becomes constant. Moreover, this research studies the impact of different wind turbine
specific powers which govern the final wind turbine power output. Thus, at this stage, the actual wind
power variation is yet to be found.

3.5.2. Wind speed data for wind turbine design and modelling

As previously mentioned in the methodology, this research analyses three wind turbine design cases:
full-year wind turbine that serves as the baseline design, diurnal variation-optimised design, and sea-
sonal variation-optimised design. The baseline design considers the full-year wind data. The diurnal
variation-optimised design aims to focus the wind power generation when the solar power generation
is at the lowest, which is at night. Thus, this design considers the wind speed data from after the sunset
until the sunrise as the input. For the seasonal variation-optimised design, the wind power generation is
prioritised on the seasonal period when the solar power generation is at the lowest, which is in the post-
monsoon season. As observed from figure 3.11, the low wind speed condition in the post-monsoon
season is extended until midsummer. Thus, the wind speed that is taken into account for the seasonal
variation-optimised design includes wind speed data from October until April.

The Weibull probability distribution function, which is expressed in:

𝑓 (𝑈; 𝜂, 𝛽) = {
𝛽
𝜂 (
𝑈
𝜂 ) exp(−(𝑈/𝜂) ) 𝑈 ≥ 0

0 𝑈 < 0
(3.2)

𝜂 =
𝑈

Γ(1 + )
(3.3)

represents the frequency at which a specific wind speed U is measured. 𝜂 is the Weibull scale
parameter proportional to the mean wind speed and expressed in m/s, calculated in equation 3.3. The
scale parameter is a measure of how windy the site is. The Weibull shape parameter, 𝛽, tells how
peaked is the distribution and defines the shape the distribution. In this research, each dataset is fitted
with the Weibull distribution in MATLAB to estimate their shape and scale parameters.

Figure 3.12 and 3.13 presents the histogram and Weibull fit for the night time dataset and the low
wind speed seasons dataset, respectively. ”All data” represents the full data that contains 52560 time-
steps, and the ”night” and ”season” data are the filtered data for the nighttime only and low wind speed
seasons only, respectively. It is observed that the difference between the night and the full data is small,
with a slightly higher occurrence of higher wind speed at night. For the low wind speed seasons data,
as expected, significant differences are observed. The Weibull shape and scale parameter for each
dataset is presented in table 3.1 for the full dataset, 3.2 for the night dataset and 3.3 for the low wind
speed seasons dataset. An increase in the hub height results in a higher scale parameter due to the
wind shear profile. The parameters in tables 3.1-3.3 will be used as the input for the operational modes
of the wind turbine. Together with the solar irradiance and the demand load data, the wind data in these
tables are used as the input for the analysis of the grid-connected and or the demand load supplying
hybrid power system.
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(a) (b)

(c)

Figure 3.12: Histogram and weibull distribution for night-time and full-data wind speed at (a) hub height=80m, (b) hub
height=120m, (c) hub height=160m.

(a) (b)

(c)

Figure 3.13: Histogram and weibull distribution for low wind speed season data and all data wind speed at (a) hub height=80m,
(b) hub height=120m, (c) hub height=160m.

Table 3.1: Weibull parameters for Muppandal at various hub heights

Hub height scale shape 𝑉
160 14.062 2.008 12.46
120 13.25 2 11.74
80 12.501 2.028 11.08
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Table 3.2: Weibull parameters for Muppandal night wind data at various hub heights

Hub height scale shape 𝑉
160 14.81 2.026 13.12
120 13.725 1.989 12.16
80 12.754 1.995 11.3

Table 3.3: Weibull parameters for Muppandal low-wind speed seasons wind data at various hub heights

Hub height scale shape 𝑉
160 10.04 2.277 8.89
120 9.395 2.32 8.32
80 8.867 2.4 7.86



4
Wind turbine design

This chapter details the design process for the wind turbine that is intended for a hybrid power system.
Initially, section 4.1 discusses the general process of wind turbine design and the scope of design
applied in this research. Section 4.2 presents the employed cost model to estimate the optimum design
of the wind turbine. Section 4.3 explores further how the optimum design is reached.

4.1. General design process and objective
This research aims to explore a new design of a wind turbine that takes the diurnal and seasonal
variation into account. In section 2.1, the wind turbine design process employed in this research focus
on the conceptual design step, and the detailed design on different components is beyond the scope
of the study. Thus, the conceptual design is defined here in the remainder of this section.

As previously mentioned in the site condition analysis, the wind speed distribution and wind shear
are parameters that are considered in the design process of this research. These parameters, later, will
be used as the input for the conceptual design input. The conceptual design in this analysis focuses
on the wind turbine rotor optimisation. The analysis is done by modifying the specific power rating, the
ratio of the generator capacity to the rotor size, and aims to identify the optimum rotor diameter that
produces the electricity with the minimum cost. Thus, the machine rating is kept constant while the
rotor diameter is modified.

Previous studies have used the upscaling method for the conceptual design [26] [18]. Sieros et al.
[46] define two approaches of upscaling: theoretical upscaling that utilises similarity rules with linear
scaling method and real upscaling that utilises existing data trend. Chaviaropoulos et al. [18] presents
geometric linear scaling rules for different components.The linear scaling method is useful in the early
stage of the design process as it is necessary to make a rough estimation of wind turbine parameters
which will be adjusted later in the detailed analysis. This estimation is performed with direct scaling of
an existing reference wind turbine by a certain scaling factor. This method works with some underlying
assumptions such as [13]:

1. Same concepts in the number of blades, airfoils type, turbine materials, drive train and support
structure

2. Same tip speed ratio

3. Other geometrical parameters linearly correlated to the rotor diameter(with exception of gearbox,
generator and power electronics)
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This research employs the real upscaling method, with the scaling trend published by the NREL. Na-
tional Renewable Energy Laboratory (NREL) presents a thorough analysis of the cost and scaling
model with scaling trends for each of the components [26]. The model is useful to analyse the impact
of scaling and configuration on the cost of electricity and defines the optimum system design with the
lowest levelized cost of electricity.

In general, the levelized cost of electricity can be expressed in equation 4.1, where 𝐶 is capital
cost , 𝑀 is the operational cost and 𝑄 is the total output of the project in year t. The term r denotes
the discount rate employed with a value of less than one. This term is required to indicate the present
value of the costs. In the case where all of the capital cost is incurred upfront in year zero, such as
the capital-intensive wind turbine project, then the term 𝐶 factors out of the summation. The capital
cost is no longer a function of the project year t and subjected to the discount rate, which then can be
expressed as the Total Installed Cost (TIC).

𝐿𝐶𝑂𝐸 =
∑ 𝐶 +𝑀

(1 + 𝑟)

∑ 𝑄
(1 + 𝑟)

=
𝑇𝐼𝐶 + ∑

𝑀
(1 + 𝑟)

∑ 𝑄
(1 + 𝑟)

(4.1)

To simplify the equation, it is assumed that the annual output of the project (Q) and the variable cost
per unit (M) is constant each year. With this assumption applied, LCOE can be expressed as the sum
of Levelized Fixed Cost (LFC), which calculates the average payment required to pay off the capital
costs over the full project lifetime T, and Levelized Variable Cost (LVC), which calculates the average
payment to cover the operational costs. LVC equals the total variable cost per the unit of output.

𝐿𝐹𝐶 =
𝑇𝐼𝐶

∑ 𝑄
(1 + 𝑟)

(4.2)

𝐿𝑉𝐶 =
∑ 𝑀

(1 + 𝑟)

∑ 𝑄
(1 + 𝑟)

=
𝑀
𝑄 (4.3)

As the discount rate is less than 1, with using the geometric series method, the denominator in
equation 4.2 can be rewritten in a simpler fraction equation, and LFC is expressed as equation 4.4.
The terms ( ) can be expressed as function of the Fixed Charge Rate (FCR). The FCR indicates
the fraction of the TIC that is is required over the project life per year to cover the overall capital costs.

𝐿𝐹𝐶 =
𝑇𝐼𝐶

∑ 𝑄
(1 + 𝑟)

=
𝑇𝐼𝐶

1 − (1 + 𝑟) × 𝑄
𝑟

=
𝑇𝐼𝐶 × 𝐹𝐶𝑅

𝑄 (4.4)

𝐿𝐶𝑂𝐸 = 𝐿𝐹𝐶 + 𝐿𝑉𝐶 =
𝑇𝐼𝐶 × 𝐹𝐶𝑅 +𝑀

𝑄 (4.5)

The NREL cost model further defines the TIC and identifies the cost for each of the wind turbine project
components based on previous conceptual studies and commercial wind turbines. The definition of the
cost model employed in this research is presented in the following section.

4.2. Cost model definition
In the NREL cost and scaling model, Fingersh et al. identify the cost and mass of the components
as function of the rotor diameter, machine rating, hub height, or a combination of these parameters.
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The cost of electricity of the wind turbine is calculated with equation 4.5. The variable cost 𝑀 includes
the Levelized Operation and Maintenance (O&M) Cost, Levelized Replacement Cost and Land Lease
Cost. The total initial cost is comprised of the total turbine cost and balance of station cost. This cost
parameter includes the following elements [26]:

• Rotor
– Blades
– Hub
– Pitch mechanisms and bearings
– Spinner/Nose cone

• Drive train, nacelle
– Low-speed shaft
– Bearings
– Gearbox
– Mechanical brake, high-speed coupling, and associated components
– Generator
– Variable-speed electronics
– Yaw drive and bearing
– Main frame

• Control, safety system, and condition monitoring
• Tower
• Balance of station

– Foundation/support structure
– Transportation
– Roads, civil work
– Assembly and installation
– Electrical interface/connections
– Engineering permits

The detailed mass and cost function for each of the parameters are presented in the appendix. Figure
4.1 presents the mass of the rotor as function of its radius from several studies. Each study results
have different mass functions; Sieros’s [46] curve fit exponent of blade mass vs diameter is 2.4974,
Jamieson’s result yields exponent of 2.0633, NREL baseline yields exponent 2.9158 and WindPACT
rotor study yields exponent of 2.6921. The results may differ from one another due to the different
compiled datasets considered when generating the curve fit. The windPACT rotor study obtains a
significantly lower mass function due to the assumed advancement in technology that makes lighter
blades achievable [26]. Despite the differences, all result show agreement of mass the function at rotor
radius of 50 meters or lower. This agreement may happen due to the higher wind turbine samples with
diameters ranging around 40 to 50 meter than wind turbines with larger radius. Thus, estimation at
wider diameters are less homogeneous.

However, such an approach is only useful for scaling up or down between different wind turbine
powers. Increasing the diameter means increasing the wind turbine power indirectly. Thus, such mod-
els are unsuitable for the optimisation process that aims to get the optimum diameter for a particular
machine rating. In other words, the optimisation process in this thesis aims to get the optimum diam-
eter and optimum specific power (machine rating divided by rotor swept area, 𝑊/𝑚 ). The need to
evaluate the cost of wind turbines with different specific rating motivates the adjustment for the existing
mass and cost scaling model. Direct use of the cost model will result in an optimum that is less valid
for the optimisation process. The principal difference between the existing model and the one needed
for the intended optimisation process results in the need for cost model adjustment. For this thesis,
adjustment is made on the blade mass function with the consideration above.
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Figure 4.1: Blade mass scaling relationship

In order to initialise the process, commercial wind turbine data are compiled. From the observation
of the existing wind turbine data, manufacturers often have several wind turbines with the same ma-
chine rating and different diameters (and different specific power). The scaling trend from sets of wind
turbines with such configuration is more relevant for the intended optimisation process. The compila-
tion process is prioritised for wind turbines with sufficient mass data, as these data will be used as the
base for generating the adjusted mass function. The publicly available data for wind turbine specifica-
tions and the nonuniform format of reporting from different sources limits this process. As expected,
several pieces of information are missing (year of manufacturing, wind class). The compiled data is
then validated with previous studies. The complete dataset is presented in Appendix B.

Figure 4.2 reflects the compiled commercial wind turbine data. Figure 4.2a shows the specific power
of the compiled wind turbines is in line with the IEC wind class. Lower specific power wind turbines
are intended for low wind speed sites. Lower wind class indicates lower average wind speed and gust
and, therefore, lower aerodynamic loadings that affect the structural integrity. Thus, wind turbines that
are designed for locations with higher wind class will be exposed to higher loadings relative to wind
turbines designed for lower wind class location, and additional structural strength may then be needed
to retain its structural integrity. Vice versa, wind turbines designed for lower wind class location may
be optimised with a reduction in mass due to the lower structural strength requirement.Figure 4.2b
confirms the trend of growing capacity for more recent wind turbines. Figure 4.2c shows the trend of
the specific power of wind turbines over the years. The trend line fitted in this figure is equal to the
finding in [56] shown in figure 4.3. Thus, it can be concluded that the compiled data are valid, and
the mass function adjustment shall use this data. In practice, over the past few years, the market is
driving the trend towards the use of lower specific power wind turbines. This phenomenon may have
been caused by the favourable increase in capacity factor due to the larger swept area for the same
rated turbine capacity. A higher capacity factor also means more stable generation over time, which
is beneficial when integrating the wind turbine to the grid. Another cause for the shifting trend of wind
turbine specific power is the growth of the average swept area that outpaced the growth of average
nameplate capacity. This effect may take place due to the advancement in manufacturing technology,
enabling the production of rotors with larger diameter or driven by the demand in the market.

The mass function adjustment process is then followed by estimating the gradient of each set of
the wind turbines. The linear curve fits shown in 4.4 identify these sets and are used to determine the
gradient per set. The compiled data consists of eight sets of wind turbines with rotor radius between 35-
60 meter, and the gradients of these sets are averaged. This averaged gradient represents the gradient
for the adjusted mass function. The mass scaling study by Jamieson [6] and Sieros [46] converges with
the NREL mass scaling model at rotor radius 40-meter. Such an agreement may happen due to a large
sample of commercial wind turbines within this range of diameter, thus higher chance of the use of a
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(a) (b)

(c) (d)

Figure 4.2: (a) presents the wind class of the compiled wind turbines. (b) shows the trend of the increasing WT capacity over
years of the compiled data. (c) shows the trend of the decreasing specific power of wind turbine over years of the compiled

data. (d) presents blade mass data of compiled wind turbines which shows agreement with NREL model

similar dataset in their respective study. Since a 40-m rotor radius is also reasonably close to the typical
size for a 3 MW turbine, as used in this case study, the mass of the 40-meter radius rotor will be used
as reference mass to calibrate the new mass function. The new mass function is estimated in the form
of 𝑎 × 𝑅 , with R as the rotor radius. The two unknowns are then determined by using the results from
the previous two steps: average gradient and mass.

In Figure 4.4, The new mass function shows lower mass growth with respect to the radius than
the NREL baseline function (black). This new function is still higher than the WindPACT final design
(blue) for radius below 80m. The WindPACT rotor study final design scaling relationship is a projection
function achievable through technology innovation. Thus, it results in lower mass function than what is
commercially available today. This correlation between the adjusted mass function and the WindPACT
rotor study implies that the new mass function is still within the range of technological capability, thus
this result is logical and acceptable. However, this mass function becomes less credible for rotor radius
greater than 70 meters, due to the limited number of the reference wind turbine dataset around this ra-
dius. Using the mass model at such radius should be done with care as, considering the large deviation
of the mass model from the reference. The function may also overestimate the blade mass for radius
lower than 30 meters. At rotor radius greater than 80 meter, the validity of this function is question-
able due to unproven technological capability. At this range of radii, employing the new mass function
results in lower blade mass when compared to the WindPACT rotor study mass function. The NREL
mass function and the adjusted mass function are expressed in equation 4.6 and 4.7, respectively.

𝑚 , = 0.1452 × 𝑅 . (4.6)

𝑚 , = 17.6245 × 𝑅 . (4.7)

The lower adjusted mass function is due to the assumption employed, that the machine rating is
constant for different rotor radius. In other words, a wider rotor radius implies lower specific power for
the adjusted mass function.
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Figure 4.3: Trends in turbine specific power, recreated from [56]

Figure 4.4: Mass model adjustment

4.3. Optimum design
The intended optimisation process in this thesis aims to generate a turbine design with a diameter that
produces electricity with the lowest cost. As stated in the previous chapter, the cost of electricity is
calculated by dividing the cost to the generated energy, expressed in $ per kWh. In this section, the
process in reaching the optimum is investigated by using 4 arbitrary hypothetical sites with different
wind speed distributions, which are shown in table 4.2. Subsequently, the optimum designs for these
different sites will be analysed. The wind speed frequency distribution determines the wind turbine



4.3. Optimum design 33

Figure 4.5: 3 MW wind turbine power curve for different rotor diameters

power production and annual energy production by multiplication with the wind turbine power curve.
The power curve of the wind turbine gives the relation between power output and the wind speed. A
pitch controlled wind turbine power curve is defined by three speeds: cut-in, rated, and cut-off wind
speed. Typically, the cut-in and cut-out wind speed of a 3 MW turbine are, respectively, three and
between 25-30 m/s [19]. The wind turbine starts generating power when the wind speed is higher than
the cut-in wind speed. Between the cut-in and rated wind speed, wind turbine power increased with
the wind speed as expressed in the following form:

𝑃 =
1
2𝐶 𝐴𝑈 (4.8)

With the power coefficient 𝐶 , as the product of the system efficiencies. A is refers to rotor area
and U refers to the wind speed. In this thesis, the power coefficient value is taken from the NREL 5
MW reference wind turbine [32]. As shown in figure 4.5, the rated wind speed is affected by the wind
turbine diameter; wind turbines with larger rotor have lower rated wind speed. Between the rated and
cut-out wind speed, the wind turbine output is held constant at the rated power level. A cut-out wind
speed of 25 m/s is assumed to limit the blade-tip noise and avoid loads due to vibration on the structure.
In the following subsections, turbine optimasation uses the power curves in figure 4.5 to generate the
annual energy production. The analysis on the optimum design in this section employs assumptions
presented in table 4.1. With the calculated AEP and the cost model defined in the previous section,
the optimum design with the lowest LCOE can be identified.

Table 4.1: Overview of the used input parameters and variables for the analysis

Parameter symbol unit value Reference
Cut-in wind speed 𝑈 𝑚/𝑠 3 [19]
Cut-out wind speed 𝑈 𝑚/𝑠 25 [19]
Coefficient of performance 𝐶 - 0.482 [32]
Rated machine rating 𝑃 MW 3
Hub height 𝑧 m 120

In a graph between the cost of electricity (COE) and the rotor diameter, such as in figure 4.9, the
optimum lies at a minimum where the gradient or rate of change of COE between different diameters is
zero. Thus, the COE is higher for both larger and smaller rotor diameters relative to the diameter where
the optimum lies. This condition is presented in equation 4.9, with ΔCOE as the change in the cost of
electricity (vertical axis) and ΔD as the change in the diameter (horizontal axis). As ΔD value cannot be
zero, the ΔCOE equals to zero in the optimum. The definition of the cost of electricity can be simplified
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Table 4.2: Sampe data cases for the analysis on the optimum design

scale parameter shape parameter
Case 1 8 2
Case 2 10 2
Case 3 12 2
Case 4 14 2

as the cost component divided by the amounts of energy produced component (AEP). Hence, ΔCOE
can be rewritten into equation 4.12. Equation 4.12 identifies that the optimum is reached when the ratio
of cost of wind turbines with diameter 𝐷 and 𝐷 is equal to the ratio between the AEP of these wind
turbines. This equation simply indicates the change in the energy produced for a change in the cost,
which will be optimal when both changes are equal. For instance, if the change in cost is lower than the
change in AEP, then the COE at rotor diameter 𝐷 is lower than at diameter 𝐷 . Thus, the optimum lies
ahead at a larger rotor diameter than 𝐷 . Vice versa, if the change in cost is greater than the change
in AEP, then the optimum lies at a smaller rotor diameter.

Δ𝐶𝑂𝐸
Δ𝐷 = 0 (4.9)

with Δ𝐷 ≠ 0, 𝐷 < 𝐷 (4.10)

Δ𝐶𝑂𝐸 =
Δ𝑐𝑜𝑠𝑡
Δ𝐴𝐸𝑃 =

𝑐𝑜𝑠𝑡
𝐴𝐸𝑃 −

𝑐𝑜𝑠𝑡
𝐴𝐸𝑃 = 0 (4.11)

𝑐𝑜𝑠𝑡
𝐴𝐸𝑃 =

𝑐𝑜𝑠𝑡
𝐴𝐸𝑃 →

𝑐𝑜𝑠𝑡
𝑐𝑜𝑠𝑡 =

𝐴𝐸𝑃
𝐴𝐸𝑃 (4.12)

with 𝑐𝑜𝑠𝑡 < 𝑐𝑜𝑠𝑡 ;
𝑐𝑜𝑠𝑡
𝑐𝑜𝑠𝑡 ≥ 1 (4.13)

In order to visualise the analysis, the four cases with different wind distribution, shown in table 4.2,
and 3 MW wind turbines with diameters ranging from 40 to 200 meters are analysed. The result of
the normalised AEP for the wind turbines in figure 4.6 shows that a smaller scale parameter leads to a
higher difference of AEP between diameters. This conclusion arises due to the lower rated wind speed
of the larger diameter wind turbine. A larger diameter wind turbine can utilise the high frequencies of low
wind speed (wind data with scale parameter 8) better than a wind turbine with a smaller diameter. This
feature is less profound with higher wind speeds (with scale parameter 14) due to the more distributed
wind speed. Thus, the AEP growth between different rotor diameters in high wind speed conditions is
relatively lower when compared to low wind speed conditions, which is shown in figure 4.6b.

(a) (b)

Figure 4.6: (a) Normalized Annual Energy Production with as function of rotor diameter. (b) Energy production for wind turbine
with different rotor diameter, at location with scale parameter 8 (full line) and 14 (dashed line). The Annual Energy Production

(AEP) is the area under each lines.
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Figure 4.7: Total cost for wind turbines with sample data

(a) (b)

Figure 4.8: (a) The crossings between COE and cost which shows the optimum diameter for different weibull parameter
wind data, zoomed in (b)

Figure 4.9: Optimum diameter for different weibull parameter wind data

Figure 4.7 shows the total cost for wind turbines within a range of diameters that works in different
wind conditions. It is shown here that the capital cost is the same for different wind conditions as
none of the wind turbine component costs are functions of the annual energy produced. The total cost



36 4. Wind turbine design

incorporates operating expenses which are a function of the energy produced. Thus the total cost for
Weibull scale parameter 14 is higher than those with scale parameter 8. The COE analysis shows that
the optimum diameters for wind turbines with wind distribution scale parameter of 8, 10, 12 and 14 are
around 170 meter, 140 meter, 110 meter and 100 meter respectively. The optimum is reached when
the ΔCOE equals to the Δcost, as shown in figure 4.8 by the crossing between ΔCOE and Δcost. Δcost
is observed to be almost horizontal because the total cost curve presented in figure 4.7 is almost linear.
Figure 4.8 shows that increasing the diameter at lower wind speed conditions has greater effect on
increasing the AEP. This condition is due to the better ability of larger rotor diameters to extract wind
energy at lower wind speed conditions.

4.4. Summary
Several key takeaways from this chapter are:

1. The wind turbine design process performed in this research is focused on the conceptual design
phase. The result of the conceptual design approach identifies the overall physical and opera-
tional parameters of the wind turbine, which is the main interest of this study.

2. The cost model employed in the analysis is adjusted from the NREL cost and scaling model. The
adjustment is required due to the different scaling approach pursued in this study, which considers
the modification of specific power of the wind turbines. The adjustment results in lower cost and
mass scaling when compared to the reference NREL cost and scaling model.

3. The process of reaching the optimum design is analysed and how the optimum shifts as differ-
ent wind speed distribution are employed is identified. Lower wind speed conditions leads to a
higher difference of AEP between different diameters. Thus, the same increase in rotor diameter
increases the AEP more at low wind speed conditions than at high wind speed conditions. This
condition leads to a larger rotor diameter at the location with lower wind speed conditions and
smaller rotor diameter for the location with higher wind speed conditions.

.



5
Hybrid power system and operation

modelling

This chapter continues the design process in the previous chapter with the empirical wind dataset
gathered. The wind turbine design for the different operational conditions in the hybrid power system
and different datasets are presented in this chapter. Section 5.2 presents the optimum design result
for zero curtailment scenario. Section 5.3 presents the optimum design result for the grid-connected
topology. Section 5.4 presents the optimum design result for the topology where the hybrid power
system is supplying a demanded load.

5.1. Outline of the analysis
This section aims to guide the reader regarding the design processes conducted in this chapter that
leads to the results presented in the following sections. The wind turbine design in this chapter refers to
the three different operational modes stated at the end of chapter 3, namely: the baseline design, the
night-time turbine design and low-wind speed period turbine design. The baseline design refers to the
full-year wind data. While the night-time and low-wind speed season turbine design refers to a limited
wind data, with night-time only and low-wind speed season only wind data. The design process results
in the identification of the optimum diameter for each operational modes at different hub heights.

The result is then compared between different operational modes. Due to the different range of
operational time between the baseline design and the night-time and low-wind speed period turbine
design, the turbine that are optimally designed for the night-time and low-wind speed period are then
operated for a full-year period. What to expect here is that these turbines will be operating not at their
optimum diameter. Thus, the difference of the performance between the baseline and the night-time
and low-wind speed period turbine design can be identified.

This process of analysis is repeated for the three different topology: zero-curtailment mode, grid-
constrained and demand load-supplying topology. The zero-curtailment mode refers to the standard
design procedure where the AEP is uncurtailed. This infinite evacuation capacity may be interpreted
as an infinitely large grid capacity or a significantly higher demand load level than the generation. The
grid-constrained topology refers to the situation where the hybrid power system is connected to a grid
with a limited capacity, normalized to the nominal capacity of the power generation. The demand load-
supplying topology refers to the the situation where the hybrid power system is supplying a demand
load with its maximum capacity normalized to the nominal capacity of the power generation.

37
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5.2. Zero-curtailment mode wind turbine design
In this operational topology, the hybrid power system is either connected to a grid with a significantly
larger capacity or a demand load that is always larger than the generation capacity. Thus, the generated
power from the hybrid power system that includes 3MW of wind turbine and 3MW of solar PV is entirely
evacuated without any curtailment. It is important to note that this condition is hypothetical as there is
no such a limitless grid capacity or demand load level. This condition is also the case in a standard
wind turbine design process where the optimum design considers the AEP without any reduction. The
result of this topology serves as the baseline in comparison with the grid-connected and demand load-
connected topology. The optimisation analysis result of the complete dataset, which considers both
day and night and all season data, is given in table 5.1.

Table 5.1: Optimum diameter for baseline wind turbine

Hub height (m) Optimum
diameter (m)

Cost of
Electricity
($/kWh)

AEP (GWh)

160 93 0.03288 17.27
120 100 0.03230 17.40
80 111 0.03190 17.63

The optimum rotor diameter for the lowest cost electricity generation at three different hub heights is
presented here. The result shows that at higher hub height, due to the higher occurrence of high wind
speed, the optimum diameter moved to a smaller diameter. However, the optimum cost of electricity at
higher hub height is higher than at their lower hub height counterpart due to the increased cost of the
tower. Thus, the change of the optimum is different from the analysis in the previous chapter, where
the hub height is kept at the same level, and only the wind speed distribution difference is considered.
Figure 5.1 shows this condition where the dashed line (80 − 120) represents the hypothetical cost of
electricity curve of a wind turbine with an 80-meter hub height and wind data at 120-meter hub height.
It is shown here, similar to the optimum analysis in the previous chapter, that the optimum diameter
shifts to the left to the smaller rotor diameter and lower optimum cost of electricity. The cost of electricity
curve shifts upward to a higher cost of electricity when the 120-meter hub height is used.

(a) (b)

Figure 5.1: (a) The optimum diameter of the baseline design for the zero-curtailment topology at different hub height with a
zoomed view in (b).
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(a) (b)

Figure 5.2: (a) The optimum diameter of the night-time turbine design for the zero-curtailment topology at different hub height
with a zoomed view in (b).

Figure 5.2 shows the COE curve for the night-time wind turbine which shows the same relationship
for the optimum rotor diameter of a turbine designed for only night-time operation. The optimum diam-
eter is slightly smaller than the baseline wind turbine due to the slightly windier condition at night time.
However, the COE for the night-time wind turbine is significantly higher, nearly doubling the COE of the
baseline wind turbine. This result arises as to the night-time wind turbine AEP is approximately half of
the baseline wind turbine AEP. The day and night time are relatively constant throughout the year, and
each lasts approximately 12 hours. Thus, the night-time turbine design operated half the time while
having a similar wind speed condition to the baseline design, which explains the halved AEP. In gen-
eral, the COE is consist of capital expenditure (CAPEX) and operating cost (OPEX). The CAPEX is in
a function of the turbine physical parameter, and OPEX is a function of the AEP. Thus, the relationship
between the COE for the baseline and the night-time wind turbine can be approximated as follows:

𝑂𝑃𝐸𝑋 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 × 𝐴𝐸𝑃 (5.1)

𝐿𝐶𝑂𝐸 =
𝐶𝐴𝑃𝐸𝑋
𝐴𝐸𝑃 +

𝑂𝑃𝐸𝑋
𝐴𝐸𝑃 = 𝐶𝐴𝑃𝐸𝑋

𝐴𝐸𝑃 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (5.2)

𝐴𝐸𝑃 ≈ 0.5 × 𝐴𝐸𝑃 (5.3)

𝐿𝐶𝑂𝐸 = 𝐶𝐴𝑃𝐸𝑋
𝐴𝐸𝑃 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 = 𝐶𝐴𝑃𝐸𝑋

0.5 × 𝐴𝐸𝑃 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 = 2 ×
𝐶𝐴𝑃𝐸𝑋
𝐴𝐸𝑃 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (5.4)

Figure 5.3: Total cost for wind turbines with sample data

Figure 5.3 compares COE of the baseline wind turbine and night-time wind turbine at 120 meter hub
height. The figure also shows the separated portion of the CAPEX in the COE. The difference between
the COE and the CAPEX refers to the OPEX portion of the COE. Due to the definition of OPEX being a
function of the AEP, the OPEX contributes a constant value in the LCOE, regardless the diameter of the
rotor. As explained in the chapter on the optimum design analysis, the similar wind speed distribution
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leads to the similar optimum rotor diameter. However, the halved AEP doubles the night-time turbine
COE, as explained in the equation 5.4.

Table 5.2 presents the optimum diameter for the night-time design. In order to compare reasonably
with the baseline design, the night-time design is fully operated during the day and night, even though it
is optimised for night-time operation only. The cost of electricity for the full operating night-time design
is also presented in table 5.2. This table indicates that the optimum night-time design is similar to the
baseline design. For the night-time design to be fully operated will means that the wind turbine is not
operating at its optimum design. Given the small difference between the design result, the difference
of COE from the baseline design optimum is less than 0.1%.

Table 5.2: Optimum diameter for night-time wind turbine

Hub height (m) Optimum
diameter (m) COE ($/kWh)

Full operation
COE ($/kWh) /
COE difference

(%)

Full operation
AEP (GWh) /

AEP difference
(%)

160 88 0.05678 0.03291 / 0.09 16.67 / -0.49
120 97 0.05605 0.03232 / 0.04 17.12 / -1.64
80 110 0.05608 0.03190 / 0.00 17.54 / -2.93

The optimum design of the wind turbine for the low wind speed season is given in table 5.3. The
dataset for the low wind speed season has a different Weibull distribution, with lower scale parameter.
Designing a wind turbine with this wind condition leads the shift of the optimum to a rotor with a larger
diameter. The diameter of the rotor is physically constrained by the height of the tower (𝐷/2 < 𝑧 ).
Though, in practice, this limit is unobtainable due to other practical constraints such as the ground
clearance. The ground clearance is defined as the distance of the lowest point of the arc created by
the rotating blades to the ground. This clearance aids in addressing safety concerns. The required
ground clearance height is, however, not present in international design standards as this constraint is
hardly activated in the standard wind turbine design. Oteri [40] presents a range of ground clearance
heights between 15 to 75 feet (4.6 to 22.8 meter) with the ground clearance of 75 feet / 22.8 meters as
the most commonly used height. This range is mainly driven by the different policies and regulations
employed at different locations. For a hub with 80-meter height, the maximum rotor size that complies
with the constraint is equal to or below 114.4 meters even though by calculation, the optimum rotor
diameter is at 143 meters. This constraint is less likely to be activated at higher hub heights; 120 and
160-meter. This condition is presented in figure 5.4 where the dashed line represents the hypothetical
COE curve for a wind turbine with 80 meters hub height without any practical constraint.

Due to the operation only in the low wind speed season, the considered AEP is also reduced. Thus,
the cost of electricity is increased for the low wind speed season design. In order to reasonably compare
with the baseline design, this design is also modelled with the full operation mode. Due to the larger
rotor, when the low-wind speed design is fully operated, its AEP is higher than the baseline design. As
the design is not operating in its optimum, the additional AEP comes with the cost of an increase in the
COE, which is termed as COE difference in table 5.3.

Table 5.3: Optimum diameter for Low-wind speed wind turbine

Hub height (m) Optimum
diameter (m) COE ($/kWh)

Full operation
COE ($/kWh) /
COE difference

(%)

Full operation
AEP (GWh) /

AEP difference
(%)

160 120 0.05973 0.04073 / 23.88 19.28 / 11.67
120 131 0.05978 0.03859 / 19.47 19.59 / 12.60
80 114 0.06137 0.03283 / 2.89 17.88 / 1.41
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(a) (b)

Figure 5.4: (a) The optimum diameter of the low-wind speed season design for the zero-curtailment topology at different hub
height with a zoomed view in (b).

5.3. Grid constrained design
In this analysis, the 3 MW wind turbine is coupled with 3 MW solar PV and supplying the grid with
a maximum capacity of 3 MW. Solar irradiance reanalysis data of Muppandal, India is obtained from
Solcast with a temporal resolution of 10 minutes. A commercial solar panel is used to calculate the solar
PV generation curve data. The power generated from the solar PV is prioritized. Thus, in the case of
power generation from the hybrid power system being larger than the grid capacity, the wind turbine
power shall be curtailed. This will reduce the AEP of the wind turbine. The results for the optimum
diameter analysis for three design conditions are given in table 5.4. The result of the full operational
night-time optimum design is then compared with the optimum baseline design.

Table 5.4: Optimum diameter for wind turbines with grid constraint

Hub height (m) Optimum
diameter (m) COE ($/kWh) Full operational

COE ($/kWh)
Full operation

grid CF (-)
Full year

160 86 0.03794 - 0.7282
120 94 0.03740 - 0.7336
80 104 0.03719 - 0.7342

Night-time turbine
160 88 0.05678 0.03795 0.7342
120 97 0.05605 0.03743 0.7418
80 110 0.05609 0.03724 0.7494

Low-wind-speed-season turbine
160 110 0.06881 0.03886 0.7852
120 122 0.06974 0.03843 0.7954
80 114 0.06916 0.03731 0.7588

The figure 5.5 shows the comparison of the AEP between the hypothetical-zero curtailment topology
and the grid constrained topology. Different operational modes are modeled in both topologies and it is
shown here that larger diameter suffers more from curtailment, explained with the reduced AEP. This
condition leads the optimum to shift to a lower diameter when compared to the unconstrained design,
as occurred to the baseline and low wind speed season design The night-time design is unaffected by
the grid constraint because the AEP is calculated for night-time operation only, when there is no solar
PV generation. The solar PV generation will not cause a curtailment of the generated wind power by the
night-time wind turbine, and therefore, the optimum rotor diameter is the same as the zero-curtailment
topology of the previous paragraph. The diameter of the the low-wind speed season turbine at 80 meter
hub height is capped with the ground clearance at 114 meter rotor diameter.
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Figure 5.5: AEP of the wind turbines with 120 meter hub height for three operational modes: baseline, night-time, low
wind speed season, and two hybrid power system topology: zero curtailment and grid constrained. The night-time

design with grid constrained topology overlaps with the night-time design and zero-curtailment topology. The point in
each curve refers to the optimum diameter of each operational modes.

5.4. Demand constrained design
In the third operating condition the power that is supplied to the grid is constrained by the demand,
which is always equal to or lower than the grid capacity of 3 MW. Also in this case, solar PV generation
is prioritised. It is important to note that in this topology, unlike in the grid-connected topology, the solar
PV generation can be curtailed when the demand load is low. The result for the demand constraint is in
the same direction with the previous wind turbine topology but with a higher amount of curtailment. It is
logical as the generation capacity is limited by the demand load, which will reach 3MW only during the
peak demand. Thus, the average demand load is lower than the peak, and therefore curtailment occurs
more often. The optimum rotor diameter shifts towards lower diameters due to the higher amounts of
curtailment. However, the rotor diameter for 80-meter hub height is also capped at 114 meters due to
the ground clearance constraint.

Figure 5.6: AEP of the wind turbines with 120 meter hub height for three operational modes: baseline,
night-time, low wind speed season, and two hybrid power system topology: zero curtailment and demand load

constrained. The point in each curve refers to the optimum diameter of each operational modes.

Figure 5.6 presents the shift of the optimum rotor diameter and AEP from the hypothetical zero-
curtailment topology to the demand constrained topology. The night-time design is observed to have
smaller curtailment when compared to the low-wind speed and baseline design. This result arises due
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to the limited operation of the night-time design that only considers the period at night when the sun
is out. Thus, the curtailment of the design based on this dataset results from the lower demand than
the wind generation. This condition is not the case for other datasets as other datasets include the
period during the day. Hence, the curtailment for the low-wind speed and the baseline design is not
only caused by the lower demand load but also by the solar PV generation.

Table 5.5: Optimum diameter for wind turbines with demand constraint

Hub height (m) Optimum
diameter (m) COE ($/kWh) Full operational

COE ($/kWh)

Full operation
met-demand

ratio (-)
Full year

160 80 0.435568 - 0.7408
120 88 0.04289 - 0.7476
80 98 0.04261 - 0.7497

Night-time turbine
160 81 0.06414 0.0436 0.7437
120 90 0.06318 0.04290 0.7531
80 102 0.06309 0.04263 0.7598

Low-wind-speed-season turbine
160 104 0.07983 0.0446 0.7969
120 117 0.08100 0.04423 0.8094
80 114 0.08079 0.04298 0.7862

5.5. Summary
This chapter presents the result of the optimum rotor design for different operational modes and datasets.
Several key takeaway from this chapter are:

1. Due to the wind shear, higher hub heights are associated with a higher frequency of high wind
speed, which leads to a smaller optimum rotor diameter. However, the additional cost of the tower
results in higher COE than wind turbines with lower hub height.

2. The limited operation of the night-time and low-wind speed season results in lower AEP, and
therefore, higher optimum COE. These designs are then operated for full-year to be fairly com-
pared with the baseline design, The full-year operation results in the COE of the night-time and
low-wind-speed-season turbines being higher than the baseline This result is not surprising as
they are not optimal for full operation. The consequence is that designing turbines for better
complementary supply or better demand matching comes at a cost.

3. Energy curtailment due to the grid limitation and low demand load leads to a shift of the optimum
rotor diameter to a smaller diameter. Larger rotors suffer more from energy curtailment.

4. For a system without storage, curtailment of power generation reduces the technology efficiency,
as the curtailed power can not be recovered. Hence, the use of the storage system is essential
to utilise curtailed energy, as well as to realise the features of the hybrid power system.
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The storage system is integral in any power system that employs renewable energy sources. It is also
concluded in the previous analysis that a storage system is necessary to save the curtailed energy, thus
reducing the loss from curtailment. Therefore it is interesting to know how this system is configured and
at what cost. This chapter presents the analysis of the storage system in the hybrid power system to
utilise the curtailment. This chapter is initialised in section 6.1 with the general definition of the storage
system employed in this research. The storage requirement for the grid-connected power system and
demand load-supplying power system is presented in section 6.2 and 6.3, respectively. Section 6.4
analyses the cost and benefit of the storage system.

6.1. Storage system definition
The need for a storage system is articulated in the previous analysis, and this section defines the
system specification. The storage system comprises different technologies with varying characteris-
tics and serves different services. Storage technology selection also depends on the power system
project configuration that tailor-made design may require different storage solutions. In this research,
the objective of the storage system is to store the curtailed energy due to the limited grid capacity and
mismatching demand. This analysis aims to approximate the cost required to utilise the curtailment and
improve the hybrid power system performance. Thus, the utility-scale storage system in this research
is focused on the Lithium-ion battery to estimate this cost of curtailment utilisation. The lithium-ion bat-
tery currently dominates the market for global utility-scale storage [16]. This battery technology also
excels in its specifications with high power density, a roundtrip efficiency of 86% and long life cycle with
>6000 cycles at 80% depth of discharge [2]. The depth of discharge indicates the ratio of the extracted
energy during the discharge cycle with respect to the total rated capacity of the battery. Roundtrip effi-
ciency refers to the efficiency of charging and discharging. Thus, it represents the fraction of available
electricity after being subtracted by some losses during charging and discharging.The storage system
specification employed in the battery model analysis is summarised in table 6.1. The storage model is

Table 6.1: Lithium-ion battery specification for modelling input

Parameter Value
Roundtrip efficiency 86% [2]
Charge/discharge efficiency 92.75%
Minimum/Maximum state of charge 10%/90%

45
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presented in the methodology chapter, in figure 2.3. This model results in four states of system:

1. Charge. This refers to the situation at a certain time step where there is no evacuation capacity
left and therefore, a non-zero curtailment. If the sum of the curtailment and the current SOC is
lower than 90% of the maximum capacity of the battery, then the curtailed energy will be charged
into the battery bank.

2. Charge and shed energy. This refers to the situation at a certain time step where there is no
evacuation capacity left and therefore, a non-zero curtailment. If the sum of the curtailment and
the current SOC is higher than 90% of the maximum capacity of the battery, then the curtailed
energy will be charged into the battery bank until the SOC of the battery reaches 90% of its
maximum capacity. The remainder of the unsaved curtailed energy is termed as the shed energy.

3. Discharge and supply energy. This refers to the situation at a certain time step where there is no
curtailment and therefore, a non-zero evacuation capacity. If the current SOC is higher than avail-
able evacuation capacity, electricity is discharged and fully occupying the available evacuation
capactiy.

4. . FUll discharge and suppy energy. This refers to the situation at a certain time step where
there is no curtailment and therefore, a non-zero evacuation capacity. If the current SOC is lower
than available evacuation capacity, electricity is discharged and leaving only 10% of SOC int the
battery bank.

6.2. Grid-constrained storage system
Figure 6.1 shows the curtailed and evacuated energy of the wind turbine with various diameters and
three hub heights. Perfect storage is assumed here; thus, all curtailed energy is stored in the storage
or evacuated back to the grid. This assumption is made to determine the maximum state of charge
(SOC) of the storage system and the minimum battery capacity to contain this SOC. Some terms used
in figure 6.1 is explained here as follows:

• Curtailed energy is the sum of produced energy that is curtailed, which occurs when the grid
capacity at a particular time is lower than the wind and solar PV generation. With perfect storage,
all this energgy is not lost, but will be used to charge the battery.

• Available grid is the sum of the remaining grid capacity per time step that has not been used to
supply generated power from the solar PV and wind turbine to the grid directly. This capacity
indicates the possibility to evacuate the stored curtailed energy from the battery to the grid.

• Evacuated energy is the amount of the stored curtailed energy that can be supplied back to the
grid. Unless there is any available grid capacity, the curtailed energy remains stored in the battery.

• The Max SOC is the maximum state of charge which governs the required battery capacity, ex-
pressed in the unit of kWh.

• Final SOC is the final state of charge of the storage system in the unit of kWh.

The curtailed energy curve crosses the available grid curve at diameter 170, 163 and 158 meters for
80, 120 and 160-meter hub height, respectively. This condition means that for larger rotor diameters,
the grid is fully occupied and the curtailed energy remains in the battery as shown by the higher than
zero value of the final SOC. However, the optimum grid constrained wind turbine diameter at different
hub heights lies between 86 and 122 meters, which is smaller. Therefore, for the optimum turbines the
curtailed energy can be fully evacuated when using perfect storage.

From the figure, it is observed that the maximum SOC is high, being around half of the total evac-
uated energy. This condition arises due to the continuous period of high wind speed and wind power
generation at rated power during the monsoon season, presented in figure 6.2. The inadequate grid
capacity to evacuate the curtailed energy from the battery forces the battery to keep storing the cur-
tailment and therefore, enlarge the battery capacity requirement. Figure 6.3 shows the SOC of the
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battery over the year for different rotor diameters at 160-meter hub height. A larger rotor results in
a lower-rated wind speed which implies the higher occurrence of the wind generation at rated power
and higher accumulation of stored energy in the battery bank. However, when different hub heights
are compared, especially between 160-meter and 120-meter, the result is the opposite. This result is
observed in the maximum SOC and evacuated energy in both hub heights. The maximum SOC at
160-meter hub height is lower, and the evacuated energy is higher than at 120-meter hub height due to
the higher occurrence of cut-out wind speed at 160-meter hub height. Wind speeds at this level force
the wind turbine to stop generating power, which allows the battery to evacuate the stored energy and
slows down the accumulation of the stored energy. Due to the roundtrip efficiency of the battery, energy
is lost during the charging and discharging process. Thus, only a fraction of the curtailed energy that
can be evacuated, shown by the gap between the curtailed energy curve and the evacuated energy
curve.

With having the minimum capacity required for the battery identified, an analysis of the different
levels of storage capacity is possible. A lower capacity of storage results in energy shedding when the
curtailed energy is only partially saved and stored in the battery while the remainder is left unutilised.
Figure 6.4 presents the shed energy as a function of the storage capacity for wind turbines at 160-meter
hub height. It can be observed here that decreasing the storage capacity from 80% to 60% will double
the amount of shed energy. Decreasing it further to 40% capacity will triple the shed energy, and to 20%
capacity will quadruple the shed energy. The relationship between storage capacity and shed energy
remains linear until 10% storage capacity, where the shed energy starts to rise rapidly with reduction
in storage capacity. It is also interesting to note here that around 5% of the perfect storage capacity
can save about half of the curtailed energy. Different diameter sizes are reported to have the same
relationship, with an exception for the 40-meter rotor diameter wind turbine. This result will become
more relevant with a more detailed cost analysis of the storage system, which follows in section 6.4.

(a) (b)

(c)

Figure 6.1: Curtailed and evacuated energy with a grid constraint and perfect storage at (a) hub height=80m, (b) hub
height=120m, (c) hub height=160m.
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Figure 6.2: Wind power, solar PV generation, grid capacity and battery SOC with 120-meter rotor diameter and 160-meter hub
height between day 121 and 140 (May 1-20, 2014). The consecutive rated-power wind generation and high solar PV output

from the second week of May 2014 onward gradually increase the SOC until the end of monsoon season

Figure 6.3: SOC of the battery for grid-constrained wind turbine at 160 meter hub height and different rotor diameters.
The numbering of the months are located at the end of each months. The SOC curve in figure 6.2 is presented by the

yellow curve between month 4 and 5 in horizontal axis

(a) (b)

Figure 6.4: Shed energy for different storage capacity presented in its (a) nominal value and (b) normalised by the shed energy
at zero storage capacity value for the grid-constrained topology. The storage capacity is given as a percentage of the perfect

storage capacity.

6.3. Demand load-supplying storage system
Figure 6.5 shows the results of the simulation of the system that is constrained by the demand load.
Available demand corresponds with the available grid in the previous section, but limited to the de-
manded load at each time step. These results are similar to those from the grid-constrained topology
only with lower available space and higher curtailed energy. This condition happens due to the de-
mand load that is fluctuating with a peak at 3 MW load, unlike the constant grid capacity. The crossing
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between the curtailed energy and the available demand curve in figure 6.5 indicates the possibility to
supply all of the unmet demand with the curtailed energy, which occurs at the diameter of 105, 96 and
91 meters for 80, 120 and 160-meter hub height, respectively.

However, in practice, the evacuated energy curve is flattening at smaller diameter than the crossing
rotor diameters, and the curtailed energy remains stored instead, shown by the increasing final SOC.
This situation arises from the assumption employed in this analysis, where the initial SOC is set to
be zero. The available space for evacuating the stored energy, which is the unmet demand, occurs
before the period with surplus generation in late summer and monsoon season. Thus, unmet demand
remains unmet, and energy accumulates in the battery bank at the end of the year. For the rotor
diameter beyond the crossing point, the curtailed energy and the required storage capacity increases
further due to the assumed perfect storage. This result is shown in the merging value of final SOC and
maximum SOC at higher rotor diameters. Additional storage at this point therefore does not improve
the capability of meeting the demand, but mostly is used to store overproduction for which there is
no demand. Similar to the grid-connected topology, maximum SOC is lower and evacuated energy is
higher at 160-meter hub height due to the higher occurrence of cut-out wind speed that allows energy
evacuation from the battery. The maximum capacity is, however, significantly different with the demand
load-supplying topology requiring twice to three times as much battery capacity.

(a) (b)

(c)

Figure 6.5: Curtailed and evacuated energy with a demand constraint and perfect storage at (a) hub height=80m, (b) hub
height=120m, (c) hub height=160m.
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Figure 6.6: SOC of the battery for demand load-supplying wind turbine at 160 meter hub height and different rotor
diameters. The numbering of the months are located at the end of each months

Similar seasonal pattern of the SOC is also observed in figure 6.6 for wind turbines with 160-meter
hub height and different rotor diameters. The SOC of the battery accumulates from the summer until
the end of the monsoon season. In the post monsoon season, the average wind speed and demand
load level drops to their lowest, which is shown in figure 3.11. The SOC is dropping due to lower
average wind speed and wind power generation in October while the demand load remains the same.
This condition is then followed by the decreasing value of the average demand load in November,
which results in the higher occurrence of curtailment for wind turbines with larger rotor diameter. Wind
turbines with larger rotor diameters have lower rated-wind speed, which allows them to utilise low wind
speed condition better than wind turbines with smaller rotor diameters. The lower demand load in this
period leads to the inadequate space to evacuate the stored energy, which explains the rising SOC for
wind turbines with 160 and 200-meter rotor diameter.

Figure 6.7 presents the shed energy as a function of the storage capacity for wind turbines at 160-
meter hub height in the demand load-supplying topology. Similar results as for the grid-connected
topology can be observed here. The relationship between the shed energy and storage capacity is
linear between 10% and 100% of maximum storage capacity. For lower than 10% storage capacity,
the relationship become non linear. At 5% storage capacity, the storage can save around 40 to 45% of
the curtailment.

(a) (b)

Figure 6.7: Shed energy for different storage capacity presented in its (a) nominal value and (b) normalized value for the
demand-constrained topology
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6.4. Storage system cost and benefit analysis
The optimum system design result shows the impact of storage system application whose main purpose
is to save the curtailed wind energy for later use. Different sizes of the battery determine the level of
curtailment that can be saved. The optimum amount of savings is a trade-off between the benefit it
brings and the cost it incurred. Cole et al. presented a forecast on the storage system price trend up
to the year 2050 for utility scale Lithium ion battery, which will be used to estimate the storage cost
in this research. In general, the application of the storage system eases the integration of renewable
energy-based power plants in the power system by introducing an additional degree of flexibility. The
wind’s variability and unpredictability incur difficulties for the system operators in managing the grid and
result in an unpriced social cost of wind or integration cost [12]. This cost includes operational cost,
transmission cost, curtailment cost, and capacity cost. These costs can be reduced and alleviated by
coupling the power system with a storage system. Moreover, the utilisation of stored energy generated
from the wind turbine also brings an unpriced pollution reduction benefit. These costs reduction and
pollution reduction benefits estimate the benefit of the storage system. The analyses in the following
subsections identify the cost of the storage, the saved unpriced social cost that is achieved by employing
the storage system and the levelized cost of storage.

6.4.1. Storage capital cost

The capital cost of the lithium-ion battery is estimated from the NREL cost projection study. NREL
compiles studies on battery cost projection in [20] from over 25 publications. The low, mid, and highest
values from the literature are presented in figure 6.8. For the year 2020, the cost projections for low,
mid and high projections are 299.81$/kWh, 332.94$/kWh, and 366.63$/kWh. The mid-value is used in
this analysis.

Figure 6.8: Battery cost projections for lithium ion system. [20]

6.4.2. Saved unpriced social costs

Several unpriced social costs and benefits of wind are presented in [2]. The social costs are the prod-
ucts of the variability and partial unpredictability of the wind, which creates difficulties for system oper-
ators in managing the grid. As mentioned before, the use of storage may reduce these cost, thus the
benefit of having a storage system can be estimated. These costs include:

1. Operational cost

2. Transmission cost

3. Curtailment cost

4. Capacity cost

5. Pollution reduction benefits
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To summarise, the parameter of the cost employed in this analysis are presented in table 6.2. These
cost are what to be used to estimate the cost reduction or the benefits.

Table 6.2: Unpriced social cost reduction for modelling input

Parameter symbol Value unit
Operation cost 𝐶 0.004 $/kWh of the total AEP
Transmission cost 𝐶 92.75 $/kW of wind turbine capacity

Curtailment cost 𝐶 curtailment %
×PPA $/kWh of the total AEP

Capacity cost 𝐶 0.004 $/kWh of the total AEP
Pollution reduction benefit 𝐶 0.099 $/kWh of the total AEP

1. Operational cost (𝐶 )

The operational cost includes the cost of ensuring stable grid operations by continuously balancing to-
tal generation with total load despite the variability and unpredictability of renewable energy. The cost
ranges from 1.9$/MWh to 9.7$/MWh, with an expected value of 4$/MWh of the total AEP. Operational
cost is the cost incurred for ensuring stable grid operations by continuously balancing total generation
with total load despite the variability and unpredictability of renewable energy. The ramping of other
generators in the system is required to compensate for the variability of the wind. This variability leads
to the event of wind energy forecast errors. Reserve capacity, thus, is needed to cover the mismatch
in this forecast.
Previous studies estimated different levels of typical errors. [33] presented a prediction model that
stated a well-predicted wind farm has a scatter as low as 10% of the installed capacity. Less-accurate
prediction wind farms yield a scatter of 20%. The mean absolute error (MAE) of the prediction model
is around 15% of the installed capacity. [12] estimated that the day-ahead wind forecast root-mean-
squared errors (RMSE) are between 8%-14%. NREL [29] compared day-ahead forecast error distri-
butions from different countries and fitted the data with normal distribution fits. The largest errors are
typically around 30%, with the standard deviation ranging around 0.12 to 0.45. A forecast error value of
15% is used to estimate the total generation error in this research. The evacuated energy from storage
can supply this forecast mismatch and therefore reduce the error. This discharged energy from the
storage is termed as 𝑄 . The benefit of forecast error reduction Δ𝐶 is calculated in equation
6.1.

Δ𝐶 =
𝑄
0.15 × 𝐴𝐸𝑃 × 𝐶 (6.1)

2. Transmission cost (𝐶 )

This cost includes the cost of connecting electricity produced by distant and variable renewables to
loads. The cost of transmission ranges from 67$/kW to 570$/kW of wind capacity. Transmission cost
can be translated in $/MWh by multiplying with × , with FCR as fixed-charged rate and CF as
the capacity factor. It is assumed that the cost of transmission is fully compensated by the revenue
of transmitting the generated energy. Any extra transmitted energy will be calculated as the benefit
or reduction of the overall transmission cost. The use of a storage system can serve this purpose by
evacuating the curtailed energy to the grid. The amount of the benefit is calculated by multiplying the
sum of the extra transmitted energy (kWh) with the transmission cost in $/kWh. Thus, a higher capacity
factor leads to lower transmission cost. The benefit of the transmission cost reduction is calculated in
equation 6.2. 𝑇𝐼𝐶 is the investment on the transmission system. The additional evacuated energy
to the grid lowers the final cost of transmission.

Δ𝐶 =
𝑇𝐼𝐶
𝐴𝐸𝑃 −

𝑇𝐼𝐶
𝐴𝐸𝑃 + 𝑄 (6.2)
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3. Curtailment cost (𝐶 )

This cost occurs during intentional power reduction of wind plants due to grid or market conditions.
Curtailment costs are generally socialised through make-whole payment to wind generators for the
curtailed energy. This cost can be approximated by the revenues equal to the levelized power purchase
agreement (PPA) price ($/MWh) multiplied by the percentage of power curtailed. In the case study
location, Tamil Nadu, PPA is estimated around 74$/MWh. In case of 100% storage, all of the curtailed
energy is recovered, and the total cost of curtailment is completely alleviated. Thus, the benefit is
equal to the total curtailment cost. For partial storage capacity, some of the curtailed energy is shed
and unrecovered. The benefit is the reduction of curtailment percentage due to the additional supply of
energy from the battery. The curtailment cost reduction is calculated with equation 6.3 where 𝐴𝐸𝑃
is the uncurtailed wind generation.

Δ𝐶 =
𝑄
𝐴𝐸𝑃 × 𝑃𝑃𝐴 (6.3)

4. Capacity cost (𝐶 )

This cost is indirectly correlated with the operational cost. If the operational cost concerns about the
cost for dispatching the backup generation, the capacity cost concerns about the cost of building backup
generation (natural gas combustion turbines) to support wind generation to have grid reliability similar
to dispatchable generators. The cost ranges between 16$/ to 49$/MW-day with median 106$/MW-day.
Multiplying by 24 hours a day, this value equals to 4.42$/MWh. The reduction of the need for back up
plan can be estimated from the reduction of the forecast error. Hence, this cost is calculated in 6.4.

Δ𝐶 =
𝑄
0.15 × 𝐴𝐸𝑃 × 𝐶 (6.4)

5. Pollution reduction benefits(𝐶 )

This benefit is estimated with the social cost of each pollutant omitted. The value ranges between
67$/MWh to 187$/MWh with a median of 113$/MWh. Utilising energy generated from the wind that is
stored in the battery activates this benefit.

6.4.3. Levelized cost of storage

The Levelized Cost of Storage (LCOS) metric is used to incorporate the present value of the cost and
benefit components. Schmidt et al. [2] express this parameter in equation 6.5.

𝐿𝐶𝑂𝑆 =
𝑇𝐼𝐶 + ∑

𝐶
(1 + 𝑟) + ∑

𝐶
(1 + 𝑟) + ∑

𝐶
(1 + 𝑟)

∑ 𝑄 ,
(1 + 𝑟)

(6.5)

𝑇𝐼𝐶 refers to the investment for the total installed cost of the battery, 𝐶𝐴𝑃𝐸𝑋 cost refers
to the operation and maintenance, and 𝑄 , refers to the amount of discharged energy from the
battery. In order to simplify the equation, several assumptions are employed. Discharged energy is
assumed to be constant over different years during the project duration. Charging cost is assumed to
be zero due to the fact that the battery is storing the spilt energy from the wind generation curtailment.
O&M is also assumed to be constant, and the value is taken from the study. Schmidt et al. suggest
zero end-of-life cost, and so does this research. Due to the constant value assumption for the cost
components, the equation of LCOS can be simplified with applying the same FCR as the wind turbine
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LCOE, which is shown in equation 6.6.

𝐿𝐶𝑂𝑆 =
𝑇𝐼𝐶 × 𝐹𝐶𝑅 + 𝐶𝐴𝑃𝐸𝑋

𝑄 (6.6)

The reductions of the unpriced social costs are then incorporated into the LCOS equation, which results
in the equation 6.7. The term Δ refers to the reduction of each of the corresponding costs and 𝐿𝐶𝑂𝑆
refers to the LCOS that incorporates the benefit of the unpriced social cost reduction.

𝐿𝐶𝑂𝑆 =
𝑇𝐼𝐶 × 𝐹𝐶𝑅 + 𝐶𝐴𝑃𝐸𝑋

𝑄 − (Δ𝐶 + Δ𝐶 + Δ𝐶 + Δ𝐶 + 𝐶 ) (6.7)

Figure 6.9 presents the result of the cost-reduction benefit for wind turbines with 160-meter hub
height and various rotor diameter. It is observed here that the cost-reduction benefit increases at higher
rate for lower storage capacity. The rate of benefit addition for an increased battery capacity is flattening
at larger rotor diameters. This condition dominates the wind turbine with larger rotor diameter in the
demand-load supplying topology, The non-existing space for evacuating the energy from the battery
stops the ability for the wind turbine to activate this unpriced social cost-reduction benefit. The benefit
of pollution reduction is omitted in this parameter as it is significantly larger than other benefits. Thus,
incorporating it in the same figure would make the observation of other parameters harder.

(a)
(b)

Figure 6.9: Unpriced social cost reduction for wind turbine with 160 meter hub height and various diameter. (a) presents the
grid connected topology and (b) presents the demand load supplying topology.

(a) (b)

Figure 6.10: Unpriced social cost reduction as a fraction of the total unpriced social cost of the wind generation. (a) presents
the grid connected topology and (b) presents the demand load supplying topology.

Figure 6.10 presents the reduction of the unpriced social cost as a fraction of the total unpriced
social cost. It is observed here that even at a high capacity of storage, the reduction of the unpriced
cost is between 30 and 40%. It is important to note that some of the unpriced social cost, such as the
transmission cost, cannot be reduced to zero. The flat lines in figure 6.9 and 6.10 indicates the fully
utilised or met-demand. Hence, it is not possible to evacuate and activate the cost reduction. The larger
rotor diameter in demand load supplying topology also suffers more from curtailment due to the limited
space to evacuate the stored energy. The result of the LCOS is presented in figure 6.12. The cost is
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increased linearly with the battery capacity. If one compares the LCOS with the summation of the cost
reduction benefits, the LCOS is significantly higher than the calculated benefits. The cost of storage is
driven by the required capacity. For the case study location, the consecutive high wind speed during the
summer and monsoon accumulates and enlarges the storage capacity. Thus, conclusion from figure
6.9, 6.10 and 6.12a can be termed such as: for instance, an 80-meter rotor diameter and 160 hub
height baseline wind turbine operating in a grid-constrained topology requires a storage system with a
LCOS of around 3.3 $/kWh which equals to 5% of maximum storage capacity, see figure 6.12a, to be
able to reduce the unpriced social cost by around 17%, see figure 6.10a or as much as 0.014 $/kWh,
see figure 6.9a.

(a) (b)

Figure 6.11: LCOS of wind turbine at 160-meter hub height for various rotor diameter in (a) the grid-constrained topology, and
(b) the demand-constrained topology.

(a) (b)

Figure 6.12: (a) The grid capacity factor for wind turbines at 160-meter hub height in a grid-constrained topology. (b) The
met-demand ratio for wind turbines at 160-meter hub height in a demand load-supplying topology.

Figure 6.11a presents the grid usage capacity factor for wind turbines with different rotor diame-
ter and at 160-meter hub height in a grid-constrained topology. It can be observed in this figure that
the increase of the grid usage frequency, measured in the grid capacity factor. for an additional stor-
age capacity is non-linear for lower storage capacity which become linear at higher storage capacity.
Figure 6.11b presents the relationship of the met-demand ratio and different rotor diameters and stor-
age capacity in the demand load-supplying topology. The relationship between the met-demand ratio
and different storage capacity is presented in this figure as well, and found to be similar with the grid-
constrained topology. Both figures implies the possibility of increasing the grid capacity factor and the
met-demand ratio by two methods:

• Employing a higher-capacity storage system. This method allows the hybrid power system to
utilize the curtailed wind energy stored in the battery. The cost for increasing these parameters
equals to the difference of the LCOS of the initial and final storage capacity employed.

• Increasing the diameter of the rotor increases the grid capacity factor and met-demand ratio. The
cost of increasing these parameters with this method equals to the difference of the LCOE of the
initial and final rotor diameters.
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6.5. Summary
This chapter presents the result of the storage design for different wind turbine operational modes and
hybrid power system topology. Several key takeaway from this chapter are:

1. At a certain diameter, the amount of curtailment exceeds the available space to evacuate the
stored energy. Thus, increasing the diameter further will increase the requirement of the storage
capacity

2. Due to the apparent seasonal variation, storage technology that serves longer periods such as
pumped hydro storage and compressed air energy storage are more suitable compared to battery
storage. The use of Lithium ion battery in the battery modelling is an approximation on the cost
of the required storage.

3. A consecutive days with high wind speed and rated-power wind generation in the summer and
monsoon season accumulates the stored energy and enlarges the requirement of storage capac-
ity.

4. The relationship between storage capacity and the amount of curtailment saving is exponential
at lower storage capacity (<10% of the maximum storage capacity) and linear at higher storage
capacity. Thus the benefit of an additional storage capacity has a diminishing nature. At around
5% storage capacity, the curtailment saving is approximately reach 50%.

5. The benefit of having the reduction of the unpriced social cost does not compensate the cost of
storage. This result is driven by the significant seasonal variation of the case study location that
increases the requirement of storage capacity. This conclusion may differ for other locations with
milder seasonal variation.



7
Discussion

This chapter contains the discussion of the results, initialised with the result interpretation in section
7.1 followed by the implication of the study in section 7.2.In section 7.3, the limitations of the analysis
due to the employed assumptions and decisions are presented. This section is followed by sensitivity
analysis that regards future uncertainties in section 7.4.

7.1. Result interpretation
This research is stemming from the need for the renewable energy integration into the power system.
Previous studies confirm the role of hybrid power system in the effort of the renewable energy integra-
tion. Thus, a method of hybrid power system optimisation is proposed in this research by designing
the wind turbine that considers the complementary generation nature of the hybrid power system. The
proposed design is then evaluated to confirm its technical and economical feasibility. The technical
feasibility study evaluates the design alteration, and the economic feasibility study evaluates the costs
in generating power of the design.

In general, the research results have identified the optimal design of the wind turbine for the hybrid
power system. As the research is broken down in several analyses, each of the results are presented
as follows:

1. The literature review in the introduction and chapter 3 that discuss the site condition analysis an-
swers the subquestion 2 and the main question partially. Designing wind turbine that considers
the diurnal and seasonal variation requires to consider the change in three site condition param-
eters: wind speed distribution, wind shear and turbulence intensity. To limit the scope of the
analysis in this thesis, only the wind speed distribution is employed in the analysis,

2. The research subquestion 3 that concerns about the design changes of the wind turbine design
is answered by the result of Chapter 4 and 5. Chapter 4 presents the wind turbine design process
and chapter 5 presents the result for different operational modes. Lower wind speed condition
leads to a higher difference of AEP between different diameters. Thus, the same increase in
rotor diameter results in the AEP higher gain at low wind speed condition than in high wind speed
condition. This condition leads to a wider rotor optimum diameter at the location with lower wind
speed condition and, vice versa, smaller rotor diameter for the location with higher wind speed
condition. This result details the process of achieve the optimum rotor diameter realisation. This
result also confirms the finding in the study of Hirth et al. that wind turbine design with a cost
of electricity minimisation objective at high speed location will result in a relatively smaller rotor
diameter which they refer as the classical turbine design [28]. In their study of the system friendly
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wind turbine design, the system friendliness of the turbine can be increased with the advanced
turbine design by employing larger rotor diameter.

Chapter 5 presents the modelling result of different operational modes and answers the research
subquestion 1 that regards the optimum design for each operational modes. Different operational
modes yield different wind speed distribution, and therefore, different optimum rotor diameters.
This analysis is similar with the optimum design analysis in chapter 4 with the only difference in
this chapter is that the data from the case study are employed. Hence, a similar conclusion can
be taken.

3. Further analysis in chapter 5 answers the research subquestion 4 that questions the performance
comparison between the standard operation and the night-time and low-wind speed period op-
eration. The research models the hyrbid power system that consists of wind power and solar
PV generation and curtails the wind power in the event of overproduction. This results in higher
curtailment for Wider rotor diameter due to the lower rated wind speed and higher AEP. The
curtailment is higher for demand load supplying topology when compared to the grid connected
topology. The performance of the wind turbines are also measured by the metric of grid capac-
ity factor and met-demand ratio. Subsequently, even with higher curtailment, wind turbines with
larger rotor diameter yield higher AEP and, hence, higher grid capacity factor and met-demand
ratio.

4. The subquestion 5 regards the storage system benefit and is answered in the chapter 6. The
results show that, for referred the case study, the size of the storage capacity to save the cur-
tailment follows a non linear relationship at lower capacity which then become linear at higher
capacity . Thus, the first 5-10% of the storage capacity yield the most cost effective saving.
The analysis of the storage system for the case study finds that the consecutive days of high
power generation accumulates the stored energy and enlarge the energy storage. When the
cost of storage is applied, this condition results in a very high cost of storage system.

7.2. Scientific implication
The imminent renewable integration that is driven by the high necessity to decarbonise the means of
generating electricity results in additional challenges to the power system. The need for power sys-
tem flexibility is imperative to respond the variable and unpredictable fluctuating-renewable generation.
This condition motivates the studies in the hybrid power system - a system where multiple generation
technologies are employed.

While previous studies on the hybrid power system optimisation focus on the technology selection
and capacity sizing of its components, this research take a different approach of optimisation. This
research focuses on the analysis of the complementary generation effect on the wind turbine design
that is operated in a hybrid power system. The capacity sizing and technology components of the hybrid
power system are predetermined, consisting a wind turbine, solar PV and grid connection or demand
load with their capacity are normalized into a nominal capacity, In the proposed method, the wind turbine
is modeled in the different operational modes and hyrbid power system topologies. This way, the effect
of the operational condition on the design of the wind turbine can be isolated and identified. The
operational conditions incorporate the standard operation that serves as the baseline condition, night-
time operation and low-wind speed period operation. The different operational modes are employed to
emphasis the complementary generation between the wind turbine and the solar PV.

The result of only considering a limited time period of wind speed data in the night-time and low-
wind speed period to define the diurnal and seasonal wind condition is inline with the study of Weisser
et al. [55]. In their study, it is identified that taking the average wind speed distribution leads to under
and overestimation of the turbine performance, which is also the case for the low-wind speed season
between October and April in the case study location. Thus, wind turbine with a standard design
produces lower generation capacity than the wind turbine that is optimally designed for the particular
period.
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The optimum wind turbine design analysis in chapter 4 contributes a clearer understanding of how
the optimum diameter shifts when a different wind speed distribution data is employed. This different
wind speed distribution can refer to the description of site at: (1) two different locations, (2) same
location but at different heights, (3) same location but at different time or (4) a combination of the
conditions. The results indicate that the optimum is reached when the ratio of the final cost to the initial
cost incurred for an additional length of diameter, from the initial to the final diameter, is equals to the
ratio of the final AEP to the initial AEP.

The result on the operation modelling provides a new insight into the relationship between the wind
generation curtailment and rotor diameter. In a topology of hybrid power system with a constrained
evacuation method, due to the limited grid capacity and low demand load, wider rotor diameter suffers
more from curtailment. Thus, when a cost model is employed, the optimum rotor diameter shifts to
lower rotor diameter. In other words, the high level of curtailment makes wind turbine generation with
relatively larger rotor diameter becomes less attractive in terms of its cost to generate power.

7.3. Limitations of the research
In the methodology and the modelling, simplifications and assumptions were incorporated, as shown in
chapter 2,3,4 and 5. As the simplifications and assumptions impact the outcome of the analysis, these
consequences will be assessed in this section.

7.3.1. Optimisation method

The research question aims to explore the wind turbine design that is tailored for the hybrid power
system and expresses its technical and economic feasibility. The design process is based on the
optimisation of the wind turbine blade and hub height. Thus, the optimisation process of the wind
turbine in this research is then decided to search for the minimum cost of electricity. The optimisation
result defines the cost of electricity as function of the wind turbine blade length and hub heights. Hence,
the minimum cost of electricity can be identified at the optimum rotor and hub height.

However, the finding from the chosen case study in the site condition analysis presented in chapter
3 is that there is a significant seasonal pattern over the year. Thus, an arbitrary day is not the typical
representation of the days over the year. For instance, some periods of the year will have higher
average electricity spot price than other periods. This effect is neglected in the optimisation method
of cost of electricity minimisation. The design for the seasonal wind turbine that refers to the low wind
speed period does not identify the added value of the design. An alternative optimisation method that
incorporates the variation of electricity spot price electricity is profit maximisation.

Therefore, in order to compensate the lack of analysis depth in the cost minimisation optimisation
method, other metric that measure the benefit of the added value for the seasonal design could be em-
ployed. As the seasonal design results in relatively larger rotor diameter, the added value is measured
as the increased capacity factor and met demand percentage.

7.3.2. Hybrid power components sizing

The sizing of the wind turbine, solar PV and grid or demand capacity are normalized to a single dimen-
sion. This sizing decision is however not representative of practice, especially in the case with high
seasonal variation. This sizing of the components employed in this research is more of a hypothetical
approach that aims to explore the effect of complementary generation to the wind turbine design. Em-
ploying the same dimension of capacity allows the identification of overlapping of generation and the
complementarity between the wind and solar generation and the demand profile.
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7.3.3. Site condition parameters

As discussed in 1.3, the site condition parameters that change when considering the diurnal and sea-
sonal variation, apart from the wind speed, are the turbulence intensity and shear profile. As the opti-
misation method aims to minimise the cost of electricity, the wind speed distribution plays a significant
role in determining the optimum design, as presented in the result of section 4.3. Wind shear affects
the vertical wind speed profile and therefore, defines the wind speed at different hub heights.

On the other hand, wind shear and turbulence intensity affect the fatigue life of the wind turbine,
and therefore, affect the cost of the wind turbine. This analysis is omitted from the cost analysis of the
wind turbine for several reasons mentioned in scope of the analysis in 1.6. The finding in the study of
Sathe et al. [42] indicates that wind shear and turbulence intensity have a negative correlation. Thus,
when the fatigue induced by the wind shear is relatively higher, the fatigue induced by the turbulence
is lower, and vice versa. Therefore, it is important to note that the result in this research neglects this
effect. A complete cost of wind turbine analysis that consider different shear and turbulence parameter
shall consider this effect.

7.3.4. Mass and cost function

The definition of this parameter is central to this research. The adjustment of blade mass function is
based on the compiled dataset of commercial wind turbines. The dataset is confirmed by the previous
study, and therefore the mass function is sufficient for this research. However, it is important to note
that this result yields uncertainty to some extent due to the limited data of the compiled data. As the
compiled data concentrates more on a particular range of diameters (around 80 meter diameter), the
validity level of the results is higher in this size range. Therefore, results for rotor diameters outside this
range are subject to higher uncertainty. The adjustment of blade mass is then used to adjust of other
component’s mass and cost scaling.

7.3.5. The effect of different hub heights

Apart from altering the rotor diameter, the hub height is also subjected to the optimisation process.
The site condition analysis confirms the shear profile effect on the vertical wind speed distribution that
higher hub height has higher average wind speed. The optimum analysis in section 4.3 reveals that
the higher hub height shifts the optimum cost of electricity to a higher value. This effect also depends
on the mass and cost scaling function employed. Thus, the significance of the hub height in affecting
the cost of generation is driven by its mass and cost function of the tower.

7.3.6. Storage system definition

The storage system is an integral part of a hybrid power system, which explains its importance to model
it in this research. The storage system employed is a Lithium ion battery. While this storage fits for
compensating mismatch in diurnal variation, this technology is however may not be the best option
for compensating the long duration of the seasonal variation, especially when there is a significant
seasonal variation. The use of lithium ion is an approximation approach to estimate the cost of the
storage as it is, based on the reviewed literature, one of the most common technologies for utility
scale storage systems. This approximation, however, results in a very high cost of the storage system.
Other technology with lower levelized cost such as pumped hydro or compressed air energy storage
may fits better for long term storage. However, it is important to note that these storage technologies
highly depends on the geographical condition. Pumped hydro requires a reservoir with a certain height
difference which may not be available for the case study location as it is located in a location with an
arid-savanna climate.

The compensation of the storage cost in this analysis is approximated by identifying the reduction of
the unpriced social cost of wind generation such as the cost incurred due to the forecast mismatch and
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curtailment. The use of storage enables the use of the stored wind energy at a different timestamp. This
stored energy can be utilised to either supply the grid, meet the demand or compensate the forecast
error. The results shows that the reduction of this unpriced cost does not pay off the storage cost. The
compensation of storage cost can be achieved when one considers the profit for evacuating the stored
energy generated from the electricity spot price.

7.4. Sensitivity analysis
The sensitivity analysis considers the case where lower cost of storage is employed. This is due to two
possibilities: (1) the scenario in the future where the cost of storage for a Lithium ion battery decreases
or (2) the case where different storage technology that is cheaper is employed. Both scenarios lowers
the cost of storage to half as much as the initial value. Cole et al. [20] project the capital cost for Lithium
ion in 2050 at 150 $/kWh. Mongrid et al. [38] estimate the cost of pumped hydro storage at the value of
165 $/kWh. The value of new storage investment cost of 150$/kWh is used in this sensitivity analysis to
represent both the scenario with lowering Lithium ion cost and the lower cost of pumped hydro storage.

(a) (b)

Figure 7.1: The LCOS of wind turbine at 160-meter hub height for various rotor diameter in (a) the grid-constrained topology,
and (b) the demand-constrained topology for the future scenario.

A reduction of storage cost to around half of the initial storage capital investment cost reduces the
LCOS for both the grid-constrained and demand load-supplying topology. The reduction effect is how-
ever higher for the grid constrained topology. The sensitivity analysis results for the grid connected
topology in a reduction of the investment cost to around 34.5% of the initial cost and to 40% for the
demand load-supplying topology. This cost reduction may increase the attractiveness for the applica-
tion of the storage system. The other possible ideal scenario is to combine the use of different storage
technologies depending on the storage period length. The lithium ion battery can be focused on the
shorter period storage, and for the long term storage, other storage technology can be used.
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Conclusions & Recommendations

At the beginning of this thesis, the need for designing a hybrid power system is identified as a promis-
ing solution to answer the imminent renewable energy integration in the future. One way to design
the hybrid power system is by designing its technology components. This research focuses on the
design of the wind turbine that is operated in a hybrid power system. Typically, a hybrid power system
consists of multiple generation technologies. This combination enables the generating technologies to
complement each other and, hence, increase the overall performance of the power system. A hybrid
power system with wind turbine and solar PV is modeled in the research. The research aims to identify
the impact of the complementary generation on the wind turbine design. This motive is exercised by
considering the extreme cases where the wind turbine is operated when the solar PV is not generating.
The cost of the electricity generation defines the economic feasibility of the result. This chapter serves
to conclude the result and the analysis on the aforementioned subject of the wind turbine design, which
will be given in section 8.1. Section 8.2 finishes the report with recommendations for further research
as well as relevant stakeholders who is concerned about the discussed topic.

8.1. Conclusion
In order to analyse the main research question, several subquestions are generated and analyses have
been conducted. The results have led to these conclusions:

Diurnal and seasonal wind turbine design

The design process optimises the wind turbine design for limited periods, that is only at night or only
during the low-wind speed season. The result shows that the COE for this wind turbine design is
actually higher than the baseline design that considers full-year wind period. When the night-time wind
turbine and the seasonal wind turbine are fully operated throughout the year, as expected, they are
not operating at their optimum condition. Hoevewer, it is important to note that these wind turbines
brings more value during the particular period for which they have been designed by operating at their
optimum.

Optimum design analysis

The wind turbine design process that optimises the rotor diameter as conducted in this research results
in a better understanding of how the optimum rotor diameter shifts. Lower wind speed conditions shifts
the optimum to a larger rotor diameter and vice versa. When the wind turbine is subjected to the
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possibility of energy curtailment, due to limited grid capacity or low demand load, larger rotor diameters
suffers more from curtailment, and thus the optimum rotor diameter shifts towards a smaller diameter.

Storage system characteristic

A storage system is employed in the hybrid power system to save the loss from curtailment. The saved
curtailment is then utilized to reduce the unpriced social cost of the wind generation. Other literature
may refer to this cost as the cost of integration of wind energy. It is concluded that for the storage
in Lithium-ion batteries, the benefit of having the unpriced social cost reduced does currently not pay
off the cost of storage to provide this reduction service. For the case study, it is also found that the
relationship between the amount of saving and the maximum required storage capacity is not linear at
low storage capacity, which later on becomes linear at higher storage capacity. Thus, this diminishing
nature of additional benefit makes the first few percentage addition of the storage capacity the most
cost effective.

8.2. Recommendation
Based on the results and the conclusion of this report, several recommendations will be given. The
recommendation concerns policy makers, wind farm project developer and researchers in wind energy.

Recommendation for policy makers

• The diurnal and seasonal wind turbine design result indicates the less optimum cost of electricity
of the wind turbines. Nevertheless, this design can give some benefits to the system operators
and end users by having a more stable generation output. Therefore, a means of policy support
such as a subsidy scheme or adjustment in the market regulation and mechanism can make the
application of wind turbines with such design more attractive.

• For the case study analysis results, the significant seasonal variance makes the application of a
storage system less economic feasible. Thus, grid expansion to export power generation surplus
to other states is another way to better utilize the generated energy. Therefore, supporting policies
are necessary in the effort of expanding the grid as well as creating an efficient interstate electricity
market.

Recommendation for project developers

• The method employed in this study reveals that energy curtailment results in the reduction of prof-
itability of the wind turbine, especially for the wind turbine with larger rotor diameters. Therefore,
similar analysis that considers the level of expected curtailment of a particular site/project may
be necessary to ensure the deployment of the wind turbine for the project is using the optimum
wind turbine.

Recommendation for further research

• In general, the limitation of this research can be the starting point to further explore the topic of
diurnal and seasonal wind turbine design. For instance, a different methodology that maximises
profit can be employed to further indicate the added value of the design

• Incorporating the diurnal and seasonal variation to the wind turbine design involves with the vari-
ation of the wind speed distribution, wind shear and turbulence intensity. The design process
in this thesis only considers the wind speed distribution differences and partially, the wind shear
profile. Fully incorporating all of the three parameters may give a more comprehensive insight
in the feasibility of the diurnal and seasonal wind turbine design. For instance, a research that
takes these parameter differences into account can identify the effect of the limited operational
modes on the fatigue life of the wind turbine.
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• Different location and technology composition of the hybrid power system such as hydro power,
offshore wind, or biomass can give insight from different perspective on the generation com-
plementarity of the hybrid power system, considering different energy sources involve different
variation in diurnal and seasonal basis.





A
NREL cost and scaling model

This appendix presents the mass and cost model employed in the analysis, which is adjusted from the
NREL mass and cost model [26]. The adjustment of the blade mass function is presented in section
4.2. The mass functions, for the NREL version and the adjusted version, are presented as follows:

𝑚 , = 0.1452 × 𝑅 . (A.1)

𝑚 , = 17.6245 × 𝑅 . (A.2)

In order to incorporate the adjustment to the other component’s mass and cost function, especially
those that are a function of the diameter, the mass generated from the adjusted function,𝑚 , ,
is used to estimate the diameter that would have generated the same mass when using the NREL mass
function, 𝐷 .

𝐷 = 2 × (
𝑚 ,
0.1452 ) . (A.3)

As presented in figure 4.4, the adjusted blade mass function results in a lower function than the
NREL blade mass function. If the other components are not adjusted, the result will be inconsistent as
some components are using the NREL function and some others are not. Thus, the adjusted diameter,
𝐷 , should be used to calculate the mass and cost function of components that are function of the
diameter, such as hub, nose cone, pitch and bearing system, and many others. The full components
mass and cost functions are presented in table A.1, A.2 and A.3
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68 A. NREL cost and scaling model

Table A.1: Total Installed Cost (TIC) components of the wind turbine (1)

Component Parameter Function

Blade
Mass 0.1452 × (R) .

Cost (0.4019 × (R) - 955.24 +2.7445 R . )/(1-0.28)

Hub
Mass 0.945 × (m ) + 5680.3
Cost m × 4.25

Pitch Mechanisms and Bearings
Mass (0.1295 × 3 ×m ) + 491.31
Cost 2.28 × (.2106 × D . )

Pitch system Mass (Total Pitch Bearing Mass × 1.328) + 555

Spinner, Nose cone
Mass 18.5 × D - 520.5

Cost m × 5.57

Low-speed shaft
Mass 0.0142 × D .

Cost 0.01 × D .

Main Bearing
Mass (D × 8/600 - 0.033) × 0.0092 × D .

Cost 2 × m × 17.6

Gearbox total
Mass 70.94 × 𝑃 .

Cost 16.45 × 𝑃 .

Generator
Mass 6.47 × 𝑃 .

Cost 𝑃 × 65

Variable-speed electronics total Cost 𝑃 × 79

Yaw drive and Bearing
Mass 1.6 × (0.0009 × D . )

Cost 2 × (0.0339 × D . )

Mainframe
Mass 2.233 × D .

Cost 9.489 × D .

Platform
Mass 0.125 × m

Cost 1.0875 × m

Electrical connections Cost 𝑃 × 40

Hydraulic, cooling system
Mass 0.08 × 𝑃
Cost 𝑃 × 12

Nacelle
Mass C /10
Cost 11.537 × 𝑃 + 3849.7

Control & Safety system Cost $ 35000

Tower
Mass (0.397 × A × z − 1414) × 1.5
Cost m × 1.50
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Table A.2: Total Installed Cost (TIC) components of the wind turbine (2). These components are also in the group of the
Balance of Station

Component Parameter Function

Foundation Cost 303.24 × (z × 𝐴) .

Transportation Cost 1.581E-5 × 𝑃 -0.0375 × 𝑃 + 54.7

Roads, Civil work Cost 2.17E-6 ×𝑃 -0.0145 × 𝑃 + 69.54

Assembly and Installation Cost 1.965 × (z × 𝐷) .

Electrical interface/connections Cost 3.49E-6 × 𝑃 -0.0221 × 𝑃 + 109.7×𝑃
Engineering, Permits Cost 𝑃 × (9.94E-4 × 𝑃 + 20.31)

Table A.3: Annual Operating Expenses

Component Parameter Function

Levelized replacement cost Cost 10.7 × 𝑃
Operations and maintenance Cost 0.007 × AEP

Land lease costs Cost 0.00108 × AEP





B
Compiled wind turbine data

This appendix presents the compiled data of the commercial wind turbines. The consideration of choos-
ing what to compile is the availability of the concerned parameters: rated power, diameter, year of
design/introduction, wind class and blade mass. The data are collected from the website of the man-
ufacturers and online database of commercial wind turbine [5]. The compiled data are presented in
table B.1.
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Table B.1: Compiled commercial wind turbine data

Power
(MW)

D (m) R (m) Year Specific
rating
(W/m2)

Wind
class

Blade
mass
(ton)

WindPACT

0.75 50 25 2006 382 1.9

1.5 70 35 2006 389.8 4.3

3 99 49.5 2006 389.7 13.2

5 128 64 2006 388.6 27.8

Suzlon
2.1 95 47.5 2011 296.3 2A 14.8

2.1 97 48.5 2012 284.2 3A 15.3

Aerodyn

1.5 77.1 38.55 1994 321.3 2A 10.5

1.5 82.7 41.35 2006 279.2 2A 10.5

1.5 86.7 43.35 2006 254.1 3A 10.9

1.5 92.1 46.05 2006 225.2 3B 11.7

2.5 102.9 51.45 2007 300.6 1B/2A 18.7

2.5 109.7 54.85 2007 264.5 3A 18.7

2.5 118.3 59.15 2007 227.4 3B 17.8

3 102.9 51.45 2010 360.7 1B 18.7

3 133.6 66.8 2010 214 2A 24.9

3 140 70 2010 194.9 2A 24.6

3 145 72.5 2010 181.7 3A 34.3

4 140.4 70.2 2017 258.4 2B/3A 37.3

4 147 73.5 2017 235.7 S 41.7

4 150 75 2017 226.4 3A 42.3

Vestas

1.8 80 40 1999 358.1 2A 12.3

1.8 90 45 2003 282.9 2A 12.7

2 66 33 1997 584.6 1A 7.7

2 80 40 1999 397.9 1A 12.3

2 90 45 2003 314.4 2A/S 12

2 100 50 254.6 2B 15

GE

1.5 70.5 35.25 2001 384.3 2 9.3

1.5 77 38.5 2002 322.1 2A/S 10.3

1.5 82.5 41.25 2001 280.6 3B 10.3

2.5 100 50 2011 318.3 2B/3A 17.3

3 90 45 471.6 1B 16.3

3 94 47 432.3 2A 16.7

3.6 104 52 423.8 1 27.3

3.6 111 55.5 372 1 27.7
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