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Curiouser and curiouser.

Lewis Carroll
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Summary

Scattering is the process in which some form of radiation is deviated from its tra-
jectory by a localized non-uniformity it encounters. These non-uniformities, called
objects, can be of different material and geometry which determines among many
things, mainly, the amount and direction of the scattered radiation. Scatterom-
etry is the branch of science where an accurate estimation of certain properties
of the object can be calculated upon measuring this scattered radiation and using
some a-priori information about it. In this thesis we present results on designing,
developing and testing a special type of optical scatterometric setup to perform
metrology of two different kinds of objects: periodic ones (which, in theory, is in-
finitely extended) and very small isolated ones (which, in theory, can be considered
as infinitesimally small). The obvious question that follows here is, how the same
principle can work on two completely different types of objects?

To understand this, one should start from the basic principle of scatterometry.
Although we have used a system which resembles very closely a standard optical
microscope in its configuration, scatterometry is not a technique to enhance res-
olution limit like a normal microscope, but is rather a technique that utilizes the
given set of a-priori information about the object and measurements of scattered
radiation to reach a more accurate set of information. The special characteristics of
a scatterometric system depends on the specific requirement at hand, for example,
a fast system is optimized so that it utilizes the a-priori information given to it to
minimize the convergence time, while having sufficient, but not the best, sensitivity.
For a slow but accurate system, the main advantage is its low uncertainty. Irrespec-
tive of the ability to be configured for a specific task, it is the a-priori information
in scatterometry that enables us to work on two objects belonging to the opposite
ends of the geometric spectrum with almost identical optical configuration.

Before moving on into the details of the contents of the thesis, it is worthwhile to
discuss in simple words the basic principle of Optical Fourier Scatterometry. Here,
an object is shined by optical illumination and the scattered radiation in the far-
field is detected. This signal is then compared with rigorous simulations to obtain
information about the object which may include most basic case of just determining
whether the object is present or not. For example, in the case of periodic objects
intended to be used for critical dimension metrology, the goal is to retrieve the
shape of the object as accurately as possible. On the other hand, for isolated
objects, the primary aim is just to detect its presence or absence. The accuracy
and the speed of convergence of a scatterometric system depends on the signal-to-
noise ratio of this scattered radiation, and in this thesis we show a way to achieve
an improved signal-to-noise ratio by using the coherence of the illuminating light
and superposition of wave amplitudes in far-field.

xi



xii Summary

In case of both types of objects, periodic or isolated, our desired accuracy re-
mains in the sub-wavelength scale. More explicitly, for periodic objects, the shape
parameters and their variations are all smaller than the wavelength of illuminating
radiation, while, for isolated objects, the object itself is sub-wavelength.

We consider the problem with periodic object in the first three chapters of this
thesis. In the first chapter we introduce the concept of optical Fourier scatterometry
with coherent light, called the coherent Fourier scatterometry. In the next chapter
we numerically prove the benefit of using coherent Fourier scatterometry compared
to the state-of-the-art incoherent Fourier scatterometry by showing a sensitivity
gain for all shape parameters, up to a factor of 8 for few of them, provided that
sufficient scanning is done and the object period (pitch) is bigger than the illumina-
tion wavelength, while the shape parameters of the periodic object and their small
variations are still sub-wavelength. This constraint about the grating pitch is shown
to be removed in the third chapter with the introduction of a new version of coher-
ent Fourier scatterometry by integrating it with interferometry, the interferometric
coherent Fourier scatterometry. This technique, theoretically capable of taking the
full benefit of coherence and thereby obtaining an improved sensitivity for a periodic
object of any pitch, is shown to achieve a further improved sensitivity than coher-
ent Fourier scatterometry by 2-5 times (thus almost an order more than incoherent
Fourier scatterometry) for different parameters. Unfortunately, this improved sen-
sitivity comes with the price of handling more data, and therefore, interferometric
coherent Fourier scatterometry is more optimized for accuracy than speed. A faster
version of interferometric coherent Fourier scatterometry, sectioned interferomet-
ric coherent Fourier scatterometry, is also introduced for application requiring fast
convergence. Sectioned interferometric coherent Fourier scatterometry uses only a
subset of the total data available in interferometric coherent Fourier scatterometry
and can lead to sufficiently accurate results significantly faster than normal inter-
ferometric coherent Fourier scatterometry. We also add a short discussion about
cross-correlation between shape parameters and how those can be minimized with
’zero-correlation-gratings’. This part of the thesis is entirely on theoretical and nu-
merical analysis of the problem, without any experimental implementation.

From the fourth chapter we begin the discussion on the application of coherent
Fourier scatterometry for detection of sub-wavelength isolated objects. The aim in
this part of the thesis was to show that coherent Fourier scatterometry is also a valid
alternative to the presently available particle detection systems on a substrate, with
the additional advantages of low-power footprint and fast operation. To accomplish
this, we needed to modify the coherent Fourier scatterometry system in several
parts: the detection, the illumination and also the sample. The modifications done
in the detection part of coherent Fourier scatterometry made it a system with dif-
ferential detection. Then, the illuminating wave was modified to ensure optimum
superposition between specular and scattered radiation in the far-field. Finally, the
modification in the sample part was performed to obtain enhanced contrast. This
series of improvements are described sequentially from chapter 4 to chapter 6. The
results that we obtained from the implementation of a prototype coherent Fourier
scatterometry setup in industrial environment and detecting particles on a mov-
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ing polymer web is stated in chapter 7. The final chapter, chapter 8, contains a
few outlooks, the possible extension of the technique and a conclusion to our long
journey.

To end this summary, it is necessary to discuss shortly the possible impact of this
work on the scientific community and in a broad sense, our society. Coherent Fourier
scatterometry for periodic objects, essentially an one-dimensional grating, is aimed
at the inverse problem of grating shape reconstruction. This problem is of interest
in the field of quality control for lithography techniques because of its accuracy, non-
invasiveness and fast convergence. We believe that the state-of-the-art incoherent
systems, incoherent Fourier scatterometry, can be benefitted from the techniques
described in this thesis for increasing their accuracy. This will lead to a better
shape reconstruction under noisy environment. Coherent Fourier scatterometry
for isolated objects is of primary interest for objects with a substrate which can
be damaged by large exposure to energy, for example, polymer webs. However,
the same principle can also be used to detect contamination on semiconductor
substrates as well. This makes coherent Fourier scatterometry a detection system
capable of working with various types of materials. Moreover, because of its simple
detection technique, it can be implemented in situations where speed is of utmost
importance, for example, to maintain a high throughput in a production line.

With these motivations, we hope the discussion on coherent Fourier scatterom-
etry in the following chapter will be of interest to the reader and the scientific com-
munity, and also will be able to encourage further work for the benefit of society,
by industrial implementation of the concepts and the scientific knowledge acquired
from them.





Samenvatting

Verstrooiing is het proces waarbij enige vorm van straling van richting wordt ver-
anderd door lokale afwijkingen van uniformiteit die deze tegenkomt. Deze niet-
uniformiteiten, objecten genoemd, kunnen bestaan uit verschillende materialen en
verschillende vormen hebben, hetgeen in hoofdzaak, naast vele andere dingen, be-
palend is voor de hoeveelheid en de richting van de verstrooide straling. Scattero-
metrie is de tak van wetenschap waarbij bepaalde eigenschappen van het object
nauwkeurig kunnen worden bepaald door deze verstrooide straling te meten en
gebruik te maken van enige a-priori informatie over het object.

In dit proefschrift presenteren wij de resultaten van ontwerp, ontwikkeling en
beproeving van een speciaal type optische scatterometry opstelling waarmee metin-
gen kunnen worden verricht aan twee verschillende soorten objecten: periodieke
(die zich in theorie oneindig ver uitstrekken) en zeer kleine geïsoleerde objecten
(die in theorie als oneindig klein kunnen worden beschouwd). De voor de hand lig-
gende vraag hier is hoe hetzelfde principe kan worden toegepast voor twee volledig
verschillende types objecten?

Om dit te begrijpen moet worden uitgegaan van het basisprincipe van scattero-
metrie. Hoewel wij gebruik hebben gemaakt van een systeem waarvan de configu-
ratie grote gelijkenissen vertoont met die van een standaard optische microscoop,
is scatterometry geen techniek om het oplossend vermogen te verbeteren zoals bij
een normale microscoop, maar is eerder een techniek die gebruik maakt van a-
priori kennis in de vorm van de beschikbare dataset betreffende het object en van
metingen van daaraan verstrooide straling, om te komen tot een nauwkeurigere set
van gegevens waarmee het object kan worden beschreven. De speciale kenmer-
ken van een scatterometry systeem zijn afhankelijk van de van toepassing zijnde
specifieke eisen, bijvoorbeeld zal een snel systeem zodanig zijn geoptimaliseerd
dat, gebruik makend van de a-priori informatie, de convergentietijd wordt gemi-
nimaliseerd, waarbij voldoende, maar niet de best mogelijke gevoeligheid wordt
bereikt. Het belangrijkste voordeel voor een langzaam, maar nauwkeurig systeem,
is de lage onzekerheid. Ongeacht de geschiktheid van een systeem om te worden
ingericht voor een speciale taak is het de a-priori kennis bij scatterometrie die ons
in staat stelt te werken met proefstukken aan de uitersten van het geometrische
spectrum, en daarbij gebruik te maken van vrijwel dezelfde optische configuratie.

Voordat wordt ingegaan op de details van de inhoud van dit proefschrift, is het
de moeite waard in eenvoudige bewoordingen de basisbeginselen van Optische
Fourier Scatterometry te behandelen. In de praktijk wordt een object beschenen
door optische verlichting en wordt de verstrooide straling in het verre veld gedec-
teerd. Het signaal wordt vergeleken met rigoureuze simulaties waarmee informatie
omtrent het object wordt verkregen, in het uiterste geval slechts de vaststelling of
het object al dan niet aanwezig is. In het geval bijvoorbeeld dat sprake is van een

xv
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periodiek object ten behoeve van ’critical dimension’ metrologie, is het doel de vorm
van het object zo nauwkeurig mogelijk te bepalen. Anderzijds is voor geïsoleerde
objecten het belangrijkste doel slechts om vast te stellen of ze al dan niet aanwezig
zijn. De nauwkeurigheid en de convergentiesnelheid van een scatterometry sys-
teem hangen af van de signaal-ruisverhouding van de verstrooide straling, en in dit
proefschrift laten wij zien hoe een verbetering van de signaal-ruisverhouding kan
worden bereikt door gebruik te maken van de coherentie van de gebruikte verlich-
ting en van de resulterende superpositie van golfamplitudes in het verre veld.

Voor beide object types, periodiek en geïsoleerd, blijft de door ons gewenste
nauwkeurigheid binnen de sub-golflengte schaal. Meer specifiek, zijn voor perio-
dieke objecten de vormparameters en hun variaties alle kleiner dan de golflengte
van de straling van de verlichtingsbron, terwijl voor geïsoleerde objecten het object
zelf kleiner is dan die golflengte.

In de eerste drie hoofdstukken van dit proefschrift wordt het probleem van
het periodieke object beschouwd. In het eerste hoofdstuk introduceren wij het
concept van optische Fourier scatterometry met coherent licht, coherent Fourier
scatterometry genaamd. In het volgende hoofdstuk wordt numeriek bewijs gele-
verd van het voordeel van toepassing van coherent Fourier scatterometry boven
state-of-the-art incoherent Fourier scatterometry door aan te tonen dat sprake is
van gevoeligheidswinst voor alle parameters, tot een factor 8 voor enkele daarvan,
onder voorwaarde dat in er in voldoende mate wordt gescand en dat de periode
van het object (roosterafstand) groter is dan de golflengte van de verlichting, ter-
wijl de vormparameters van het periodieke object en de variaties daarvan kleiner
dan de golflengte blijven. Het derde hoofdstuk laat zien dat deze beperking op
de roosterafstand wordt weggenomen door de introductie van een nieuwe versie
van coherent Fourier scatterometry door deze te integreren met interferometrie,
interferometric coherent Fourier scatterometry. Voor deze techniek, waarmee co-
herentie theoretisch volledig kan worden benut, waardoor een verbetering van de
nauwkeurigheid kan worden bereikt voor periodieke objecten met elke mogelijke
roosterafstand, kan zoals getoond een verdere verbetering van de gevoeligheid
worden verkregen ten opzichte van coherent Fourier scatterometry met een fac-
tor 2 tot 5 (dat is dus bijna een orde hoger dan incoherent Fourier scatterometry)
voor verschillende parameters. Helaas brengt deze verbetering van de gevoelig-
heid met zich mee dat meer data moeten worden verwerkt, zodat interferometric
coherent Fourier scatterometry meer geoptimaliseerd is voor nauwkeurigheid dan
voor snelheid. Er wordt ook een snellere versie van interferometric coherent Fou-
rier scatterometry geïntroduceerd voor toepassingen waarvoor snelle convergen-
tie vereist is, sectioned interferometric coherent Fourier scatterometry. Bij deze
techniek wordt slechts van een deel van de in totaal bij interferometric coherent
Fourier scatterometry beschikbare data gebruik gemaakt, hetgeen veel sneller dan
voor normale interferometric coherent Fourier scatterometry kan leiden tot een vol-
doende nauwkeurig resultaat. Verder hebben wij een korte discussie toegevoegd
handelend over kruis-correlatie tussen vormparameters en hoe deze kunnen wor-
den geminimaliseerd met ’nul-correlatie-roosters’. Dit deel van het proefschrift is
volledig theoretisch en gebaseerd op numerieke analyse van het probleem, zonder
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praktische implementatie.
Vanaf het vierde hoofdstuk wordt ingegaan op de toepassing van coherent Fou-

rier scatterometry voor detectie van geïsoleerde objecten kleiner dan de golflengte.
Het beoogde doel in dit deel van het proefschrift was aan te tonen dat coherent Fou-
rier scatterometry ook een geldig alternatief kan zijn voor huidige ter beschikking
staande systemen voor de detectie van deeltjes, met het bijkomende voordeel van
een gering energiegebruik en een hoge snelheid. Om dit te verwezenlijken was het
noodzakelijk het coherent Fourier scatterometry systeem op verschillende punten
aan te passen: detectie, verlichting en het proefstuk zelf. De wijzigingen die zijn
doorgevoerd in het detectiedeel van het coherent Fourier scatterometry systeem
maken het tot een differentieel detectiesysteem, waarmee de nauwkeurigheid en
de snelheid van het systeem werden verhoogd. Verder werd de verlichting ge-
modificeerd teneinde een optimale superpositie van gereflecteerde en verstrooide
straling in het verre veld te verzekeren. Tenslotte is het proefstuk aangepast om
een verbetering van het contrast te verkrijgen. Deze serie van verbeteringen is
achtereenvolgens beschreven in hoofdstuk 4 tot en met 6. De ervaringen die zijn
opgedaan tijdens de implementatie van een coherent Fourier scatterometry pro-
totype in een industriële omgeving en de detectie van deeltjes in een bewegende
polymeer folie zijn vermeld in hoofdstuk 7. Het laatste hoofdstuk, hoofdstuk 8,
bevat enkele vooruitzichten, de mogelijke uitbreidingen op de techniek, en een
conclusie van onze lange reis.

Als slot van deze samenvatting is het noodzakelijk een korte beschouwing te
weiden aan de mogelijke invloed die dit werk kan hebben op de wetenschappelijke
gemeenschap, en in meer brede zin op onze samenleving. Coherent Fourier scat-
terometry voor periodieke objecten, in essentie eendimensionale rasters, is gericht
op het inverse probleem van de reconstructie van de vorm van het raster. Dit pro-
bleem is van belang voor het gebied van kwaliteitsbeheersing voor lithografische
technieken vanwege zijn nauwkeurigheid, zijn niet-invasieve karakter en zijn snelle
convergentie. Wij zijn van mening dat state-of-the-art incoherente systemen, in-
coherent Fourier scatterometry, kunnen profiteren van technieken die in dit proef-
schrift worden beschreven waardoor hun nauwkeurigheid kan worden verhoogd.
Dit zal leiden tot een betere reconstructie van de vorm in een rumoerige omgeving.
Coherent Fourier scatterometry voor geïsoleerde objecten is primair van belang
voor objecten met een substraat dat kan worden beschadigd door lange blootstel-
ling aan energie, bijvoorbeeld polymeer folies. Hetzelfde principe echter kan ook
worden gebruikt om verontreiniging op halfgeleidersubstraten te detecteren. Dit
maakt van coherent Fourier scatterometry een detectiesysteem dat in staat is te
werken met verschillende typen materialen. Bovendien kan de methode vanwege
haar eenvoudige detectietechniek worden geïmplementeerd in situaties waar snel-
heid van het grootste belang is, bijvoorbeeld wanneer een hoge doorloopsnelheid
in een productielijn moet worden gehandhaafd.

Uitgaande van deze overwegingen hopen wij dat de discussie over coherent
Fourier scatterometry in het volgende hoofdstuk van belang zal zijn voor de lezer
en de wetenschappelijke gemeenschap, en daarnaast een aanmoediging zal vormen
voor verder werk ten voordele van de gemeenschap, door industriële implementatie
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van de concepten en de daarbij vergaarde wetenschappelijke kennis.



xix





List of Abbreviations xxi

List of Abbreviations
CD Critical Dimension
CFS Coherent Fourier Scatterometry
SNR Signal to Noise Ratio
CGS Coherent Goniometric Scatterometry
IFS Incoherent Fourier Scatterometry
ICFS Interferometric Coherent Fourier Scatterometry
RCWA Rigorous Coupled Wave Analysis
𝑁𝐴 numerical aperture
FEM Finite Element Method
𝑠𝑤𝑎 side wall angle
𝑚𝑖𝑑𝑐𝑑 middle critical dimension
𝑐𝑠𝑔 coherent sensitivity gain
ICGS Interferometric Coherent Goniometric Scatterometry
𝑐𝑠𝑔𝑖 coherent sensitivity gain with interferometry
rms Root Mean Squared
PSL PolyStyrene Latex
OLED Organic Light Emitting Diode
PEDOT poly-3,4-ethylenedioxythiophene
PSS poly-styrenesulfonate
ITO Indium Titanium Oxide
LEP Light Emitting Polymer
AFM Atomic Force Microscope
LP Linear Polarized
QD Quadrant Detector
LR Left-Right Signal of quadrant detector
TB Top-Bottom Signal of quadrant detector
ZL Zero Line
iSCAT Interferometric Scattering Microscopy
SLM Spatial Light Modulator
WGP Wire Grid Polarizer
𝐸𝑃 percentage enhancement
InSb Indium Antimonide
GaAs Gallium Arsenide
ADC Analog to Digital Converter
FPGA Field Programmable Gate Array





1
Coherent Fourier

Scatterometry

Rather than becoming something that chronicled the progress of the
industry,

Moore’s Law became something that drove it.
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From the inception of semiconductor transistors [1] in 1947, the electronics industry
has progressed rapidly towards small feature sizes, from a few centimeter of the first
point-contact transistors to down to 10 nm at present and very recently, 7 nm [2].
This shrinkage in size, following the well-known Moore’s Law is due to increasing
demand for more packing density to ensure faster, smaller, cheaper and yet efficient
electronics for future. The main driving force behind this successful journey is
continuous innovations in lithography techniques. This evidently shows why the
present techniques, such as the extreme ultraviolet illuminations [3, 4], immersion
based optical system [5, 6] and many others are rapidly replacing techniques which
are only a few years old. However, it is important to note that taking a step towards
successful commercial realization of a new technological node of smaller Critical
Dimension (CD) involves solution to several additional issues other than the process
of lithography itself.

In this thesis, we discuss the benefits of implementation of a scanning scat-
terometry technique, the Coherent Fourier Scatterometry (CFS), to address two of
those additional issues. The first one is the fast and accurate CD metrology in
volume production of semiconductor photolithography, this being one of the main
obstacle for rapid process quality verification in commercial lithography techniques.
The second one is the estimation of particle contamination in production environ-
ment of electronic components, which, in present days, is increasingly involving
new materials such as organic polymers together with the conventional inorganic
elements. Thus, we will be discussing the performance of CFS for both periodic
and isolated objects. However, we would like to make it clear that CFS is not a
resolution-enhancement technique, it is sensitivity-enhancement technique which
focuses on improving the signal to noise ratio (SNR). For this reason, we consider
only periodic or isolated samples, and not samples intended for showing optical
resolution enhancement, such as two particle scatterers in close vicinity.

1.1. Introduction
Scatterometry is a very common term in fields of radar technologies, crystal diffrac-
tion analysis and nuclear physics. Optical scatterometry is being increasingly used
in CD metrology [7, 8], where it has been used with incoherent light for several
years and has stood out as one of the most successful solutions to this problem,
providing a non-invasive in-situ measurement with extremely high accuracy [9–11].
In this technique measured far field intensity pattern generated by the interaction
of an incident field and a sample with periodic permittivity variation is compared
with numerically simulated results through rigorous analysis of Maxwell’s equations.
The final objective of this comparison, generally performed by specialized numerical
optimization routine, is to retrieve the CD of the sample as precisely as possible.
The periodic sample is often a diffraction grating which is easy to manufacture in
larger numbers and for the scope of this thesis, an one-dimensional grating.

Following this common recipe, goniometric scatterometry is perhaps the most
well known optical scatterometry configuration [12–15]. Goniometric scatterometry
can use coherent illumination as well, and we may call it Coherent Goniometric
Scatterometry (CGS). In CGS, generally only one plane wave is used at a time,
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while in CFS, many of them can be incident in one shot. Further benefits of CFS to
use the phase in the far field makes it more advantageous solution to this problem
in certain cases. This will be discussed briefly in this chapter. And a theoretical
comparison between the interferometric versions CGS and CFS is done in Chapter
3.

In contrast to CD metrology, use of optical scatterometry for the problem of the
estimation of particle contamination on a flat substrate is not very popular to the
scientific community as far as the knowledge of the author is concerned. The main
reason is the popularity of the dark field detection techniques [16–18] in this prob-
lem which has the advantage of separation of the specular reflection and scattered
radiation. The reason being that the scattered radiation, of interest for the detec-
tion of particle, is generally very weak compared to the specular reflection when
small particles are concerned. Thus, the separation of specular and scattered light
in dark field detection, obtained by design, definitely increases the SNR. However,
the same basic design also implies that a large fraction of radiation incident on the
sample is not delivered to the scattering particle but to other parts of sample. This
generates heat in the substrate, often over a large area which cannot be dissipated
quickly.

On the other hand, while a bright field technique cannot separate the specularly
reflected and scattered radiation by design and requires some additional technique
to do so, it has the advantage of delivering a larger fraction of the incident radiation
to a small location of the sample, thereby avoiding the substrate heating issue. Be-
longing to this family, CFS, achieves this by scanning the sample. This makes CFS
usable for not only inorganic but also to a large fraction of organic samples with
low power damage threshold. Moreover, because of its simple and robust configu-
ration, CFS is suitable for integration into the production line. We will make further
clarification of this point by comparing the two techniques, bright and dark field,
in section 4.1. To clarify the differences in the key parts of the experimental CFS
setup for CD metrology and particle detection, we also present a table (table 1.1).

For both CD metrology and particle detection, the basic principle of Fourier Scat-
terometry remains the same. At the heart of the measurement setup is a micro-
scope objective which focuses the incoming light onto a sample. The reflected-

Table 1.1: CFS setup for CD Metrology and Particle Detection : basic experimental differences

Type CD Metrology Particle Detection
Illumination Wavelength 632 nm 405 nm

632 nm (Chapter 6 only)
Numerical Aperture 0.4 or 0.9 0.9
Illumination Polarization Linear (X or Y) Linear (X), Radial
Detection Polarization Linear (X or Y) Linear (X or Y),

Simultaneous Linear (X and Y)
Detector Camera Camera,

Split (differential) Detector(s)
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Figure 1.1: The main structure of Fourier Scatterometry is shown in the left side. The polarization
arrangement in input (P1), the detection system, the polarization arrangement at output (P2) and the
sample structure can be changed to adapt to the specific task at hand, however, the main arrangement
(the objective-sample arrangement and beamsplitter BS1) stays the same. This simple configuration
make CFS robust and easily integrable to a production line. In the right side, at the heart of Fourier
Scatterometry, the objective which focuses the incoming field onto the sample and also collects the
scattered light in a so called epi-illumination scheme, is shown together with the co-ordinate system.
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scattered field from the substrate is measured in the far-field, which is essentially
back focal plane or the exit pupil of the objective. This type of arrangement of
the objective and the beamsplitter BS1 forms the so called epi-illumination scheme,
making the experimental setup very stable. The incident field is focused at the top
of a grating for CD metrology, or at the interface between the incident medium
and the substrate for particle detection. Throughout this thesis, this focal plane is
considered the 𝑧 = 0 plane or the origin of a Cartesian 𝑥−𝑦−𝑧 system, with 𝑧-axis
being the optical axis of the setup and positive along the direction of propagation
of incident wave, which is always drawn vertically downwards. CFS is a scanning
based technique (𝑥 − 𝑦 scan). To simulate that it was more convenient to assume
that the spot was stationary and the sample was moved, this helps us to keep the
𝑧 axis attached to the spot stationary. This scan is always done in the focal plane.
The incident field in the exit pupil of the objective is parallel to the focal plane and
so a set of transverse co-ordinates 𝜉 − 𝜂 has been used to designate them. This
allows us to express any incident field as functions of 𝜉 and 𝜂. Being in far field,
these are angular co-ordinates (essentially the normalized components of the wave
vector) parallel to 𝑥 − 𝑦. These axial arrangement is shown in Fig.1.1.

It is important to mention here the practical problems to use illumination wave-
lengths in the ultraviolet range or shorter for both CD metrology and particle detec-
tion. For CD metrology, ultra violet illumination can create unnecessary exposure of
the photo-resist used in semiconductor device fabrication, while for particle detec-
tion on polymer substrates it can be absorbed heavily and generate large amount
of heat to harm the substrate [19]. This problem is even more serious for polymer
substrates with a barrier layer. A barrier layer [20] is a thin layer put on the poly-
mer substrate to protect it from ingress of water and other harmful atmospheric
elements, and, some of the popular choices of materials for that layer are highly
absorbing for illumination with wavelengths shorter than 400 nm.

In the remaining part of this chapter, the reader is introduced to the numerical
simulation tools used in this thesis and the basic concepts, theoretical and experi-
mental, essential for the remainder of this thesis. The first two chapters after this
introduction are devoted towards CFS for CD metrology and will be limited to the-
oretical discussions with numerical examples. The interested reader is encouraged
to have a look into [21–24] for further information about experimental implemen-
tation of CFS in CD metrology, whereas, here, only theoretically the benefits of CFS
compared to conventional Incoherent Fourier Scatterometry (IFS) will be discussed
(chapter 2), together with a proposed improvement of CFS to Interferometric Co-
herent Fourier Scatterometry (ICFS), which has several advantages (chapter 3)
compared to the conventional CFS. The next four chapters present the implemen-
tation of CFS as a new candidate in the field of particle detection on flat substrate.
Several key improvements, which we came upon while working to upgrade CFS as a
particle detector on a flat substrate are presented in chapters 4 to 6. The following
chapter (chapter 7) presents the results after designing and installing a CFS pro-
totype to detect particle contamination in an industrial environment. This chapter
also presents some recent results of detecting highly subwavelength particles. A
thesis cannot be completed without a possible outlook for possible improvements.
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This is presented in the concluding chapter (8).

1.2. Brief Description of the RCWA algorithm used
for CFS CD Metrlogy

Rigorous CoupledWave Analysis, popularly abbreviated as RCWA, (often also known
as Fourier Modal Method) [25, 26] is a powerful tool to numerically analyze effects
of electromagnetic radiation for periodic structures. The method was first devel-
oped for rectangular structures [27], but was later extended to any grating profile.
Several authors contributed toward this extension, however, here we describe the
procedure explained in [25].

The basic RCWA algorithm is built upon periodic boundary condition and Flou-
quet’s theorem for gratings. This theorem converts the infinite physical domain
into repetition of infinite number of finite domains each spanning the size of the
periodicity (Λ) of the grating. Then the method splits the original grating profile
into several layers of binary structures of varying work cycle1 but same pitch Λ,
thereby, making an approximate staircase profile replacing the original one. The
whole problem is then converted to a simpler problem of propagation of electro-
magnetic waves through finite number of flat layers, which can be solved using the
transfer matrix approach utilizing the continuity of tangential fields. Typically, one
starts to find the rigorous solution from the topmost layer, which is encountered by
the incident field E first (Fig. 1.2). In each of the layers Maxwell’s equations are
solved for corresponding rectangular grating at that layer after Fourier expansion of
periodic permittivity 𝜀 (transverse electric or 𝑠-polarization) or inverse of permittiv-
ity 1/𝜀 (transverse magnetic or 𝑝-polarization). The numerical accuracy of the final
solution depends on mainly two parameters. The first is how many terms in the
Fourier expansion are retained while solving the Maxwell’s equation. The second
important point to consider is how accurately the staircase profile can represent the
true physical profile. Certainly, increasing the number of layers leads to a better
approximation, but numerical instability may occur due to very small thickness of
each layer leading to insufficient damping of evanescent waves through these lay-
ers. These problems can be overcome in the way as shown in [25], by absorbing the
exponential term responsible for that numerical overflow inside the transmittance
variable.

The routine we are using is an implementation of the method presented in [28].
This is essentially an implementation of the method described above with some
modifications applied to speed up the computational time. The focused spot of
CFS (Fig. 1.1) can be expanded into several plane waves which are incident on
the grating each with different angle of incidence. The plane waves for which
the modulus of sine of the angle of incidence with the 𝑧-axis is smaller than the
numerical aperture (NA) of the focusing lens will be the only ones that are physically
incident. Similarly, the propagating reflected orders for which the modulus of sine
of the angle with 𝑧-axis is smaller than the NA are also the only ones captured by

1We will replace work cycle by the more well defined middle critical dimension later.
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Figure 1.2: The schematics of the RCWA method. The original grating is divided into several layers, with
each one containing a rectangular grating. Rigorous solution is then found in each layer and connected
to the next layer using continuity of transverse components.

the objective, which are referred to as outgoing waves from here. Therefore, every
such incident and outgoing plane waves (denoted in this thesis with superscript ‘i’
and ‘o’, respectively) must correspond to a point (𝜉, 𝜂) space in the entrance pupil
of the objective.

Let us assume that 𝜉 , 𝜂 in the pupil of the lens refers to a ray with specific
wave vector, which when incident on the periodic structure, is reflected into several
orders, contributing to a number of output points 𝜉 , 𝜂 in the same objective pupil.
They are related by Flouquet’s law. Assuming the structure is periodic along �̂� = �̂�
only (Fig. 1.1), we have the following relation between the input (𝒌 ) and output
(𝒌 ) wave vectors

𝒌 = 𝒌 , +
𝑚𝑘𝜆
Λ �̂�; (−𝑀 ≤ 𝑚 ≤ 𝑀), (1.1)

where, 𝒌 = 𝑘 �̂� + 𝑘 �̂� is the transverse component of wave vector 𝒌 = (𝒌 , 𝑘 �̂�),
and 𝜆 is the wavelength of light. This can be alternatively expressed in terms of
pupil co-ordinate 𝜉, 𝜂 as

𝜉 = 𝜉 + 𝑚𝜆Λ
𝜂 = 𝜂 , (1.2)

where, we have expressed the 𝑥 and 𝑦 components of 𝒌 in terms of 𝜉 and 𝜂,
respectively (𝜉, 𝜂) = 1/𝑘(𝑘 , 𝑘 ) . We will have to extensively use the (𝜉, 𝜂) geom-
etry in Chapter 3, and so we delay a detailed discussion till then. At this point,
it is important to note that the integer 𝑚 varies form +𝑀 to −𝑀, with 𝑀 be-
ing the number of orders considered in the simulation when we retain 2𝑀 + 1
terms in the Fourier expansion of periodic refractive index variation due to the
presence of the grating. It is possible that for some value of 𝑚, the resulting
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Figure 1.3: The planar (left:A) and conical incidence (right:B). For conical incidence, the and
polarization components for an outgoing order is defined with respect to the plane the outgoing wave
vector makes with the normal ( -axis). This is different than plane of incidence for nonzero orders.

𝜉 , 𝜂 implies that the reflected-scattered wave is outside the numerical aper-
ture of the objective (arcsin√(𝜉 ) + (𝜂 ) > 𝑁𝐴), or may even be evanescent
(arcsin√(𝜉 ) + (𝜂 ) > 1). It is still important to consider them up to certain
extent so that the propagating waves inside the numerical apertures are correctly
calculated2.

To avoid confusion with 𝑠 and 𝑝 polarization after the objective we do not use
them to indicate the polarization of the incident beam before the objective (or the
outgoing beam after the objective), but use 𝑦-polarized and 𝑥-polarized instead,
which directly relates the incident or outgoing beam polarization with the grating
periodicity and the geometry of the problem. In a special case, the incident plane
waves may have only 𝑥-component of propagation vector 𝒌 (𝜂 = 0). This is called
planar incidence, in which case the incident and all the reflected orders stay in
the same plane, namely 𝑥 − 𝑧. This is shown in left (A) of Fig. 1.3. In sectioned
Interferometric Coherent Fourier Scatterometry, which will be explained in Chapter
2, this special case is discussed with an interesting example. The general case is
the conical incidence, which occurs for incident rays with a nonzero 𝑦-component
of propagation vector (𝜂 ≠ 0). In this case, only the zeroth reflected order (𝑚 = 0)
is in the same plane. All the other orders are distributed on a conical surface about
the zeroth order. This is shown in right (B) of Fig. 1.3.

Following [28], the symmetry of the structure, when available, may be used
to reduce the computational load. This occurs when the incident wavefront is ap-
proximately planar and the grating profile is symmetric about 𝑦-axis. In that case
each quadrant in 𝜉 − 𝜂 plane is equivalent, and so it is enough to compute for one
quadrant and copy the result into the other three. In this way, instead of the whole
frame with four quadrants, we compute only one quadrant and significant gain in
computation time is obtained. But when we use asymmetric gratings, symmetry
around 𝑦-axis is lost and we need to compute half the field. For non-symmetric
illumination, the whole frame has to be computed.

Another important matter in CFS is scanning. In short, scanning is themain way

2The original RCWA converges slowly for polarization [29], which is due to nonuniform satisfaction
of boundary conditions for this polarization [30]. This problem was corrected in a slightly improved
version [31], which we follow here.
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Figure 1.4: The main difference between IFS and CFS is the fact that for CFS, a scan along the grating
changes the far field. For IFS, it does not. In this figure, far-fields for two arbitrary scanning positions
are shown.

to ensure higher sensitivity in CFS than IFS. We define the scanning in CFS for CD
metrology as : the focused spot stays stationary, containing the 𝑧-axis or the optical
axis through its center and the grating is moved in the 𝑥 − 𝑦 plane in the direction
of grating vector �̂� by an amount equal to the pitch Λ in steps, the number of which
can be pre-calculated based on certain information. The key effect making CFS
more sensitive compared to IFS is the implicit effect of the phase of the scattered
wave in the far-field which manifests itself as a change in intensity distribution with
this shift of the grating [32]. This does not occur for incoherent illumination. As a
consequence, the point where the center of the spot (or the 𝑧-axis) intersects the
grating profile is also important, since the exact far field distribution depends on it.
This parameter, introduced as 𝑏𝑖𝑎𝑠, is also a considered in the RCWA calculation.

1.3. Brief Description of FEM algorithm used for CFS
Particle Detector

So far we have discussed the RCWA method which relies on the periodicity of the
sample. RCWA for aperiodic structures, introduced by Lalanne and Silberstein [31]
for normal incident and later extended by Pisarenco [33], is still not a very popular
alternative to integral or differential methods to solve Maxwell’s equation for a gen-
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eral structure. Here we opt for a specialized Finite Element Method (FEM) tool [34]
developed in the Philips Research in Eindhoven and the Optics Group of Delft Uni-
versity of Technology for computations involving isolated scattering particles. FEM
is a very popular differential method which is used not only to numerically solve
Maxwell’s equation but also used very extensively in various boundary value prob-
lems of fluid dynamics, thermal, mechanical and structural working environment.
We do not feel it is necessary to introduce FEM to the reader, however, to refresh
the memory we can recall once the differential equations solved in the FEM imple-
mentation for time harmonic electromagnetic fields. For these fields ( exp (−𝑖𝜔𝑡))
with electric and magnetic amplitudes 𝑬 and 𝑯, respectively, the Maxwell’s equa-
tions take the form :

∇ ⋅ 𝜀𝜀 𝑬 = 𝜌
∇ × 𝑬 = 𝑖𝜔𝜇𝜇 𝑯𝜌

∇ ⋅ 𝜀𝜀 𝑯 = 0
∇ × 𝑯 = 𝑱 + 𝜎𝑬 − 𝑖𝜔𝜀𝜀 𝑬𝜌,

(1.3)

where 𝜌 is the source charge density, 𝑱 is the source current density, 𝜎 is the
electric conductivity and 𝜇 is the permeability. Taking curl of the Faraday’s law (2nd
in Eq. set 1.5) and modified Ampere’s law (4th in Eq. set 1.5), we can get the wave
equations:

∇ × 𝜇 (∇ × 𝑬) − 𝑘 𝜀𝑬 = 𝑖𝜔𝜇 𝑱 𝜌
∇ × 𝜀 (∇ × 𝑯) − 𝑘 𝜀𝑯 = ∇ × 𝜀 (𝑱 + 𝜎𝑬)𝜌.

(1.4)

For non-magnetic materials, an electromagnetic problem is stated by defining
certain permittivity distribution. It is the general practice in an electromagnetic
FEM procedure to solve the couple of equations in Eq.1.4, subject to the boundary
conditions of continuity of tangential components of the field and the discontinuity of
normal complements at an interface of a permittivity discontinuity, lets say, medium
1 and medium 2. These connecting equations are given by,

�̂� ⋅ (𝜀 𝑬 − 𝜀 𝑬 ) = 𝜌
�̂� ⋅ (𝑯 − 𝑯 ) = 0
�̂� × (𝑬 − 𝑬 ) = 0

�̂� × (𝜇 𝑯 − 𝜇 𝑯 ) = 𝑱 ,
(1.5)

where by convention, �̂� is the outward normal at the interface from medium 1 to 2
and surface charge and current densities are given by 𝜌 and 𝑱 . The indices
1 and 2 denotes field quantities in medium 1 and 2. In FEM, the computational
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Figure 1.5: The particle on
an ‘interface’ model with free
tetrahedral FEM mesh. The
model has a two material in-
terface and an sphere sitting
on the interface, simulating the
particle. The sphere can be
shifted in plane to sim-
ulate the scanning. Each ma-
terial has a corresponding per-
fectly matched layers outside
of the the computation domain
to damp out numerical reflec-
tion. This is not shown in the
figure.

domain, essentially a discrete distribution of 𝜀 and 𝜇, is divided into several meshes.
Then an approximate solution, obeying the boundary conditions, is assumed and is
refined iteratively by minimizing the residuals obtained from fitting the approximate
solution in Eq. 1.4.

The superiority of FEM to handle complex geometries compared to other meth-
ods makes it appealing to the scientist community. More accurate results are ob-
tained with finer meshing. However, the working principle of FEM makes the mem-
ory requirements high. This can be significant in 3-dimensional problems when a
sufficiently refined mesh is needed for accurate solution.

This specific instance of the FEM used was suitable to simulate a focused field
onto a sample [35], as required by CFS design. The standard model (with small
variations when necessary) which we have used is shown in Fig. 1.5 as an example.
The focused field, with the center of the spot at origin, is introduced in the compu-
tation domain from top. To implement that, first vector diffraction integral [36, 37]
for the specific field at the entrance pupil of the microscope objective is solved and
then the field at the top surface of the computational domain is calculated and
inserted. In all 3D FEM computations discussed in this thesis, the computational
domain was chosen to be a cube of 1 𝜇m sides, with adaptive mesh (finer near
discontinuity of permittivity) with size of ≤ 𝜆/10. The only exception is the FEM
simulations shown in part A of Fig. 6.4 of chapter 6, where we used a larger illumi-
nation wavelength and consequently increased the computation volume to 1.5 𝜇m
sided cubes. This is to ensure that the first zeros of the focused spot always remain
completely inside the computational domain.
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Figure 1.6: The prototype CFS particle detector installed in production line. The transparent of polymer
substrate can be seen under it.

1.4. The Clean4Yield Project
The work described in this thesis was financially supported by Clean4Yield [38]
project, funded through the European Union’s Seventh Framework Program (FP7-
NMP-2011) under Grant Agreement No. 281027. Clean4Yield is a collaborative EU-
funded project with experts from fourteen European companies and organizations,
and one associated partner from Israel. The overall objective of the project was to
demonstrate nano-scale inspection, detection, highly efficient cleaning-repair and
contamination prevention techniques for flexible polymer substrates in roll-to-roll
line. The responsibility of Delft University of Technology was to design and mate-
rialize a working prototype of a particle detection system capable of detecting and
localizing particle scatterers of diameters from 100 nm to 500 nm.

The motivation of the project was to develop the necessary tools for flexible
electronics industry to transit from low-yield sheet-to-sheet production to high yield
roll-to-roll production [39, 40]. This implies that a necessary requirement of the
prototype inspection tool was high speed to match the desired operating speed
of a roll-to-roll line up to 3 meters/minute. The final prototype was installed and
tested in March, 2015 in the production environment (Fig. 1.6) at Holst Centre in
Eindhoven, The Netherlands and was successfully tested to detect particles at the
required speed of the production line. More details about the test results are in
Chapter 7.
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CFS for Nano-metrology :
Application on Gratings

I also pursued another dream - of a microscope,
not optical, but entirely mechanical.

Marvin Minsky in his Memoir on Inventing the Confocal Scanning Microscope [3]

Parts of this chapter have been published in Journal of the European Optical Society - Rapid publications
7, 0 (2012) [1], except for section 2.5, which is published in Proceedings of Fringe, 2013; pp. 43-48
[2].
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2.1. Introduction
This chapter is devoted to show the advantage of CFS over IFS, which we will inves-
tigate numerically, with an emphasis to show the importance of scanning in CFS.
It is organized as follows. In the next section, we define a model for the typical
grating we intend to retrieve by expressing its parameters as a vector, which may
include the position of the grating with respect to the center of the spot as un-
known, since the actual far field intensity pattern depends on it. We will be using
this parameter vector in the next chapter as well. In the third section we introduce
the relevant mathematical relations which we need to perform a sensitivity analysis,
followed by the fourth section where we present the results. This section has two
parts. At first, with explicit examples, we analyze the role of scanning and show
how scanning helps to achieve better sensitivity in CFS and incorporate robustness
in measurement. Then we discuss more about finding the position of the grating
with respect to the center of the spot. In the final section, we discuss about another
important issue other than parameter sensitivity, the cross-correlation between dif-
ferent parameters and its importance in scatterometry including the interesting case
of ‘zero cross-correlation gratings’.

2.2. Experimental conditions and definition of the
grating vector

Let us consider a simple experiment in which a one-dimensional silicon grating hav-
ing a profile of a trapezium1 is illuminated by an ideal CFS system, i.e., it is at the
focussed field of a diffraction limited objective with spatially coherent incident wave-
front. As was already mentioned in 1.1, when operating in reflection the same ob-
jective is used to collect the reflected wavefront forming a so-called epi-illumination
arrangement. Two polarizers are placed in paths of incoming and outgoing fields to
independently polarize either or both of them. We will be considering ideal cases,
i.e., a perfectly plane incident wavefront, absorption-free and diffraction-limited
objective lens performance and ideal polarizers. Also, by coherent beam we mean
complete spatial coherence and for incoherent beam complete spatial incoherence.
The substrate and grating materials can in general have complex refractive indices,
whereas, the medium surrounding the grating has real refractive index. The con-
vention we follow in this thesis is that the grating is placed such that the grating
vector is oriented along �̂�. Thus, for the incident beam before the objective (or the
outgoing beam after the objective) the linearly polarized electric field perpendicular
to the groove is referred to 𝑥-polarization and for the electric field along the groove,
it is designated as 𝑦-polarization.

As was mentioned in section 1.1, the main difference between CFS and IFS is
the phase shift occurring in CFS as the grating is shifted by a small amount Δ𝑥. A
proof of this can be found in [4]. We can write the following formula for this phase

1Trapezium shaped gratings are commonly used for CD metrology in semiconductor manufacturing pro-
cesses.
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Figure 2.1: In the left (A), the grating parameters and the scanning are defined. Center of the
defines the position, which, in general, does not coincide with axis (the axis, passing
through the center of the spot, is the optical axis of the setup and is always attached to the spot). The
scanning positions are designated by . If the grating vector has only x-component, scan is done along
x and th scanning position denotes a shift of from origin where is the scanning step size. In the
right side (B) the pupil of the objective is shown schematically. This is an example where the outgoing
wave at is contributed by the zeroth order from incident wave at and first order from incident
wave at . -component of wave vector at and at are separated by grating vector 𝒈.

shift for an one-dimensional planar grating with grating vector 𝒈 = �̂�,

𝑹 = 𝑹 exp [𝑖2𝜋 (𝑚Δ𝑥Λ )] , (2.1)

where, 𝑹 is the complex diffraction amplitudes for the 𝑚 order after shifting Δ𝒙
from its initial position, where the complex diffraction amplitudes were 𝑹 . There
is no change when 𝑚 = 0, i.e, for zero order. This means that CFS works differently
than IFS only when at least one nonzero order is present. We can formally define
scanning in CFS for one dimensional grating samples as capture of several frames
by applying small shifts of the grating in the direction of its grating vector (i.e.,
𝑥-axis) till the grating is displaced by the distance of one pitch. For the present
context of one dimensional grating, as discussed in chapter 1.2, the scans are done
along 𝑥. A typical CFS measurement will consist of several frames placed side by
side, which, we call a superframe. This dependence of CFS far field with respect to
the grating position compels us to define the position of the grating with respect to
the optical axis. This is made through an additional parameter called 𝑏𝑖𝑎𝑠.

In left of Fig. 2.1, the parameters defining the shape of the grating are shown.
ℎ𝑒𝑖𝑔ℎ𝑡 is the maximum height in the work cycle, 𝑠𝑤𝑎 are side walled angles (left
is 𝑠𝑤𝑎1 and right is 𝑠𝑤𝑎2) and 𝑚𝑖𝑑𝑐𝑑 (MIDdle Critical Dimension, replacing the
commonly used work cycle) is the width of the trapezium at half the height. Other
choices are also possible but nonetheless this one makes a sufficient set. The
possible lateral misalignment is taken care by 𝑏𝑖𝑎𝑠, as mentioned before. The zero
bias position is defined as the situation when the center of one period (as shown in
Fig. 2.1), coincides with the optical axis (𝑧) which is always attached to the center
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of the focused spot. Any nonzero bias (𝑏𝑖𝑎𝑠 = 0 axis and 𝑧 axis do not coincide)
implies some lateral misalignment. The scans are symmetrically distributed around
the 𝑏𝑖𝑎𝑠 = 0 axis spanning the length of one pitch. The separation between them,
which depends on the number of scanning positions we choose and the actual
value of the pitch, is called shift. This is denoted as Δ𝑥 in Eq. 2.1. If the number of
scanning positions on one side of the 𝑏𝑖𝑎𝑠 = 0 axis including the one on the axis is
given by 𝜁, then, with the configuration explained above we will have 2𝜁 − 1 scan
positions inside the pitch for a given 𝜁 where the first and the final one have identical
far field for being exactly one period away. This implies that we will have effectively
2𝜁−2 independent scan positions. This way of numbering scans ensures that we get
a symmetric scanning, however, this also implies that number of independent scan
positions can only be even. We keep this numbering convention for this chapter, but
in the next chapter we change the convention to allow any number of independent
scanning positions, even or odd. To be noted, in the same scheme, no-scan implies
𝜁 = 1. To be noted when 𝑏𝑖𝑎𝑠 = 0 then the 𝑏𝑖𝑎𝑠 = 0 axis and 𝑧 axis coincide, and
scanning is then symmetrically distributed with respect to the 𝑧 axis as well as the
grating profile.

Taking all these into account, the vector defining the geometry of the grating
was chosen to be

𝒂 = [ℎ𝑒𝑖𝑔ℎ𝑡, 𝑠𝑤𝑎1, 𝑠𝑤𝑎2,𝑚𝑖𝑑𝑐𝑑, 𝑏𝑖𝑎𝑠]. (2.2)

For convenience, we will also assume symmetric grating with 𝑠𝑤𝑎1 = 𝑠𝑤𝑎2.
This simplified assumption does not influence the general outcomes and leads to
the simplified parameter vector

𝒂 = [ℎ𝑒𝑖𝑔ℎ𝑡, 𝑠𝑤𝑎,𝑚𝑖𝑑𝑐𝑑, 𝑏𝑖𝑎𝑠]. (2.3)

In an even simplistic case the position of the grating is assumed to be known
as a priori information from some other way, we can further reduce the parameter
vector to the most simple form [ℎ𝑒𝑖𝑔ℎ𝑡, 𝑠𝑤𝑎,𝑚𝑖𝑑𝑐𝑑], which should be the easiest
one to investigate. It may be argued that dropping a physical parameter like this
will create an error in the sensitivity analysis since the physical model is no longer
sufficiently defined by the remaining parameters. However, as we will show later,
this is approximately justified since 𝑏𝑖𝑎𝑠 is almost uncorrelated to other shape pa-
rameters and it does not influence the parameter sensitivities provided sufficient
scanning is performed. On the other hand, this will make the comparison of CFS
and IFS much simpler and straightforward.

2.3. Mathematical relations for sensitivity analysis
In order to establish a scheme for the comparison of CFS from IFS, we have chosen
to analyze the difference of sensitivities of each method and make a comparison
between them. Given a merit function, the uncertainty matrix can be related to
the Hessian of the function, and then elements of the inverse of this matrix will
correspond to the sensitivities of different parameters. This approach is used by
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many authors to analyze the precision of critical dimension metrology. One can, for
example, refer to [5] or [6], for a brief or a detailed discussion, respectively.

Let a function 𝑓 represent our model which transforms the input field into output
intensity by simulating the reflection from the grating of the spot focussed by the
objective on it. Many waves coming from different incident fields may be diffracted
into the same outgoing pixel 𝑄 in the exit pupil (right of Fig. 2.1) this function can
map many input waves to one output intensity value, i.e., 𝐼(𝑄 ) = 𝑓 (𝑄 , 𝑄 , ...; 𝒂),
where 𝐼(𝑄 ) denotes the total intensity of the outgoing wave in pixel 𝑄 of exit
pupil. Since we have assumed the incident beam as planar, so, 𝐼(𝑄 ) depends
only on those incident plane waves, namely waves passing through 𝑄 ,𝑄 , ... in the
entrance pupil2, which contribute to the outgoing plane wave at 𝑄 . Let us define
a least square merit function

𝜒 =
( )×

∑ [𝐼 − 𝐼(𝑄 )
𝜎 ] , (2.4)

where, 𝐼 is the experimentally measured intensity, 𝑉 is the total number of
pixels in a single fame containing whole pupil data, 𝜎 is the standard deviation
of noise at pixel 𝑄 assuming a normal distribution. We already know, from the
discussion of scanning following Fig. 2.1, one coherent superframe contains 2𝜁 − 1
frames, and that is why the sum extends to (2𝜁 − 1) × 𝑉. The covariance matrix is
defined by 𝑪 = 𝑨 , where elements of 𝑨 are given by the Hessian matrix

𝐴 =
( )×

∑ 1
𝜎 [ 𝜕𝑓𝜕𝑎

𝜕𝑓
𝜕𝑎 ] . (2.5)

𝑪 gives us the variances and covariances of the parameters. We can find 3-
sigma uncertainties from the diagonal elements of 𝑪, while, the off-diagonal terms
of 𝑪 shows covariances between the parameters. The formula for uncertainty in
parameter 𝑎 is

Δ𝑎 = 3√(2𝜁 − 1)𝑉𝐶 . (2.6)

The multiplication with number of pixels in a superframe is to allow the results
to be independent of the number of pixels used in a specific simulation. This is
needed to make a fair comparison between CFS and IFS owing to larger number of
data in CFS.

Eq. 2.6 gives the 3-sigma uncertainty per unit pixel per unit noise standard
deviation for 𝑗 parameter. To make the desired comparison between CFS and
IFS, we define coherent sensitivity gain 𝒄𝒔𝒈

𝑐𝑠𝑔 =
Δ𝑎 ,
Δ𝑎 ,

. (2.7)

2 To be noted that , and are two dimensional vectors in pupil plane ( , ). Here real integer
∈ [ , ] denotes a pixel in the pupil. In practice, a single frame will require a pixel to be designated

by two integers, and , as we will be using in chapter 4, but we can assume all pixels arrayed
linearly for calculation of uncertainty.
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From Eq. 2.7, it is apparent that for a pixel-independent noise, 𝑐𝑠𝑔 is same for
any noise level. However, to determine the exact uncertainty, one has to put the
noise value in Eq. 2.6.

We would like to introduce an useful parameter to help us understand the dif-
ference between CFS and IFS, the overlap variable 𝐹, defined as

𝐹 = 𝜆
Λ 𝑁𝐴 , (2.8)

where 𝜆 is the illuminating wavelength, 𝑁𝐴 is the numerical aperture of the objective
and Λ is the period/pitch of the grating. This overlap variable is important quantity
in CFS as it takes into account the system (illumination wavelength and 𝑁𝐴) and the
sample (pitch) factors together. We want to concentrate on mostly the geometrical
effects as 𝐹 is varied, so it is desirable to vary 𝐹 by changing the pitch only. This is
justified since pitch is assumed to be known and we are reasonably free to adjust
it to obtain maximum sensitivity. Since we keep the wavelength of illumination
constant, we can keep the same refractive index throughout the calculations.

To fix a certain range of 𝐹, let us consider 𝐹 varying from 0.7 to 2.2, since
this range of 𝐹 includes most interesting features. For 𝐹 > 2 there is no order
other than zeroth which is captured by the system, so, according to Eq. 2.1, no
effect of scanning can be seen in the far field. If this is the case, then coherent
and incoherent scatterometry gives the same far field and the sensitivities of both
processes should be identical. Thus 𝐹 = 2 defines the lower limit for the pitch that
is useful for obtaining the benefits of coherent scatterometry. This effect can be
used as a check for reliability of the simulations. The values of 𝐹 such as 1 < 𝐹 ≤ 2
is the region where only zeroth and first orders are captured. In this region, the
pupil starts to get populated by two beam interferences and the difference between
coherent and incoherent far-field starts to build up. In the region 0.67 < 𝐹 ≤ 1 the
second order starts to be captured and most of the pupil is now the result of three-
beam interference. The coherence of light starts to play a strong role here and
significant change in the far field is expected, so also any effect due to scanning.
Further lowering of 𝐹 will lead to even larger pitch and more interferences. This is
to be avoided as this calls for rapid increase of numerical complexity and accordingly
the computational time, making the overall optimization required at the final step
of CFS rather slow which is unacceptable in any practical environment. This is also
not interesting for practical applications as grating period Λ becomes impractically
large.

There are a few things to consider regarding no-scan CFS before we proceed
further. The basic difference in the far-field of CFS is the amplitude superposition
compared to IFS, which is intensity superposition. With no-scan CFS is not very
robust and the sensitivity can be unpredictably low in special cases. This is due to
the fact that for no-scan CFS it is more likely that the change of intensity level in a
far-field pixel is minimal. It may happen because amplitude superposition manifests
itself as squared modulus of superposed complex amplitude, in which the separate
changes due to real amplitude and phase may be of opposite sign and cancel each
other. Moreover, in a specific pixel, there is some probability that the resultant



2.4. Results of Sensitivity Analysis

2

23

intensity is zero and so without scanning this pixel is very sensitive to noise. By the
same logic there may be some cases where no scan can give better sensitivity for
some parameter than experiments with more scans, due to coincidental constructive
interference in another pixel. This probability reduces with scanning, in which only
the phase part of the superposed complex amplitude is varied, the real amplitude
remain the same. As a result the chances of these accidental sensitivity gain or loss
for no-scan case is greatly reduced. That is why for no-scan one can see very high
or very low sensitivity in special cases. These are very special cases and general
conclusions cannot be drawn from them, and, in most cases they will disappear or
reappear in some random manner for a different 𝑁𝐴, shape of the grating or 𝑏𝑖𝑎𝑠.

2.4. Results of Sensitivity Analysis
In the remaining part of this section, we consider a specific grating as our sample.
This grating is assumed to be made of silicon on a silicon substrate and the medium
surrounding the the grating is air. We will assume the illumination wavelength to
be 633 nm for this chapter and the next. At this wavelength the complex refrac-
tive index of silicon is 3.882 − 𝑖0.019. Regarding sensitivity analysis simulations,
the derivatives in Eq. 2.5 are computed by finite differences where the size of the
grids has been fixed to 0.1 nm and the angular grid is 0.1 degrees. The incident
polarization is linear and can be 𝑥 or 𝑦, where we assume no polarizer at the output.

A typical nominal shape of the grating [ℎ𝑒𝑖𝑔ℎ𝑡, 𝑠𝑤𝑎,𝑚𝑖𝑑𝑐𝑑] = [150, 90, 0.5]
(in nm, degree and fraction of pitch), is chosen without any special consideration
for which we first analyze the sensitivity variation with pitch assuming that the
𝑏𝑖𝑎𝑠 is known. Later we remove this restriction. The ℎ𝑒𝑖𝑔ℎ𝑡 is chosen in the
range as normally used in scatterometric measurements and 90 degree 𝑠𝑤𝑎 is most
commonly used for binary gratings. As the pitch is varying, the𝑚𝑖𝑑𝑐𝑑 is kept scaled
to half of the pitch so that as the pitch decreases the grating profile is not becoming
very small, and the incident field can still ‘see’ the refractive index variation. The
𝑏𝑖𝑎𝑠 is kept at zero, i.e., the optical axis divides the profile symmetrically (Fig. 2.1).
The specific choice of 𝑏𝑖𝑎𝑠 does influence the sensitivity when no scanning is done
but this influence becomes almost non-existent with sufficient scanning, as is shown
later. The results were calculated using RCWA (chapter 1.2) with the number of
Fourier modes retained are 30 (positive and negative), which has been tested to
give sufficient convergence in the the range of 𝐹 as mentioned earlier for silicon
grating with 633 nm illumination and for both 𝑠 and 𝑝 polarization.

2.4.1. Sensitivity Gain in Coherent Fourier Scatterometry
Fig. 2.2 shows the results for 𝑐𝑠𝑔 for height with no polarizer at the output and the
input is 𝑥-polarized (part A) or 𝑦-polarized (part B) for a numerical aperture of 0.4.
The red line shows 𝑐𝑠𝑔 for no-scan (𝜁 = 1) and the blue line is for minimal scan
(𝜁 = 2) of two scanning positions. As expected, 𝑐𝑠𝑔 starts to vary for 𝐹 ≤ 2. For
no scan it oscillates till 𝐹 is greater than 1, and starts to show a steady increase
with smaller 𝐹. More than one scanning position increases the stability and the gain
stays always above unity. Thus we may conclude that CFS is more sensitive than
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for incident beam polarization (in A : left) and (in B : right) with no polarizer at the output. The
is 0.4.

IFS when scanning is employed. However, the gain may be made larger and more
stable with more scanning, which is the next step to investigate.

Fig. 2.3 shows how the 𝑐𝑠𝑔 for height is improved upon addition of more scans
and how this improvement is dependent on the polarization of the incident wave.
Clearly, addition of more scans improve the 𝒄𝒔𝒈 although naturally there is an
optimum number of scanning beyond which the gain is marginal. This number
depends on the overlap parameter 𝐹 through the number of interfering waves. The
number of optimum scanning positions increases when more orders overlap, i.e.,
when 𝐹 decreases. This effect is more clearly visible for relatively larger 𝑁𝐴. Here
a comparison between 𝜁 = 3 and 𝜁 = 7 reveals this effective optimum number to
be 𝜁 = 3, or in other words, 4 scans. Also in this example the effect of scanning
seems to have a more dominant effect when the incident light is polarized along 𝑥.

To show whether these conclusions are true for larger 𝑁𝐴, which is normally
used for practical scatterometry applications, the relevant plot of 𝑐𝑠𝑔 for height is
shown in Fig. 2.4 for 𝑁𝐴 = 0.9. The basic nature of the plot is similar to the previous
results involving smaller 𝑁𝐴. With the larger 𝑁𝐴, it can be noted that the optimum
number of scans is changed from 4 (𝜁 = 3) to 6 (𝜁 = 4), which is clearly visible for
𝑦-polarization when 𝐹 decreases below 1 and the second order comes inside the
aperture. This effect is less for 𝑥-polarization possibly due to smaller change in the
far field for this case. The behavior of other two shape parameters, namely 𝑠𝑤𝑎
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Note the change in the number of optimum scan positions, more apparent for input polarization , as
becomes less than 1 and the second order is captured. The is 0.9.

Table 2.1: Optimum scanning positions in CFS

Range of 𝐹 No. of overlapping Orders Optimum independent Scanning
Positions (2𝜁 − 2)

𝐹 > 2 None No scanning needed
2 > 𝐹 ≥ 1 2 (zeroth and first) 3 (𝜁 = 3)
1 > 𝐹 ≥ 0.67 3 (zeroth, first and second) 6 (𝜁 = 4)

and 𝑚𝑖𝑑𝑐𝑑, can also be seen to be of similar nature. To avoid repetition we show
only the results for no-scan and 𝜁 = 3, in top row of Fig. 2.5 for 𝑚𝑖𝑑𝑐𝑑 and bottom
row of Fig. 2.5 for 𝑠𝑤𝑎. A quick reference of optimum scan positions with overlap
parameter 𝐹 is given in table 2.1.

Table 2.1 can be explained drawing an analogy between CFS and phase-shifting-
interferometry. When there are two orders superposing, it requires at least three
phase-shifts for complete knowledge of interfering fields. This happens when 2 >
𝐹 ≥ 1. By the same logic the number of required scanning positions required
increases to 6 as 𝐹 decreases below 1 and the second order is captured, resulting
in three-wave-interference in each pixel. Recalling that according to our convention
of numbering scanning positions, one can only have even number of independent
scans (2𝜁 − 2) for a given 𝜁. Thus, when we need only 3 scanning positions, we
need to set 𝜁 = 3. This problem can be overcome by numbering scanning positions
differently, which is done in Chapter 3.

Let us now show with an example how the parameter 𝑏𝑖𝑎𝑠, or the physical
positioning of the grating under the spot, plays a role in uncertainty of another
parameter. This is to justify the simplification of the parameter vector we made
earlier about the fact that 𝑏𝑖𝑎𝑠 is almost uncorrelated with other parameters. In
Fig. 2.6 we show the 3-sigma uncertainty per pixel, as defined in Eq. 2.6, of ℎ𝑒𝑖𝑔ℎ𝑡
with no-scan and 𝜁 = 3 with different values of 𝑏𝑖𝑎𝑠. The example is for incident
beam polarization 𝑥. The behavior of 𝑦-polarized incident beam is similar and not
repeated. We assumed the standard deviation of the noise to be independent of
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Figure 2.5: Top Row : for is plotted for no-scan (red) and (green) for incident beam
polarization (in A : left) and (in B : right) with no polarizer at the output. Bottom Row: for
is plotted for no-scan (red) and (green) for incident beam polarization (in C : left) and (in D :
right) also with no polarizer at the output. The is 0.9.

pixel position having a value of 𝜎 = 1×10 [7]. This level of noise is standard
in IFS if some noise reduction image processing is done on experimental data. This
gives an uncertainty in height of about 0.2 nm with scanning. From the values
of the uncertainties in both plots it can be seen that the uncertainties are signifi-
cantly lowered and stabilized with scanning. This means that exact positioning of
the sample is not important if sufficient scanning is done and a possible choice of
𝐹 can be made without considering effects due to specific position of the grating.
Conversely, it indicates sufficient scanning results in small correlation between 𝑏𝑖𝑎𝑠
with shape parameters and an independent determination of 𝑏𝑖𝑎𝑠 may be possible
without retrieval of shape parameters. This justifies our simplification of the pa-
rameter vector at the end of section 2.2. This results also show how scanning can
lead to a stable behavior of the system.

2.4.2. Retrieval of 𝑏𝑖𝑎𝑠 : CFS for grating nano-positioning
After establishing the gain in sensitivity in CFS compared to IFS the next step would
be to extend the usefulness of CFS to take into account the additional parameter
𝑏𝑖𝑎𝑠 defining the position of the sample with respect to optical axis of the system.

There is a difference to determine the uncertainty of the 𝑏𝑖𝑎𝑠 than the uncer-
tainty of shape parameters. Since zeroth order is invariant towards any change in
bias (𝑚 = 0 in Eq. 2.1), the number of pixels whose intensity is dependent on 𝑏𝑖𝑎𝑠
increases as the 𝐹 decreases, essentially being equal to the difference between the
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Figure 2.6: 3 sigma uncertainty per unit pixel with × for is plotted for no-scan
(in A : left) and (in B : right) for incident beam polarization with no polarizer at the output. In
each plot sensitivities of different values (0, 300 nm, 600 nm, and 900 nm) are shown in different
color. The is 0.9. Note the drop of uncertainty as the scanning is introduced.
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Figure 2.7: 3 sigma uncertainty per unit pixel with × for is plotted for no-scan
(red) and (green) for two input polarization and and no polarizer at the output. The top row
is for and the bottom row is for . The is 0.9.
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total number of pixels and the pixels containing only zeroth order. If this is called
𝑉 then Eq. 2.6 for 𝑏𝑖𝑎𝑠 becomes

Δ𝑏𝑖𝑎𝑠 = 3√(2𝑆 − 1)𝑉 𝐶 . (2.9)

Unlike 𝑉, 𝑉 is a function of 𝐹 and goes to zero for 𝐹 ≥ 2. As 𝐹 → 2 , these
contributing pixels will start to appear towards the edge of the aperture and are
prone to be noisy. For 𝑏𝑖𝑎𝑠 determination, thus, it is beneficial to keep 𝐹 smaller so
that sufficient samples exist with adequate SNR to allow for a faithful determination
of 𝑏𝑖𝑎𝑠. In the simulation we avoid this case by restricting ourselves to 𝐹 ≤ 1.7 so
that no error arises due to the sharp reduction in number of data points that arises
after this value of 𝐹. To obtain the uncertainties in 𝑏𝑖𝑎𝑠 we may plot it for various
scans. As shown in Fig. 2.7, the uncertainty ranges between 1 to 2 nm and is often
about 0.5 nm. This is for a noise standard deviation of 1 × 10 as mentioned
earlier. To be noted, due to small correlation of 𝑏𝑖𝑎𝑠 with other parameters, it can
be independently optimized with a reasonable a-priori knowledge of the grating
sample. We have taken two examples here at 𝑏𝑖𝑎𝑠 = 0 and at 𝑏𝑖𝑎𝑠 = 900𝑛𝑚.
Surprisingly, in 𝑏𝑖𝑎𝑠 = 0 case and 𝑦-polarization, no scan performs better than the
multiple scanning for a large range of values of 𝐹. This is probably coincidental
as it appears specifically for that 𝑏𝑖𝑎𝑠. Also, since 𝑏𝑖𝑎𝑠 is not a shape parameter
scanning may have a less dominant effect to reduce the uncertainty in this case.
Nonetheless, with this level of uncertainty for positioning, CFS seems to be a good
and convenient tool for nano-positioning. For the experimental implementation of
retrieval of 𝑏𝑖𝑎𝑠, one can refer to Ref. [8].

2.5. The cross-correlation between two parameters
In reconstruction of grating parameters from optical scatterometry data the most
important problem is optimization, which is quite prone to diverge even if the nom-
inal values are quite close to the real values. The reason behind this is the highly
ill-posed nature of grating parameter reconstruction, or in general, the ill-posedness
of inverse diffraction problems [4, 9]. The final convergence depends on many fac-
tors, to name a few - a good set of nominal values, low noise in measurements and
proper regularization of data. However, the speed of convergence and its accuracy
are largely influenced by two factors - large sensitivity of most parameters and small
correlation between maximum possible pairs of parameters. The final values are
selected with a proper trade-off between these two factors as it is highly unlikely
to have the best in both simultaneously. So far in this chapter we have discussed
about sensitivity of individual parameters and in this section we will discuss about
the cross-correlation of parameters.

The normalized cross-correlation can be obtained with little effort from the
knowledge of covariance matrix 𝑪 from Eq. 2.5, and it is given by Ref. [2]

𝑪 = (1 ∘ 𝑪) 𝑪 (1 ∘ 𝑪) , (2.10)

where, ∘ denotes the Hadamard Product.



2.6. Conclusion

2

29

swa-midcd
swa-height

midcd-height

1

0

0.2

0.4

0.6

0.8

1

F F

N
O

R
M

A
L

IZ
E

D
 C

R
O

S
S

-C
O

R
R

E
L

A
T

IO
N

B
E

T
W

E
E

N
 P

A
R

A
M

E
T

E
R

S

N
O

R
M

A
L

IZ
E

D
 C

R
O

S
S

-C
O

R
R

E
L

A
T

IO
N

B
E

T
W

E
E

N
 P

A
R

A
M

E
T

E
R

S

A : ζ = 1 B : ζ = 3 

1.41.2 1.6 1.8

-0.2

-0.4

-0.6

-0.8

-1
1 1.41.2 1.6 1.8

0

0.2

0.4

0.6

0.8

1

-0.2

-0.4

-0.6

-0.8

-1

swa-midcd
swa-height

midcd-height

Figure 2.8: Variation of normalized cross-correlation of pairs of shape parameters with . In the left
side (A) the cross-correlations are plotted for no-scan, while on the right side (B) they are plotted for

. A reduction of peak-to-valley variation of cross-correlations are seen. The plots are for incident
-polarized beam and no polarizer at output, with . .

Fig. 2.8 shows the normalized cross-correlation between ℎ𝑒𝑖𝑔ℎ𝑡, 𝑚𝑖𝑑𝑐𝑑 and
𝑠𝑤𝑎 for range 1 ≤ 𝐹 ≤ 1.9. Again we do not consider 𝑏𝑖𝑎𝑠 as a parameter for
these plots for the same reason as was discussed before. The plot in the left is
for no-scan, whereas, the plot in the right is for sufficient scanning in the range
of F (𝜁 = 3). We can readily note the stabilization of cross-correlation terms with
scanning, the difference between the maximum and minimum values for cross-
correlation between swa-midcd and swa-height is decreased almost by half. This,
unfortunately, has some negative practical consequence since the average cross-
correlation becomes non-zero. On the other hand, this shows that the parameters
are indeed physically correlated.

An important point to note is the fact that in some cases, cross-correlations
change sign. This gives the so-called ‘zero cross-correlation gratings’ for which two
parameters are uncorrelated. This happens in several places in Fig. 2.8, especially
in the case of no-scan. Interestingly, for no-scan at 𝐹 ≈ 1.68, where we have a
situation where 𝑠𝑤𝑎 is practically uncorrelated with ℎ𝑒𝑖𝑔ℎ𝑡 and 𝑚𝑖𝑑𝑐𝑑, since both
cross-correlation terms with 𝑠𝑤𝑎 are close to zero. Although interesting, it is not
recommended to obtain CFS data without scanning, as we have already discussed.
There are also cases when 𝑠𝑤𝑎 − 𝑚𝑖𝑑𝑐𝑑 correlation goes to zero for sufficiently
scanned data, which may be a better set of nominal values to use.

We must also take the parameter sensitivity values before making a decision to
take the ’zero cross-correlation gratings’ as nominal values, since it may happen that
the parameter sensitivities for that grating is so low that the practical advantage
from small cross-correlation becomes negligible.

2.6. Conclusion
In this chapter we discussed on the benefits of CFS compared to IFS, with an
emphasis on scanning in CFS. More specifically, through rigorous sensitivity analysis
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we showed how scanning can lead to larger sensitivity in determination of shape
parameters. This fact remains true for different numerical aperture of the objective
of which we showed only two examples here, a smaller 𝑁𝐴 of 0.4 and a larger 𝑁𝐴
of 0.9. We found that given a value of the overlap parameter 𝐹, there exists an
optimum number of scan positions. This number can be directly related to phase
shifting interferometry if we consider the scanning to be an operation similar to
phase-shifting of reference waves.

Another important message from this chapter is that with sufficient scanning it
is possible to reduce the correlation of bias and shape parameters. This has two
advantages, firstly, the choice of specific value of overlap parameter 𝐹 for which
all the shape parameters have sufficiently high sensitivity can be made regardless
of the specific 𝑏𝑖𝑎𝑠 of the grating; and secondly, an independent determination
of 𝑏𝑖𝑎𝑠 should be possible when shape parameters are not of interest. Both of
these are desirable to make CFS a flexible tool for two different application, grating
nano-positioning and CD meterology. Thereafter, we showed that positioning of
the grating with respect to axis of the optical system can be achieved to an accu-
racy of fraction of nanometers in CFS under standard practical conditions of optical
nano-metrology. With a standard deviation of noise 𝜎 = 1 × 10 , which is
normally obtained without strict noise control, a positional uncertainty of 5 nm and
height uncertainty of 2 nm is predicted to be possible in CFS. Finally, we discussed
about cross-correlation of parameters, and showed how they can be stabilized with
sufficient scanning, with few examples showing ‘zero-cross correlation gratings’.
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3
CFS for Nano-metrology :
Interferometric Coherent

Fourier Scatterometry

It is clearly granted by Newton, that there are undulations,
yet he denies that they constitute light; but it is shown in
the first three Corollaries and the last proposition, that in

all cases the increase or diminution of light are referable to
an increase or diminution of such undulations, and that all the
affections to which the undulations will be liable, are distinctly

visible in the phenomena of light; it may be therefore very logically
inferred, that the undulations are light.

Thomas Young on Newton’s corpuscular theory of light [3]

Parts of this chapter have been published in J. Opt. 324, 289 (2013) [1], except for section 3.4, which
is published in Proceedings of Fringe, 2013; pp. 43-48 [2].
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3. CFS for Nano-metrology : Interferometric Coherent Fourier

Scatterometry

3.1. Introduction
From the previous chapter, we learned that in CFS the overlapping orders interfere
and the measured total intensity depends on the phase difference between them.
As has been shown in [4], the intensities and phase differences of the overlapping
orders can be retrieved by scanning the focused spot over the period of the grating.
This makes CFS similar to a common path interferometer. The information about the
overlapping orders can be retrieved in CFS provided the pitch is large enough. Since
this is lacking in IFS, the sensitivity for grating shape parameters is considerably
higher in CFS. However, if the pitch is so small that reflected orders higher than
the zeroth order can not be captured by the objective, there is no difference in
sensitivity between the coherent and incoherent versions of Fourier scatterometry.
In this chapter, we show a way to overcome this problem. The rest of this chapter
contains only theoretical discussion; the experimental verification of these concepts
has been submitted very recently1 [5].

Other than using scanning to get benefitted from using the phase information
implicit in superposition of overlapping orders, there is also another area to improve
CFS. In original CFS, which we discussed so far, information (implicit or explicit)
about phases of individual scattered waves with respect to the incident wave is
not available. The available phase information is only about the phase differences
between them. If this information would also be available, even higher sensitivity
is expected.

One conceivable way to solve both of these issues is by letting the outgoing
wave interfere with a reference beam [6]. We shall refer to the combination of CFS
with phase-shifting-interferometry as Interferometric Coherent Fourier Scatterom-
etry (ICFS), to distinguish it from the original version of CFS.

With these motivations, the purpose of this chapter is to investigate by simu-
lations the gain in sensitivity that can be expected with ICFS. The intensities and
phase differences of overlapping orders are again obtained by scanning the spot,
just as in conventional CFS, whereas the phases of the total scattered field is ob-
tained by interfering the outgoing beam with a reference beam. The latter can
always be done independent of the value of the pitch, hence in contrast with CFS,
ICFS should always give a higher sensitivity compared to IFS, even for very small
pitch (𝐹 > 2). Two orthogonal polarizations, 𝑥 and 𝑦, as defined and used be-
fore, are again chosen for the incident and outgoing beam. To ensure maximum
contrast, the polarization of the reference beam is chosen parallel to that of the
outgoing beam. As will be shown in this chapter, with ICFS the complete complex
scattering matrices can be determined for all reflected orders and all incident waves
inside the numerical aperture of the objective. Hence, for given NA, with ICFS the
maximum possible information about the scattered far field (i.e., the intensities and
phases for all combinations of incident and outgoing polarization states) is available
to reconstruct the grating parameters. Interestingly, we will show that by adding
interferometry, the minimum number of scanning positions that is needed to re-
trieve the overlapping orders is less than the required minimum scanning positions

1One can have a look at section 8.1 for possible outlooks regarding this
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under similar conditions in the conventional CFS.
Recently, extension of CFS with white light interferometry has been reported [7],

where, a polychromatic source has been used to produce a reference wave that
interferes with the scattered wave from the sample. However, interference with
a monochromatic source should lead us closer to determining the full scattering
matrix ([8, 9]) of the system, and so, towards maximum sensitivity to solve the
ill-posed inverse grating problem. Also, it should allow us to limit the size of the
data, thereby helping to achieve faster optimization.

At this point, the Coherent Goniometric scatterometry (CGS), mentioned in sec-
tion 1.1, can be introduced in slightly more detail. Schematically illustrated in part
A of Fig. 3.1, in goniometric scatterometry, plane waves corresponding to a specific
of set of incident angles interact with the grating one at a time and the intensities
of the reflected orders are measured. It can be done for all combinations of polar-
izations in the incident and outgoing beams. Being very well known, this technique
gives us a good standard to compare ICFS with. Moreover, if this technique is
extended by interferometry with a reference beam, the full information about the
complex scattering matrix can also be retrieved as in ICFS. One may thus expect
that the sensitivity for the grating parameters of Interferometric Coherent Gonio-
metric Scatterometry (ICGS) must be the same as ICFS. Interestingly, as we will
show later, the sensitivity of ICFS is larger if the pitch of the grating is large (𝐹 ≤ 2),
but the same for smaller pitch (𝐹 > 2).

This chapter is organized as follows, in section 3.2 we describe the model for CFS
and ICFS. In section 3.3 we present the results of simulations and we discuss the
sensitivity gain that can be obtained with ICFS. Then we discuss a special variation of
CFS/ICFS, in which we consider only part of the data which produces a considerable
gain in computation time without significant loss in parameter sensitivity. The final
section, section 3.5, contains the conclusions.

3.2. Modeling of the Coherent Fourier Scatterometry
Let us first recall quickly how the data is captured in CFS. The focused spot can be
expanded into plane waves that are incident on the grating. The sine of the angle of
incidence of these plane waves with the 𝑧-axis must be smaller than the 𝑁𝐴 of the
focusing objective. The interaction of an incident plane wave with the grating leads
to diffracted orders. The propagating reflected orders of which the sine of the angle
with the the 𝑧-axis (normal of the grating) is smaller than the 𝑁𝐴, are captured by
the objective and detected by a camera conjugate with the objective exit pupil.
This way, every plane wave whose angle of incidence or angle of reflection with the
normal of the grating is within the 𝑁𝐴 of the objective corresponds to a point in the
pupil of the objective, respectively in the entrance and in the exit pupil.

From the discussion of previous chapter, if overlap parameter 1 < 𝐹 ≤ 2; then
the +1,−1 and 0th order are captured by the objective. Consequently, for some
directions of the reflected beam, the total complex amplitude is the sum of a field
that is the 0th reflected order of some incident wave and a field that is the +1th
reflected order of another incident wave. Let us assume the number of outgoing
orders which overlap is 𝑁. As long as 𝐹 > 1, the −1th and +1th reflected orders
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(A)

(C)

(B)

Figure 3.1: The schematics of CGS and CFS for an one dimensional grating. Like before, the co-ordinate
system is such that is the direction of periodicity of the grating. Two different orthogonal polarizations
are shown in different colors, red and blue. In top left (A), simple schematics of CGS is shown. Each
time a plane wave with a specific incident angle is incident on the grating, and the outgoing orders are
collected. Each outgoing plane wave(s) can be made to interact with a reference beam to store the
interference pattern, which will contain all the phase information, and this scheme, although maybe
too slow to be realized in practice, is called ICGS. In top right (B), the a schematic diagram for CFS
is presented. In bottom row (C) a block diagram of a CFS system is illustrated. Here we look at
one outgoing direction in the pupil plane in which several incident ’red’ or ’blue’ waves can contribute
depending on the pitch of the grating. When practically realized, (red,blue) can be seen as ( and ) in
Coherent Goniometric Scatterometry and ( , ) in CFS.

never overlap, hence for 1 < 𝐹 ≤ 2 we have 𝑁 = 2, even though the total number
of outgoing orders captured by the objective is 3 (visual examples are situations in
bottom row of Fig. 1.4). As an example of the superposition for 𝑁 = 2, we redraw
part (B) of the Fig. 2.1 with more detail here in (A) of Fig. 3.2. The contributing
orders are zeroth from 𝑄 and the first from 𝑄 , which appear in pupil point 𝑄
corresponding to outgoing wave vector 𝒌 . In part (B) of the same figure the
relation between the basis (𝜉, 𝜂) and (𝑠, 𝑝) is shown in terms of azimuth angle 𝜑.

As mentioned in Chapter 2.6, we also slightly change the convention of num-
bering scanning position 𝜁 in this chapter. This is explained in Fig. 3.3. Now scans
are numbered from 𝜁 = (0, 1, ...𝜁 − 1) and spans from 𝑏𝑖𝑎𝑠 = 0 axis to 𝑏𝑖𝑎𝑠 = Λ
axis. With this new convention, it will be easier to differentiate between scanning
and phase-shifting (introduced later in this chapter). The basic physical definition
stays of scanning stays the same.
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Figure 3.2: In left A: A pixel in the pupil corresponding to scattered transverse wavevector 𝒌
is contributed by the waves from direction 𝒌 (corresponding pixel ) and 𝒌 𝒈 (corresponding
pixel ), respectively through the superposition of their zeroth and first order. Here 𝒈 is the grating
vector, assumed to have only -component. In right B: shows the polarization transformation matrix
as shown in Eq. 3.1. The azimuthal ( ) and incidence ( ) angles are given by tan ( / ) and

sin √ . Therefore, the polar coordinates ( , ) is essentially (sin , ). Precisely, the
rotation matrix transforms - to the polar basis , , which are related to and polarization by unit
matrix. Given the and components and the angles , ; one has sufficient information to define the
incident wave. Here, we do not consider any anisotropy of the objective.

As the number of superposing orders are determined by 𝐹, the minimum number
of scanning positions (𝜁 ) needed to obtain maximum sensitivity can be deter-
mined from table 2.1. With the new convention of numbering scanning positions,
we can have odd numbered scans which was not possible with previous notation
as it allowed only even numbered scans. From the table 2.1, 𝜁 = 1 if 𝐹 > 2,
𝜁 = 3 in the range 1 < 𝐹 ≤ 2, 𝜁 = 6 in the range 0.67 < 𝐹 ≤ 1.

To simulate CFS for an objective of given 𝑁𝐴, we express the incident wave
vector in the (�̂�, �̂�)-basis. The incident field in a given point 𝑄 of the pupil having
pupil coordinates (𝜉, 𝜂), is related to a unique plane wave incident on the grating
with wave vector 𝒌 . It’s projection on the (𝑥, 𝑦)-plane is given by (see chapter 1.2
and in part B of Fig. 3.2) :

𝒌 , = −𝑛𝑘 (𝜉�̂� + 𝜂�̂�). (3.1)

Here, 𝑛 is the refractive index of the incident medium. Since the 𝑧-component
of the wave vector is fixed once 𝒌 , is specified, 𝒌 , can be thought of as an
unique direction. Each wave vector of the field scattered by the grating is similarly
related to a particular pupil point as in (3.1). For example, in (A) of Fig. 3.2, for
𝑄 : 𝜉, 𝜂 > 0; for 𝑄 : 𝜉 < 0, 𝜂 > 0 and for 𝑄 : 𝜉, 𝜂 < 0.
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Figure 3.3: For convenience, we redefine how the scanning positions are numbered use a different
convention than chapter 2 for this chapter. Now scans are numbered from ( , , ... ) and
spans from axis to axis (instead of numbered from to and spanning across

axis symmetrically). As before, the grating vector has only -component, scan is done along
-axis and th scanning position denotes a shift of from origin where is the scanning step size.

Now suppose that the 𝑚th reflected order with 𝑀 ≤ 𝑚 ≤ 𝑀 contribute to the
total outgoing wave with transverse wave vector 𝒌 , corresponding to pupil point
𝑄. Here 𝑀 and 𝑀 are the largest and the smallest number orders, respectively,
which can be captured by the optical system and contribute to the total field of this
reflected wave, (i.e., we have 𝑁 = |𝑀 | + 𝑀 + 1, with 𝑁 as introduced earlier)2.

According to Flouquet’s theorem, the transverse components of the incident
wave vector 𝒌 , whose 𝑚th reflected order is in the direction of 𝒌 satisfy:

𝒌 , = 𝒌 , , +𝑚𝒈. (3.2)

We must keep in mind that when expressed in terms of 𝜉 and 𝜂, the scattered
and incident wave vectors will have components with opposite signs, in accordance
with the laws of vector addition. Also, as was introduced in Eq. 2.1 and illustrated
in Fig. 3.2, 𝒈 is the grating vector, which, for our one dimensional grating is given
by (Fig. 3.1):

𝒈 = 2𝜋
Λ �̂�. (3.3)

With this, we can write the total complex reflected field 𝒃 in the pupil point 𝑄

2From chapter 1.2, we know the maximum number of orders to be considered for the RCWA to converge
as , which is different and always larger than
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as3

𝒃(𝒌 ) =
(𝒌 , )

∑
(𝒌 , )

𝑹 (𝒌 , )𝒂(𝒌 , ). (3.4)

Here 𝑹 (𝒌 , ) is the 2×2 matrix giving 𝑚th order complex diffraction ampli-
tudes in reflection, for a wave with complex amplitude 𝒂(𝒌 , ) incident from the
direction with transverse projection 𝒌 ,

4. Note that the reflection matrix in (3.4)
relates fields in the objective pupil, i.e. 𝒃 and 𝒂 are both fields in the pupil. The
reason for this is that the polarizer of the incident field is in the entrance pupil of
the objective before focusing and the analyzer of the outgoing beam is in the exit
pupil after collimation. The incident field 𝒂 in the pupil can be measured (amplitude
and phase) by a wavefront sensor and can be expressed as a complex vector field
dependent on pupil co-ordinates (𝜉, 𝜂). Given the incident wave vector 𝒌 , , the
matrix 𝑹 is dependent on the shape of the grating, and so, is of central interest
to us. We can write the reflection matrix for an linearly polarized incident beam as,

𝑹 , (𝒌 , ) = (
𝑟 (𝒌 , ) 𝑟 (𝒌 , )
𝑟 (𝒌 , ) 𝑟 (𝒌 , )

) exp(𝑖𝑚𝑔Δ𝑥), (3.5)

where, for example, superscript 𝑥𝑦 denotes polarization scheme 𝑥 in the outgoing
field and 𝑦 in incident field, etc5. The overall phase factor, which forms the basis
of scanning, appears due to shift of the grating by Δ𝑥 (measured from the z-axis
to the center of the pitch when the grating is in a specific scanning position) along
the x-axis.

A general conically incident incoming wave with azimuthal angle 𝜑 and incidence
angle 𝜃 (part B of Fig. 3.2) can be split in 𝑠 and 𝑝 polarized components (with
respect to the plane of incidence), rigorously solved for interaction with grating and
the output field can be similarly expanded. The commonly used reflection matrix
for the interaction of a plane wave with a grating gives the reflection coefficients
of the outgoing orders with respect to this 𝑠 and 𝑝 basis. To distinguish it from the
matrix defined above, will denote this matrix for order 𝑚 by 𝑹 . Its relation with
𝑹 , is (see [4] for details):

𝑹 , = 𝑓𝑎𝑐(𝜃, 𝜃 )𝜴(𝜑)𝑹 𝜴 (𝜑 ) exp(𝑖𝑚𝑔Δ𝑥). (3.6)

Here Ω(𝜑 ) is a rotation matrix that relates the incident field in pupil point 𝑄
with polar coordinates (𝜌 , 𝜑 ) of the objective from the 𝑥, 𝑦 basis to the 𝑠, 𝑝 basis.
This intermediate basis (𝜌, 𝜑) is illustrated in part B in Fig. 3.2. Thus, the pupil point
3In other chapters we have referred to the incident and outgoing (reflected) fields as 𝑨 and 𝑨 , respec-
tively. However, to simplify the equations in this chapter, we designate two different letters 𝒂 and 𝒃
to represent the incident and outgoing fields. We go back to the normal notations, 𝑨 and 𝑨 , in other
chapters.
4For simplifying the notations, we drop from now on in this chapter and by 𝒌, we will mean that
transverse components of wave vector automatically, unless explicitly specified
5The , when inside exponent, has the traditional meaning of imaginary number. The incident field is
denoted by an in the superscript.
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𝑄 corresponds to the incident wave vector 𝒌 , whose𝑚th reflected order is in the
direction of the outgoing wave vector 𝒌 , which, in turn, corresponds to pupil point
𝑄 with coordinates (𝜌, 𝜑). The reflection matrix 𝑹 gives the reflected 𝑚th order
on the 𝑠 and 𝑝-basis. The rotation matrix Ω(𝜑) transfers the 𝑠 and 𝑝 components
of the 𝑚th reflected order back to the 𝑥, 𝑦 basis (see B of Fig. 3.2). Thus, 𝑹 ,
can be assumed to operate on the basis of 𝑥, 𝑦 only. The scalar factor 𝑓𝑎𝑐(𝜃, 𝜃 )
is necessary for conservation of the energy flux6 [10].

Going back to Eq. 3.5, for each direction of scattering, the whole reflection
process can be expressed by a set of 𝑁 complex 2 × 2 matrices. Obtaining sufficient
information to determine this scattering matrices is our main interest. Let us assume
for simplicity that in an experiment with the 𝜇-𝜈 polarization scheme (𝜇 or 𝜈 each
can be either 𝑥 or 𝑦) only the zeroth and the first orders (positive and negative) are
captured but the positive and negative first orders do not overlap. This being the
situation for which 1 < 𝐹 ≤ 2. This is also the case shown in part A of Fig. 3.2. The
total complex amplitude of the outgoing wave in the direction of 𝒌 is then given
by:

𝑏 (𝒌 ) = 𝑟 (𝒌 )𝑎 (𝒌 )
+𝑟 (𝒌 − 𝒈)𝑎 (𝒌 − 𝒈) exp(𝑖𝑚𝑔Δ𝑥), (3.7)

where, Eq. 3.2 has been used to express the incident wave vectors in terms of
the outgoing scattered wave vector. By symmetry, a similar expression will hold
for superposition of the zeroth and the negative first order. The positive and the
negative first orders do not superpose unless 𝐹 < 1. Thus we can consider only one
of the superpositions, namely, Eq. 3.7, and the analysis for the other superposition
will be identical. The intensity in the pupil plane is

|𝑏 (𝒌 )| = |𝑟 (𝒌 )𝑎 (𝒌 )| + |𝑟 (𝒌 − 𝒈)𝑎 (𝒌 − 𝒈)|
+2|𝑟 (𝒌 )𝑎 (𝒌 )||𝑟 (𝒌 − 𝒈)𝑎 (𝒌 − 𝒈)|
× cos[(arg 𝑟 (𝒌 ) − arg 𝑟 (𝒌 − 𝒈) +
arg𝑎 (𝒌 ) − arg𝑎 (𝒌 − 𝒈) − 𝑔Δ𝑥)], (3.8)

where, arg(𝑟 ) is the phase of the 𝜇-th component of 𝑚-th order originating from
𝜈-th component of the incident field. Similarly, and arg(𝑎 ) is the phase of the 𝜈-th
component of the incident field at the entrance pupil. The latter can be kept as
an reference to be used if explicit phase evaluation from Eq. 3.7 is required. If we
assume that the incident field is faithfully measured, for example, by a wavefront
sensor, so that the vector 𝒂 is known for all incident waves in the pupil, then Eq. 3.8
can be regarded as an equation with three unknowns, namely the moduli |𝑟 (𝒌 )|
and |𝑟 (𝒌 −𝒈)| and the phase difference arg 𝑟 (𝒌 )− arg 𝑟 (𝒌 −𝒈). Follow-
ing standard algorithms of phase shifting interferometry, we require at least three
scanning positions for obtaining all the unknowns in Eq. 3.8. This can be done by
changing Δ𝑥 and repeating the measurements. This argument can be extended
6This is the ratio of square roots of cosines of incidence and scattered angle, and is unity when they are
equal (zeroth order).
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when more orders overlap, by stating that we need at least 2𝑁 − 1 scan positions
for 𝑁 overlapping orders. Anyway, only the phase difference between overlapping
reflected orders, i.e. arg 𝑟 (𝒌 ) − arg 𝑟 (𝒌 − 𝒈), can be calculated.

This shows why scanning is not sufficient for determining the individual phase
of the orders, and to obtain this, interference with a reference wave is necessary.
As a consequence there will be an unavoidable increase in the amount of data. This
combined technique, which we refer to as ICFS, will contain 4𝑉𝜁 𝜄 data ele-
ments, where 𝜄 is the required number of steps of phase-shifting-interferometry
and 𝜁 is the minimum scanning positions (which may be different from 𝜁 of
CFS). Both of these are determined in the remaining part of his chapter.

Now et us assume that the reflected field 𝑏 is made to interfere with another
completely known reference wave 𝑎 polarized along 𝝁, the polarization direction
of the outgoing wave. The complex amplitude becomes

𝑎 + 𝑏 (𝒌 ) = 𝑟 (𝒌 )𝑎 (𝒌 ) + 𝑎
+𝑟 (𝒌 − 𝒈)𝑎 (𝒌 − 𝒈) exp(𝑖𝑔Δ𝑥). (3.9)

For simplicity, from now on let us assume that both the incident and the refer-
ence wave are perfectly planar. This does not change the general outcomes. Also,
for simplicity of notation, let us drop the transverse wave vector 𝒌 in 𝑏 (𝒌 ) from
now on. From Eq. 3.9, the interference is now a three wave one, and the intensity
can be written as

𝐼 , = |𝑏 + 𝑎 , |
= |𝑏 | + |𝑎 , |

+2|𝑏 ||𝑎 , | cos[(arg 𝑏 − arg𝑎 , )],
(3.10)

where, arg 𝑎 , is the phase of 𝜄th step of the reference wave polarized along
𝜇, with 𝜄 = (0, 1, ..., 𝜄 − 1) and the scan positions are numbered by the index
𝜁 = (0, 1, ..., 𝜁 − 1). Physically, 𝐼 , implies, following the notation for scanning
and phase steps as introduced before, the intensity for the 𝜄th phase step measured
at the 𝜁 th scanning position.

To understand the minimum number of frames required for one specific polar-
ization scheme, it may be noted from Eq. 3.9 that the first and the zeroth order
complex reflection amplitudes add up to the complex number 𝑏 in Eq. 3.7. The
latter complex number as a whole is derivable from phase-shifting-interferometry
with a reference wave by taking at least 3 scanning positions (𝜄 = 3). However,
to solve a system of equations as in Eq. 3.7, we need two more measurements, i.e.
two scan positions (𝜁 = 2), since this complex number contains two indepen-
dent complex numbers in it, namely 𝑟 (𝒌 ) and 𝑟 (𝒌 − 𝒈). Thus, the minimum
number of frames required for measurement of one specific polarization scheme
in ICFS is six, employing a three-step phase shifting interferometry each with two
scanning positions, (𝜄 = 3; 𝜁 = 2).
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This argument can easily be extended when more orders are overlapping (𝐹 <
1). For example, if three orders are overlapping, 𝑏 will contain three independent
complex numbers, and we will need nine measurements (𝜄 = 3; 𝜁 = 3).
Successive overlapping orders will increase 𝜁 by one each. An interesting remark
can be made here by noting that ICFS, i.e., CFS with interference with a reference
wave leads to a smaller minimum number of scanning positions than the CFS setup
without interferometry with the reference wave.

Together, all the interferometric and scanning frames are considered as one set
of intensity data, a scatter-interferometry super-frame can be constructed. After
this super-frame is defined, standard sensitivity analysis for scatterometry (as ex-
plained already in chapter 2.3) of the model with respect to the required shape
parameters can be done. Assuming a noise independent of pixel location and hav-
ing a normal distribution with unit standard deviation, the 3-sigma uncertainty per
pixel per unit noise standard deviation, Δ𝑎 , for the 𝑗th shape parameter is given
by Eq. 2.6

Δ𝑎 = 3√4𝑉𝜁 𝜄 𝐶 , (3.11)

where the only change is the fact that compared to CFS, 4𝑉𝜁 𝜄 now stands
for the number of pixels in an ICFS superframe. As per convention, we arrange the
shape parameters (Fig.2.1) in one vector 𝒂 = (𝑎 , 𝑎 , 𝑎 ) = (ℎ𝑒𝑖𝑔ℎ𝑡, 𝑠𝑤𝑎,𝑚𝑖𝑑𝑐𝑑)
and the 𝑗th component of that vector has uncertainty Δ𝑎 . Now we can define the
coherent sensitivity gain due to interferometry, 𝒄𝒔𝒈𝒊 as

𝑐𝑠𝑔𝑖 =
Δ𝑎 ,
Δ𝑎 ,

, (3.12)

where it is assumed that for scatterometry without interferometry sufficient scan-
ning is already done to obtain maximum possible sensitivity.

3.3. Results and discussion of Sensitivity Analysis
In this section, we consider example gratings of different pitches to evaluate the
sensitivity gain and to verify the assumptions made through numerical simulations
using RCWA [11, 12]. The independent variable is the overlap parameter which
can be varied from 𝐹 = 1 to some reasonable upper limit such that the case where
only the zeroth order is present is also considered. In the following simulations, we
set this upper limit as 𝐹 = 2.27. We set the simulation wavelength at 𝜆 = 633 nm
and assume a 𝑁𝐴 of 0.9, while the pitch is kept variable. The work cycle is fixed
at 0.5 so that midcd scales linearly with the pitch. In Table 3.1, we summarize the
simulation parameters.

In Fig. 3.4, the results for ICFS is shown. It is seen that 𝒄𝒈𝒔𝒊 > 1 for all values of
overlap parameter and for all parameters, proving the benefits of ICFS. Depending
on the specific value of the overlap parameter the gain, 𝒄𝒈𝒔𝒊, is seen to vary. This
7For . , certain input-output polarization combinations start to become insensitive to grating shape
variation which leads to large numerical error in finding the inverse of Hessian matrix 2.5
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Table 3.1: Simulation parameters summarized

Simulation Settings
Grating Type Binary Symmetric, Resist (1.5) on Silicon in air
Grating Shape 150nm (height) 90∘ (swa) 0.5 (midcd)
Overlap Parameter Settings 𝜆 = 633 nm 𝑁𝐴 = 0.9 variable Λ

indicates that for these given physical variables (wavelength, 𝑁𝐴, grating materials
etc.) some specific grating shapes have more sensitivities than the others. As was
expected, 𝑐𝑠𝑔𝑖 > 1 for all parameters even when there is only zeroth order (𝐹 > 2),
which shows the benefits of coherence without the need of the overlapping orders,
and so, without any theoretical lower bound of the value of the pitch. In practice,
we expect this gain in sensitivity to gradually decrease for very small pitch, for which
the information in the scattered field will be smaller than the noise level.

1 1.5 2
2.1

2.15

2.2

2.25

2.3

2.35

2.4

2.45

2.5

cs
g
i m

id
cd

1 1.5 2
4

5

6

7

8

9

10

cs
g
i h
e
ig
h
t

1 1.5 2
3

3.5

4

4.5

5

5.5

6

cs
g
i s
w
a

F FF

Figure 3.4: Gain in sensitivity of ICFS is compared to CFS, as 𝒄𝒔𝒈𝒊 as a function of overlap parameter
is plotted for (left), (center) and (right) in the range . . . Improvement
in sensitivity is seen for all cases.

It will be interesting to make a comparison of ICFS with CGS here. As mentioned
in section 3.1 and part A of Fig. 3.1, integration with interferometry can also be done
for this technique (Interferometric Coherent Goniometric Scatterometry (ICGS)),
and if we repeat the experiment for each of the incident waves in the 𝑁𝐴, we can
make a fair comparison with ICFS . As the scattered field of each incident plane wave
will have to be interfered with the reference beam separately, this process will be
very slow and have little practical importance. Nonetheless, the comparison with
ICFS will show some interesting features. Since normally CGS is done for planar
incidences (see Fig. 1.3 and Ref. [13]) only,a linear array along the x-axis (𝜂 = 0)
will be considered for the interferometric version of both methods. This comparison
is shown for 𝑚𝑖𝑑𝑐𝑑 in Fig.3.5. Here the sensitivities of ICFS is normalized with
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the ICGS for two cases, no scanning (𝜁 = 1) and with sufficient scanning8.
For 𝐹 > 2, we observe sensitivities of both methods are identical. To explain
this, firstly we note that all calculations for ICGS requires only 𝑹 mentioned in
Eq. 3.6. As 𝐹 > 2, only the zeroth order is captured (𝑓𝑎𝑐 = 1 in Eq. 3.6), and, the
sensitivities from both methods should be identical because the rotation matrices
in (3.6) cannot add any overall gain in sensitivity. This can be used as a check for
correctness in modeling both methods. For 𝐹 ≤ 2, without scan, the sensitivity of
ICFS is poorer than ICGS. However, the situation changes as scanning is performed
because then ICFS is seen to have more sensitivity. This seems surprising at first,
as both techniques must have same physical information. The explanation for this
observation can be found from the way in which this information is arranged in
intensity measurements of the two cases. To explain this, we expand Eq. 3.10,

𝐼 , (𝒌 ) = |𝑟 | + |𝑟 | + 1
+2|𝑟 | cos[(arg 𝑟 − arg𝑎 , )]
+2|𝑟 | cos[(arg 𝑟 + 𝑔Δ𝑥 − arg𝑎 , )]
+2|𝑟 ||𝑟 | cos[(arg 𝑟 − arg 𝑟 − 𝑔Δ𝑥)]. (3.13)

Here we have dropped the functional dependence of 𝑟 and 𝑟 on 𝒌 and
𝒌 − 𝒈, respectively, to make the equation compact assuming they are implied
implicitly. If we take the derivative of Eq. 3.10 with respect to any shape parameter,
a contribution of the last term is only available in ICFS. This term is independent
of the phase of the reference wave. Without scanning, this term can be seen as
an additional noise component with unpredictable contribution towards sensitivity,
while with scanning, this gives a gain in sensitivity by adding more information.
From the point of view of determination of the scattering matrices of the system,
ICGS is simpler, since there is no need to retrieve overlapping orders. However,
owing to the overlap, ICFS has superior sensitivity.

In Fig. 3.6 we test the remarks made after Eq. 3.10 about the values of 𝜄
and 𝜁 . We designate our scatter-interferometry super-frame by (𝜄 ; 𝜁 ).
For example, (0;4) will mean scatterometry without interferometry with 4 indepen-
dent scanning position, likewise, (3;12) implies scatterometry with 3-frame Phase-
Shifting-Interferometry and 12 scanning positions. If we notice the 3-sigma uncer-
tainty in𝑚𝑖𝑑𝑐𝑑 for two specific overlap parameters, then we can see for the specific
grating with 𝐹 = 1.59 (overlap between orders) the minimum is obtained for (3;2);
(3;12) and (4;4), whereas, for the case 𝐹 = 2.08, (only 0th order) there is no
change after (3;1). Thus it is seen that when there is overlap, (𝜄 ; 𝜁 ) = (3; 2)
is sufficient and for no overlap, (𝜄 ; 𝜁 ) = (3; 1) is sufficient9. If we compare
the (0;4) and (3;2), we can see the increase in sensitivity due to addition of inter-
ferometry is comparatively larger for 𝐹 > 2, about 3 times, than for 𝐹 ≤ 2 when
it is about 2 times. Finally, we may note that a measurement scheme of (3;2) for

8As Goniometric Scatterometry has no superposition, scanning is unnecessary.
9To be noted, (0;4) is sufficient for CFS, while (3;0) is sufficient for ICGS.
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Figure 3.5: Sensitivities of ICFS is compared with ICGS. Sensitivity in ICFS for midcd is normalized with
the sensitivity of ICGS and plotted as a function of the overlap parameter for the cases when scanning
is done (diamond) and not done (square). The results show that with scanning the sensitivities in ICFS
becomes better when . As , the sensitivities of both methods are same.

𝐹 > 2 and (3;0) for 𝐹 ≤ 2 should provide sufficient information to obtain scattering
matrices. For this reason, more intensity measurements did not lead to any gain in
sensitivity. This remark supports the assumptions made after Eq. 3.10.

3.4. Sectioning in CFS and ICFS
One way to view CFS is modeling the whole process as a simultaneous incidence
of a number of plane waves of different angles of incidence on the sample. It is
always possible to section a specific fan of rays from the objective exit pupil, which,
if properly chosen depending on the specific situation, often yields almost same
sensitivity as considering the whole of the pupil. In other words, for specific nominal
value of the grating, some parts of the pupil might be more sensitive than others.
Identifying them will have a significant positive impact on the speed of optimization.
In this section, we discuss about sectioning a part of CFS or ICFS superframe and
consider that as our complete data set. We refer to this as sectioned CFS/ICFS.

In the present context, we will restrict ourselves to the simple case of planar
sectioning, i.e., only the plane waves with planar incidences (𝜑 = 0) are consid-
ered. This reduces the number of plane waves in the exit pupil by a factor of 2/𝜋𝑏
where 𝑏 is the number of samples along the radius of the pupil. To be noted, pla-
nar sectioning also allows us to avoid computationally expensive conical incidence
solutions (part B of Fig. 1.3).

We consider two cases separately, where 1.01 ≤ 𝐹 ≤ 1.9 and 2.01 ≤ 𝐹 ≤ 2.9.
This allows us to consider cases with and without considering bias, respectively.
For each intervals, we consider 20 values. We simulate the grating with the same
nominal values as in section 3.3 and table 3.1. The results in table 3.2, with pixel
independent noise standard deviation of 𝜎 = 1 × 10 .

In table 3.2, we show the rms of the uncertainties over the full range of overlap
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Table 3.2: rms over of parameter Uncertainties per unit pixel for noise standard deviation of
×

ICFS Sectioned ICFS
swa (degree) 2.646 2.181
midcd (nm) 2.406 1.985
height (nm) 0.864 0.763

parameter 𝐹. It can be readily seen that the average uncertainties remain in the
same range for all parameters, and for 𝑚𝑖𝑑𝑐𝑑 and ℎ𝑒𝑖𝑔ℎ𝑡, it is actually better in
case of sectioned ICFS! This can appear to be strange at first thought, since it
may seem that the sensitivity of a part of the data cannot be better than the full
set. However, if we consider this is rms over 𝐹 for average uncertainties per unit
pixel, we can think of a situation where the average uncertainties per pixel along
the planar section can be lower than average uncertainties of the whole far-field.
Nonetheless, this is a special case which, according to our experience, is normally
valid for binary gratings and planar diffraction.

The gain in speed of simulating one complete set of data (one superframe)
of ICFS and sectioned ICFS is compared in Fig. 3.7. As was mentioned before,
planar sectioning also helps us to avoid computationally expensive conical incident
solutions, and so, the gain in computational time as shown here might be slightly
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overestimated for a general case. Nonetheless, unless the sectioned area is large,
there will always be significant gain in computational time for sectioned ICFS/CFS,
which will be more evident when the far-field has to be generated iteratively several
times in an optimization routine.
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Figure 3.7: The computation time in sec for generation of each superframe for ICFS (blue, broken line)
and sectioned ICFS (green, continuous line) plotted against number of samples along radius of pupil.
The gain in speed can be clearly seen. However, the speed gain is not exactly proportional to / ,
because the conical diffraction takes longer to converge than planar.

3.5. Conclusion
In this chapter we showed how Coherent Fourier Scatterometry for CD metrology
can benefit from its integration with phase shifting interferometry to improve the
sensitivity. In section 3.2 we developed the model we will be using and in section 3.3
we presented the discussion. The results show an improvement in sensitivity even
for small pitch such that 𝐹 > 2. We also made a comparison with an interferometric
version of goniometric scatterometry, ICGS, and showed that ICFS has some ad-
vantage when there is overlap between orders 𝐹 ≤ 2. Section 3.4 followed where
we presented a sectioned version of ICFS, which can be implemented in situations
where fast convergence is required.

It was pointed out ([14]) that one of the advantages of CFS compared to other
angular scatterometry methods was the fact that a number of plane waves from
different directions can be incident simultaneously, creating superposition and con-
sequent enhancements of sensitivity. We showed how this fact can be further uti-
lized to obtain the scattering matrix for all those incident waves. Moreover, unless
the pitch was sufficiently large, the overlap between orders does not occur and CFS
did not have any practical advantage in terms of sensitivity compared to Incoher-
ent Fourier Scatterometry. With ICFS, improvement of sensitivity for these cases
is also shown. In a comparison with CGS, we showed that even though these two
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systems contain same physical information about the sample, with scanning, ICFS
shows superior sensitivity. This is desirable for fast convergence of any optimization
algorithm, a fact which is very important for industrial applications.

We end this chapter, and also the part of the thesis regarding CFS for CD metrol-
ogy, with a summarizing picture (Fig. 3.8) showing the evaluation of Fourier scat-
terometry for CD metrology.
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Figure 3.8: The evolution of Coherent Fourier Scatterometry for CD metrology. IFS predates this thesis,
while CFS was conceived before this thesis as well. The benefits of CFS, and the concepts of ICFS and
sectioned CFS have been discussed here.



Intermission
So far we have shown how CFS can be used to improve CD metrology by offering
higher sensitivities for parameter reconstruction. The reason of the gain in sensitiv-
ity was mainly due to the fact of using the coherent illumination which contributed
to implicit phase information. Even more sensitivity gain can be obtained by com-
bining interferometry with scatterometry. Finally we showed that the sectioned
Fourier scatterometry is suitable for fast optimization requirements.

After this intermission, we start to discuss the problem of particle detection
with CFS. For particle detection, CFS is a relatively new technique, and so, we
worked on several areas of the setup to make it more suitable for that task ; namely
the detection part, the illumination part and also the sample, all of which will be
presented in the following chapters. A common question is the benefit of coherence
for CFS applied to particle detection. Initially we would have answered this question
by saying that coherent spot is smaller than incoherent spot, and so, will offer higher
sensitivity. Later on, we found out more benefits of coherence, which plays a key
role to justify the modifications in the illumination part. We also found that top-
coating the substrate with a very thin layer of certain materials can dramatically
increase the detection sensitivity of CFS.
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CFS for Particle Detection :
Enhancement by Detector

Arrangement

Parts of this chapter have been published in Opt. Exp. 11, 22 (2014) [1].
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As we have already mentioned in the introduction part, inspection tools for nano-
particle contamination on a planar substrate surface is a critical problem in micro-
electronics. Solutions for this inspection problem employing imaging techniques
[2] or confocal imaging technology [3], mainly due to their simplicity and robust-
ness, are not suitable due to diffraction limitation. The other class of non-imaging
techniques, based on scattering, are presently expensive, slow and in most cases
require large incident power. In this chapter we show that CFS is capable of low
power detection of particles down to 100 nm in size, using a illumination wave-
length of 405 nm. In this chapter we specifically concentrate on how to make the
CFS particle scanning system fast and accurate by modifying the detection system.

4.1. Introduction
The problem of detecting isolated nano-particles [4] or small damages on a surface
is an important requirement arising in many practical situations. One example is
semiconductor manufacturing process, where silicon wafers need to be cleaned
thoroughly to eliminate the ‘killer particles’ [5] prior to further processing. With
the advent of newer substrates for flexible electronics devices based on polymer
substrates [6, 7], having completely different surface topology than silicon, this
problem is getting more diversified. At the same time, with emerging processes
requiring more stringent cleaning requirement, for example extreme ultra violet
lithography, [8, 9], this problem is getting more challenging as well. Often, besides
detection, locating the detected particles and classifying them according to their
sizes without carrying out any additional measurement is an additional requirement.
This is true in many practical situations, for example, engineering of optical nano-
circuits [10].

With the popular and very successful way of particle detection using scattering
based dark-field techniques [11, 12], it is difficult to detect particle on substrates
which can be damaged in high power illumination. We can have a brief look at the
system described in [11] which follows from the basic setup for scattering based
optical inspection tool. In that system, a laser beam is focused onto the sample
from a high angle of incidence, being detected after reflection. The drawbacks in-
clude a complex experimental arrangement, slower and expensive operation and
small room for further modification. The state of the art commercial scanners, that
employs this technique in a dual-laser variation (for example KLA-Tencor Candela
series), has reached sensitivities of about 60-80 nm (with dual wavelength illumi-
nation of 405 and 350 nm), whereas more specialized ones, which uses shorter
wavelengths, are able to detect about 40 nm particles [5]. Recently a detection
sensitivity down to 20 nm [13, 14] has also been reported. Their success in this
problem is largely due to the high SNR that they can offer, which in turn, is because
of the separation of specular reflection and scattered radiation. The basic principle
of dark-field particle detection is shown in Fig 4.1.

However, the high SNR of these techniques comes at a price. For the same
amount of incident radiation on the scatterer, the energy of the scattered light varies
to the sixth power of the scatterer dimension [15], and thus to have sufficient SNR,
the incident radiation must be very dense in energy. Thus, the power requirements
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Figure 4.1: Schematics of
a dark field particle detec-
tion technique. The excitation
beam path is shown in thick
dashed line and the scattered
beam path is shown in thin con-
tinuous line. The direct re-
flected beam is dumped, while
the scattered beam is steered
using mirrors M2 and M3; and
imaged using lens L1. There
can be several pairs of incident-
outgoing beams.

of the dark field particle detectors are significantly higher. For example, the dark
field techniques typically require hundreds of milliwatt for particle detection in range
of 100 nm [12], which is still usable for substrates like silicon wafers but can be
destructive for polymer substrates [16]. Dark field detection unavoidably implies
that a large amount of power will not be delivered to the scattering particle but
to the substrate, which is not only waste of energy but also a possible source of
inadvertent damage to the substrate due to prolonged heating.

On the other hand, in CFS, a bright field technique, a large fraction of incident
power can be delivered to the scatterer, however, the SNR is poor since the spec-
ular reflection and the scattered light travel along the same path and cannot be
separated. To increase the SNR, one must find a method to identify their pres-
ence separately. This can be done by using a scanning-based detection system
after realizing that the specular reflection is invariant with scanning, whereas, the
scattered radiation depends on the relative position of the optical beam and the
scatterer. Using this idea, in this chapter we evaluate the performance of CFS for
particle detection relying on far field asymmetry that occurs when the particle is
scanned. CFS has the structural benefit of being simpler to configure than other
scattering based techniques, as for example the one described by Okamoto et. al
in Ref. [11]. The complexity of the experimental arrangement is greatly reduced by
employing one single objective to focus and collect the reflected light where high
angles of incidence are achieved by using objective with high numerical apertures.
An additional benefit is that the coherent focused spot has a very small area so that
the local departure from flatness of the substrate does not play a large role.

To summarize, in this chapter we present the performance of CFS for detecting
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isolated elements as small as 100 nm and also establish the technique of detection
of a particle based on asymmetry in the far-field. Our experimental setup utilizes
a coherent source of 405 nm with an objective of numerical aperture (NA) of 0.9,
which implies that the samples contain particles smaller than conventional diffrac-
tion limit associated with the confocal microscopy, namely 𝜆/41. We also show how
the approximate location and size of the nano-particle, without making additional
measurements, can also be determined by CFS. The versatility and possible ways
to increase sensitivity are discussed in detail.

This chapter is organized as follows: in the next section, we briefly describe the
experimental setup and the samples examined, including their preparation proce-
dure. In section 4.3, we first consider the electromagnetic problem of interaction
of a spherical particle on a flat isotropic substrate illuminated by a focused field
of coherent illumination and solve the problem numerically. This helps us to do a
feasibility study to check whether a CFS system with given parameters is able to
detect contaminating particles of a given size, and if that is the case, to determine
the sensitivity. After this, a direct comparison between theory and experiment is
provided. Finally we discuss methods to increase the SNR for small particles. The
conclusions of this work are given in Section 4.4.

4.2. Experimental setup and preparation of the sam-
ples

4.2.1. Setup
In Fig. 4.2, the experimental setup of CFS is shown. [17, 18]. This is essentially
a commercial scanning near-field optical microscope (Witec Alpha 300S), largely
modified to operate simultaneously as a CFS and conventional microscope. The
advantage of having a conventional microscope is to have the possibility of visually
confirming that the signal generated by CFS is coming from the contaminating par-
ticles and not from something else. Naturally, it works only for particles larger than
200 nm for which it is possible to directly image them. Moreover, the conventional
microscope helps to set up the CFS by imaging the sample plane, which, if the CFS
is set up correctly, should contain the focused spot. This plane is imaged in CAM-
ERA1. The conventional microscope part uses a white light source (COL2) whereas
the CFS part uses a diode laser operating at 405 nm. The laser beam is coupled
into a single mode fiber and redirected to the main part of the setup through the
collimator COL1. The light from the COL1 is made linearly polarized (POL1) before
it passes through the beam-splitter (BS1) and focused by the objective (OBJ). Other
elements can be easily inserted along the light path in order to obtain any desired
input polarization other than linear. This is how we have implemented radially po-
larized incident field, a description of which is given in next chapter. The objective
position in the axial 𝑧-direction can be adjusted by a stepper motor to aid focus-
ing, up to a precision of 50 nm2, till the maximum SNR is obtained. The sample

1Later we were able to detect / particles (see section 7.4), and the detection sensitivity can be further
improved, so this is not the detection limit.
2In the experiments later we have used a better stepper motor with focusing precision of 10 nm.
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Figure 4.2: The experimen-
tal setup of CFS. Adding to
the schematics of Fig. 1.1,
we present here a more de-
tailed configuration, together
with the white-light micro-
scope, used for observing the
sample. The experimental re-
sults in this chapter here are
obtained from this setup. In
later chapters, small modifi-
cations are sometimes made
of this setup (for example,
to incorporate specific incident
field polarization), but the ba-
sic CFS experimental principle
stays same throughout the the-
sis.

is placed on the scanning table (STAGE) driven by a piezo-transducer which can
move the sample in raster mode to perform scanning of the area of interest. The
reflected field from the sample is captured by OBJ, and the output polarization is
set by polarizer (POL2). A telescopic arrangement is formed by LENS2 and LENS3
to fit the reflected beam into the camera aperture (CAMERA2). The set-up is kept
in a temperature controlled clean room.

4.2.2. Samples
We will consider two types of samples in this chapter. The first type consists
of polystyrene latex (PSL) nano-spheres of diameters of 400 nm, 200 nm and
100 nm deposited on a polished silicon wafer with rms roughness < 3nm [19,
20] in the shape of a disc of diameter 2.54 cm, with densities of approximately
1300/sq.mm, 4100/sq.mm and 26000/sq.mm, respectively. To deposit the parti-
cles, mono-disperse PSL colloidal suspension (stabilized by ultra-sonic treatment
and shaking) was dispersed by spin coating on the substrate, which was cleaned
with UV-ozone treatment. The second type of sample is an organic light emitting
diode (OLED) deposited on a square glass substrate of size 25 mm. In those sam-
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Figure 4.3: The AFM scan of the bare OLED sample. Water ingress into the pinholes in the cathode
caused by the presence of particles, leads to an oxidation of the Al at the cathode-LEP interface. At
these locations the electron injection is blocked, resulting in a local absence of emission, visible as a
so-called black spot, or pinhole (see also part A of 4.10). The rms roughness is about 9.5 nm for an area
of roughly the spot size. Due to numerous defects, the rms roughness rapidly increases for larger areas,
for example, it is about 30 nm for an area of 20 m square. This typically large roughness is probably
due to degradation of cathode, where due to gas formation underneath the cathode when water reacts
with aluminum, roughness increases.

ples, firstly poly-3,4-ethylenedioxythiophene (PEDOT): poly-styrenesulfonate (PSS)
was spin-coated on top of ITO on a glass substrate to fabricate the anode. The light-
emitting polymer (LEP) was spin-coated from toluene on top of the PEDOT:PSS. At
the last stage a Ba-Al cathode was fabricated by thermally evaporating 5 nm Ba and
100 nm Al through a shadow mask [21]. An atomic force microscope (AFM) scan
of the sample surface is shown in Fig. 4.3. It shows that the surface is damaged at
several locations in form of pinholes, which acts as the objects for detection for this
sample. Between these two classes of samples, the samples with nano-spheres
are suitable for determination of the limit of sensitivity of CFS for isolated particles,
while the OLED samples are used to verify whether CFS can be used to distinguish
the difference between defects of different sizes on a sample with non-negligible
surface roughness.

4.3. Results of Implementation
4.3.1. The Numerical Model
The electromagnetic problem of the interaction of a spherical particle on a plane
surface with an incident plane wave is interesting from a theoretical point of view
and has been studied by many authors in detail [22, 23]. A detailed study on
numerical methods targeted especially for this problem can be found in [24]. For
our simulations we have used rigorous three dimensional finite elements method
(3D-FEM) [25]. To mimic the experimental conditions, we consider an objective
lens with numerical aperture NA=0.9 focusing a plane wave of wavelength of 405
nm. In the FEM simulation environment (section 1.3), the PSL particle (refractive
index = 1.58) is placed on a silicon wafer substrate of index 5.42 + 0.33𝑖 [26] in
air. The structure of the simulation model, already mentioned in chapter 1.3 is also
shown in detail here in Fig. 4.4. The permittivity function is summarized by
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Figure 4.4: The numerical
modeling of the problem. The
simulation scheme is a cube
of 1 m enclosed by a per-
fect matched layer boundary.
All numbers are in m. Co-
ordinate system is in accor-
dance part B of Fig. 1.1. The
co-ordinates of two diagonally
opposite point are given. The
air-silicon interface, containing
the geometric focus, lies at
where the axis (not shown)

is the instrument’s optical axis,
with positive downwards an
attached to the spot. The inci-
dent wave is a beam focused at
origin with the numerical aper-
ture of 0.9, divided in to
incident angles.

𝜖(𝑥, 𝑦, 𝑧) = 1 if 𝑧 ≤ 0 and 𝑥 + 𝑦 + (𝑧 − 𝐷/2) > 0
= (1.58) if 𝑧 ≤ 0 and 𝑥 + 𝑦 + (𝑧 − 𝐷/2) ≤ 0
= (5.42 + 0.33𝑖) if 𝑧 > 0 (4.1)

where 𝐷 is the diameter of the particle.
Linear polarizers are used in the incident and scattered field path (POL1 and

POL2 in Fig. 4.2)3. To obtain the detection signal, at first the normalized power
through the pupil is calculated. For a specific polarization scheme, we define the
normalized power as the power in the pupil for each frame obtained during scanning
divided by the power in the pupil of a reference frame (the frame in which the
particle is sufficiently far from the focused spot to have detectable influence in the
scattered field). This normalization procedure helps us to plot results for different
samples in the same scale, and also to decrease the effects due to imperfection in
optical elements. After the normalization, values that differ from unity indicate the
presence of the particle. Mathematically, it can be defined as,

Normalized power =

√

∑
√

∑ 𝐼 ,

√

∑
√

∑ 𝐼 ,

. (4.2)

3It is possible to select specific combination of POL1 and POL2 to obtain sufficient information to obtain
the polarization ellipse for each pixel in CAMERA2. However, measuring all these polarization schemes
[27], which should improve the sensitivity, is more complex to implement and can be investigated if
the linear polarization schemes would not generate sufficient sensitivity.
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Figure 4.5: The simulated and measured normalized power for particles with varying diameters. The
particles are inside the focused spot. Any deviation from unity indicates that the particle can be detected.
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Figure 4.6: Comparison of simulated and measured far field distribution of a single 100nm particle under
the focused spot, using the parallel LP-LP mode. The transverse axis used in the far field is parallel to
the one defined in Fig. 1.1. (A) The simulation result, (B) experimental data without pixel by pixel
normalization and (C) experimental result normalized by the reference frame. The presence of large
power along the edges of the pupil in the direction of polarization is the main indication for presence of
particle. All images are color-scaled similarly, so that same color implies same relative intensity.

Here, 𝐼 , is the scattered intensity at the (𝑣 , 𝑣 )th pixel and 𝐼 , is the same
for the reference frame. √𝑉 is the total number of pixels in one side of the square
pupil frame (with a total of 𝑉 pixels) and is equal to 100 for the simulation and 572
for CAMERA2. In the way normalized power is defined, it will be finite even if the
power in some pixels of reference frame is very small. The normalized power is
generally smaller than unity (as the light is scattered out) for linear polarized (LP)
incident light with the second polarizer parallel to it at the detection path (hereafter
called parallel LP-LP, both polarized along 𝑥) and larger than unity for crossed LP-
LP (second polarizer POL2 orthogonal to the first polarizer POL1, or, in our old
polarization scheme, 𝑥𝑦 or 𝑦𝑥)4. The primary feasibility study, for parallel LP-LP, is
shown in Fig. 4.5 along with the experimental results. The sample with PSL particles
on silicon wafer was used. From these results, detection seems feasible, though
with a low SNR for particle size up to 100 nm.

4It is irrelevant for particle detection to distinguish between polarization and .
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4.3.2. Experimental Results
As mentioned before, we consider primarily the parallel LP-LP case, with the par-
ticle positioned underneath the center of the focused spot. The simulated far field
with normalized intensity (with reference) is shown in part A of Fig 4.6. The cor-
responding experimental result for the raw data and the data normalized with the
reference intensity pattern are shown in the part B and part C of the same figure,
respectively. To be noted, for this visual comparison the normalization was done
pixel by pixel excluding those pixels for which reference intensity pattern had nearly
zero intensity (and not normalized by power). A similar intensity distribution in the
pupil can be noticed for the simulation and raw data. An even better agreement is
obtained when the central bright spot is eliminated by normalization (see part C of
Fig. 4.6). This central bright spot comes from the internal reflection between the
optical components. There is a small asymmetry in the experimental data, likely
caused by a small misalignment between the center of the spot and the center of
the sphere, which is assumed to be zero in simulation. Nonetheless, both simula-
tion and experiment are consistent with each other, validating thus the numerical
model for describing the phenomena.

We now consider a raster scanning of a given sample. The normalized power is
plotted as function of the scan distance in one direction. The starting position for
each scan line is taken as the reference intensity pattern for that line. The scheme
of the raster scanning for 100 nm particle is shown in part A of Fig. 4.7. Forward
scans were used to capture the data frames. The re-initialization to the next line
consists of a backward movement to the initial position followed by a downward
cruise to the next line. During this time, no frames are captured. In part B of
Fig 4.7 the detected signal of each particle is shown. The abscissa shows the shift
from the initial scan position, in 𝜇m. Starting from a position far from the sphere
(normalized power equal to unity), one can immediately notice a dip in the signal for
light out-scattering due to the presence of the particle. The amplitude is larger for
the 400nm particles and diminishes as the size of the illuminated object diminishes.
For the 100 nm particle size, for the scan line with maximum modulation at 𝑦 = 100
nm, the peak is less than 5%, but still distinguishable from the background noise.
These results ultimately indicate that a simple integration method can result in the
detection of particles as small as 100 nm, a function that can be readily performed
by a single photo-detector, rather than a camera. We will now proceed by showing
methods to enhance the SNR of the detected signal of 100 nm particles by using
some modification in the detection mechanism.

4.3.3. Enhancement of the SNR for 100 nm particle
Blockage of inner part of the pupil
Although all particles considered have been detected by the CFS, one can clearly
see a low SNR for the 100nm was obtained. Low SNR was expected in a bright
field scheme, however, it is possible to enhance the SNR significantly. Because the
scattering varies by the sixth power of the diameter [28], the scattering from 100
nm particle is about 0.02% of that from a 400 nm particle. Therefore, it is desirable
to have a method to enhance the readout signal of small particles.
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Figure 4.7: Detection of particle contamination with CFS. (A) The scheme of the raster scanning method
employed. Each scan line (blue) of 2 m takes 20 seconds and generates 200 frames. Re-initialization
to next line takes 1 sec, with backward movement (green) and a downward cruise (red), generating 10
frames that are not captured by the camera. The total scan area, for this case, is 2 m by 0.4 m.
This scheme is used for smaller particles, while, for for larger particles the shift between two lines is
increased, resulting in larger scan area. (B) Normalized power against shift from initial scan position
(scan distance, in m) for particles of 400 nm (red), 200 nm (green) and 100 nm (blue). Signals with
large SNR are generated by the larger particles. The bottom of the dip coincides with the center of the
nano-sphere. Those frames were considered to generate the experimental data points in Fig.4.5.
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Figure 4.8: Detection signal of 100 nm PSL sphere with different amount of blocked from the
center.(A) The improvement of the signal for 100 nm particle with different amount of blocking in the
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parallel LP-LP. The optimum amount of blocking is found to about . for this case. (C) shows
the results for crossed LP-LP scheme. The blocking improves the SNR monotonically for this case. (D)
comparison between simulation and experiment for case (C).
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Since one would expect that the field at large angles will be more influenced
by the particle than field at the smaller angles, the SNR of the readout signal can
be enhanced if only the outer parts of the far-field distribution are integrated. Fur-
thermore, spurious reflections from the optical elements that occur mostly near
the central part of the pupil would be eliminated, increasing thus the SNR. We will
now apply this concept to experimentally evaluate whether the SNR can indeed
be improved. In part A of Fig. 4.8, the normalized power for the best scan line is
plotted as function of the scan distance for different blockages of the inner part of
the pupil. The results indicate an optimal improvement in the signal for the case of
blocking NA=0.5 for this special case. This result is supported from the simulation
results, as shown in part B of Fig. 4.8, where the trend predicted by simulation
is approximately followed by the practical data. Another interesting result arises
from the crossed LP-LP case. If there is no particle underneath the focused spot,
a darker background is seen in the detector. However, the total power through
the pupil was still finite. Whenever the particle is illuminated, the scattered field
introduced by the particle becomes visible in the far-field as more light is scattered
in the pupil. As a result, a larger peak-to-peak readout signal is obtained, as seen
in part C of Fig. 4.8 for the best scan line. This is different than the standard dark
field systems, since for a crossed LP-LP scheme, only the light whose polarization
is changed by the particle is detected. The simulated and experimental results are
compared in part D of Fig. 4.8.

The asymmetry in the far field

Up to now we have integrated the output signal either over the entire pupil or in
the outer parts of it. A third type of integration can be done using differential or
quadrant detection. The motivation for quadrant detection comes from the fact
that any loss of symmetry in the far field [27] caused by scanning the particle could
be immediately observed in the output signal. Therefore, by dividing the pupil
into quadrants of equal area and calculating the asymmetry of power distribution
between them, thereby simulating a quadrant detector (QD), there is a possibility
of achieving better SNR. To implement this permanently, one can replace CAMERA2
with a quadrant detector.

In part A of Fig. 4.9, the schematics of the QD is shown. The results of this anal-
ysis for a 100 nm particle with parallel LP-LP scheme, normalized by the simulated
QD signals from the first frame of the scan line, is shown in part B of Fig. 4.9 after
applying a pupil blocking of 𝑁𝐴 = 0.5 from center. The blue line shows the detec-
tion based on normalized power, similar to part A of Fig. 4.8, while the green lines
show the signal obtained from approximate QD. The dashed green line, designated
as LR signal hereafter, shows the difference in power between left and right part of
the approximate QD, while the dotted green line, the TB signal, shows the same for
top and bottom quadrant. The solid green line is the average of the maximum and
minimum signal from LR, and can be considered as zero line (ZL). Mathematically,
the QD signals are evaluated as
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, (4.3)

where, to eliminate the experimental misalignment and incident beam asymmetry,
LR signal was set to zero for the first frame (the reference). Similarly TB signal was
evaluated.

There are few interesting things to note here. Firstly, improvement of SNR by
almost twice of an order is observed (the scale for QD signal is 20 times as large
as the scale of normalized power), especially in LR, supporting the practicality of
using asymmetry in field distribution for particle detection. Secondly, the fact that
the particle has been approached more from left to right than from top to bottom,
evident from the signal amplitude, gives an indication of the position of the particle
from the initial scanning position. Thirdly, the approximate center of the particle
can be found as the point of interaction of the ZL with LR signal. ZL corresponds
to the case when the field has very small asymmetry, which happens when the
spot is far from the particle or when the particle is best aligned with the 𝑧-axis
or the optical axis. If the illumination was ideally planar and the reference frame
was captured when the spot is infinitely far away from the particle, ZL should pass
through zero. In practice, small field asymmetry is always present in the reference
which shifts ZL slightly away from zero. Calculation of the approximate position of
the particle can be done from the intersection of this ‘practical zero line’ ZL and
the signal. Moreover, a scan through the center of the particle TB signal should
also pass through this point and this should also correspond to the minimum of the
normalized power. Another way to look at this is by assuming that the LR or TB
signal are essentially derivatives of the of the normalized power, so they reaches
zero when the normalized signal is at its minima.

These results are seen in part B of Fig. 4.9, for the best scan line at 𝑦 = 100
nm, where the maximum SNR was achieved previously (refer to Fig. 4.8). In part
C of Fig. 4.9, the fall of SNR is shown as the scanning spot moves further away
from the center of the particle. However, detectable signal still exists for a scan at
𝑦 = 300 nm, implying an area of diameter 200 nm is influenced by the presence
of the particle. In the part D of the same figure, the position of the particle, its
‘sphere of influence’, and the scan lines are shown schematically in the scan area.

4.3.4. Samples with large roughness and size classification
In order to verify whether the CFS system can differentiate between particle sizes,
and also, whether it can work on a surface with substantial roughness, the OLED
sample is tested. The OLED sample contains defects with the shape of pinholes
of various sizes on it. Part A of Fig. 4.10 is an image of the surface of the OLED,
where two pinholes in close vicinity but of different sizes are marked out. In Part B
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Figure 4.10: Difference of defect sizes as detected by CFS. In (a) the image of the sample size made
using the white light source is shown with two pinhole defects of different sizes. The bigger on is boxed
in red, and the smaller one boxed in green. The sizes of the smaller one is approximately 200-220 nm,
while the bigger one is about 400-420 nm. The signal after they were scanned is shown in (b), using
the same scanning parameters. The difference in sizes is evident from the scanning distances for which
the normalized power is smaller than the reference.

of Fig. 4.10 we observe how this difference in size is visible in readout signal. From
this, we can conclude that if a CFS system is calibrated for defects of known sizes, it
can then give an approximate value of the particle size while detecting the particle,
without making any additional measurement. This is discussed in detail later in
chapter 7. Moreover, CFS is shown to be able to detect defects on a substrate
having substantial surface roughness.

4.4. Conclusion
In this chapter we have discussed how Coherent Fourier Scatterometry (CFS) can
be applied in the problem of detection of isolated particles and also shown how it
can be used to detect particles down to size of diameter 100 nm on a silicon wafer
surface. We mentioned how this method can distinguish between various defect
sizes on an OLED sample and how enhanced SNR can be achieved by employing
partial blocking of the aperture and how this can be predicted from the numerical
model. The presence of the particle slightly away from the axis of the instrument
creates far-field power distribution which is asymmetric, and we have shown that
this loss of symmetry can be used to detect the scatterer with an enhanced SNR.
Both of these techniques of SNR enhancement can be applied together to facilitate
the detection. The coherence of the source makes it possible to add phase con-
trol in the illumination and to use the implicit polarization information. However,
to avoid complexity and processing time, and also to primarily establish CFS for
particle detection on a flat substrate, the experiments were performed in the most
simple configuration possible which implies that higher sensitivity, if required, can
be achieved by using more complex polarization control, structured illumination or
with some data processing of different kind, without reducing the illumination wave-
length. Some of this options were exercised in the remaining part of this thesis. It
is important to point out that the simplicity of the method lies not only in its prac-
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tical implementation but also in the analysis of the data it produces, since simple
measurements, like change in the amount of power through the pupil or differen-
tial analysis, can be used for successful particle detection. This allows CFS particle
detector to be used in environments where scanning speed has to be extremely
high.
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5
CFS for Particle Detection :

Enhancement by
Illumination Shaping

1. Two orthogonal, coherent linearly polarized waves cannot interfere.
2. Two parallel coherent linearly polarized waves will interfere in the same

way as natural light.

First two statements of Fresnel-Arago Laws

Parts of this chapter have been published in Phys. Rev. Lett. 114, 10 (2015) [1].
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In this chapter we will focus on the incident illumination part of CFS. To do that,
it is important for us to understand the phenomena happening in the far-field as
a particle is scanned, and only after understanding that we can determine what
illumination will be the optimal to maximize the sensitivity in the far field. From
the basic geometry of the ‘particle on a plane substrate’ problem, it is known to
us that the far-field is a superposition of specular reflected and scattered radiation
[2, 3], and the illumination being coherent, it is a superposition of amplitudes.
Thus, the far field is basically an interference pattern, with the scanning providing
modulation. The sensitivity to detect any change in this pattern is mostly suitable
when the pattern is asymmetric. This is the knowledge we have from last chapter.

5.1. Introduction
A variation of the ‘particle detection on a planar surface’ problem, namely, particle
detection in a solution, has importance in the field of biological microscopy [4].
A number of works intended for that field forms a good source to look for more
information, for example, in Ref. [5, 6]. The main message from these works on
nano-particle detection is : since the scattered field amplitude decreases with the
third power of the scattering particle size and hence the intensity varies with the
sixth power, the field detection type solutions (mainly interferometric techniques)
are significantly more sensitive for this problem. Unfortunately, an interference with
external reference wave, like ICFS discussed in Chapter 3, is not a practical solution
when the detection has to be done very fast on a moving substrate. However,
these references still motivate us to check if it is possible to use this unavoidable
interference taking place in the far field between specular reflection and scattered
wave to increase the sensitivity of detection of particle.

In this chapter we present a modified CFS configuration that utilizes radially po-
larized light at 𝜆 = 405 nm to simultaneously detect sub-wavelength nano-particles
and locate them with high accuracy and speed limited mainly by experimental noise.
The method is based on the interaction of the scattering and spurious reflected field
and uses differential data-processing, so that just a quadrant detector can be used
for the whole detection scheme. To do that, in this chapter we shall be using the
same procedure to simulate the quadrant detector by a camera as was done in last
chapter.

It is intercutting to note when the scattering particle is on a substrate, a common
path interferometric phenomenon is initiated between the reflected and scattered
field which can be modulated by small shifts of the scatterer, resulting in a detectable
asymmetry in the far-field. This asymmetry effect is somewhat similar to optical
spin-Hall effect [7] of fields with spin momentum, although, the physical principles
are different. Similar interference effect also has been utilized by several authors
[2, 3] to develop techniques that can track metal nano-particles in water as small
as 5 nm, using confocal or wide-field microscopy (not differential detection). These
techniques are mainly targeted towards biological microscopy which utilizes the
metal nano-particles as labels. The situation is different for particle detection for
contamination control, for this case the particles are most often dielectric on a flat
substrate in air.
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5.2. Theory
To understand the principle in more detail, let us consider a Cartesian system (𝑥, 𝑦, 𝑧)
with 𝑧 as propagation direction. An electric dipole in air with dipole vector 𝒒 =
(𝑞 , 𝑞 , 𝑞 ) at the origin radiates electric field 𝑬 [8]

𝑬 (𝒓) = −𝑘𝜖 𝒒𝐺(𝒓) − ∇(𝜵.
𝒒
𝜖 𝐺(𝒓)), (5.1)

where, 𝐺(𝒓) is the free space Green’s function and 𝑘 is the wave number. Taking
the Fourier transform in a plane orthogonal to 𝑧,

𝐹 [𝑬 (𝑘 , 𝑘 , 𝑧)] = −(𝑘 𝒒 − (𝒌.𝒒)𝒌)𝑒2𝑖𝑘 , (5.2)

where 𝒌 = 𝑘 𝒙 + 𝑘 𝒚 + 𝑘 𝒛 is the wave vector.
The plane wave expansion of an electric field is commonly written in terms of

the complex amplitudes of the perpendicular (𝑠) and parallel (𝑝) components to the
plane of incidence [9]

𝐴 = 1
2𝑖𝜖

𝑘/𝑘

√𝑘 + 𝑘
[𝑘𝑘 𝑞 − 𝑘𝑘 𝑞 ]

𝐴 = 1
2𝑖𝜖

𝑘/𝑘

√𝑘 + 𝑘
[𝑘 𝑘 𝑞 + 𝑘 𝑘 𝑞 − (𝑘 + 𝑘 )𝑞 ], (5.3)

where, 𝑨𝒅𝒊𝒑 = 𝐴 𝒔 + 𝐴 𝒑 is the complex vector amplitude of the plane waves.
With proper sign of 𝑘 , Eq. 5.3 is valid when the field propagates along positive
or negative 𝑧. If an objective, with 𝑧 axis as optical axis, is placed such that its
geometrical focus is at the origin, then the outgoing 𝑠 and 𝑝 fields are respectively
converted to azimuthally (𝐴 )1 and radially (𝐴 ) polarized field in the pupil plane
through (𝐴 , 𝐴 ) = √𝑘/𝑘 (𝐴 , 𝐴 ) [10]. If the dipole is on a substrate there
will be other fields besides 𝑬 , which we are going to consider.

From Eq. 5.3, we note that if the dipole moment is oriented along 𝑧, i.e.,
𝑞 = 𝑞 = 0, then the electric field at the pupil of the objective is purely radially
polarized. Conversely, it is well known that the field at the focus of a radially po-
larized pupil distribution has large longitudinal component [11, 12]. Thus a dipole,
which is excited by a tightly focused radially polarized wave, will also radiate radi-
ally polarized light. If the dipole is on a substrate, there will also be the spurious
reflected field which is obviously radially polarized. The whole objective-dipole sys-
tem works as a common path interferometer. The contrast of the superposition of
this scattered field and the spurious reflected field will be high since the interfering
1To avoid confusion, we have used to denote azimuthally polarized field and for the azimuthal angle.
Also, ( , ) basis denotes the same plane, the entrance/exit pupil, as the ( , ) basis. For this chapter,
it is more useful to use the ( , ) basis.
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fields are parallel polarized at every point in the pupil. This situation arises when
a sub-wavelength nano-particle present on a planar surface is illuminated by a fo-
cused radially polarized wave. A reasonable approximation of the dipole moment
𝒒 is to assume it to be proportional to the incident local electric field 𝑬 at the
position of the nano-particle through the complex polarizability 𝛼 which depends
on the material, size and surrounding of the particle [5]2. 𝑬 is expressed in terms
of incident plane wave amplitudes 𝑨 at objective pupil as

𝑬 (𝒓) = ∫(𝐴 �̂� + 𝐴 �̂�)𝑒 𝒌⋅𝒓√𝑘 /𝑘𝑑𝑘 𝑑𝑘 . (5.4)

If the incident field is radially polarized before the objective, 𝐴 = 𝐴 √𝑘 /𝑘 = 0,
and close to focus, 𝑬 (𝒓) ≈ 𝐸 (𝒓)𝑧 . Following the shift properties of the Fourier
transform, if we shift the nano-particle in the focal plane along the 𝑥 axis by 𝑟 = 𝑥
then there will be a corresponding phase shift of 𝑖𝑘 𝑥 in the scattered far-field. The
resulting scattered field components can now be written from Eq. 5.3 as 𝐴 = 0
and

𝐴 ≈ − 𝛼
2𝑖𝜖

⎡
⎢
⎢
⎣

𝑘√𝑘 + 𝑘
𝑘

⎤
⎥
⎥
⎦
𝐸 (𝑥)𝑒

≈ − 𝛼
2𝑖𝜖

⎡
⎢
⎢
⎣

𝑘√𝑘 + 𝑘
𝑘

⎤
⎥
⎥
⎦
𝐸 (0)𝑒 , (5.5)

where, we assume that 𝑥 << 𝜆.
However, there will be another part of the scattered field which is reflected from

the substrate. We also assume the dipole to be very close to the substrate interface
so that the phase difference between the directly scattered and reflected scattered
signal is very small compared to the wavelength of illumination. This assumption is
approximately valid in the experiments when the beam is focused at the interface,
so that the effective dipole remains very close to the surface. Moreover, this phase
is not a function of 𝑥. Under this assumption, the total scattered signal can be
obtained by multiplying Eq. 5.5 by 1+𝑟 , where, 𝑟 is the complex Fresnel reflection
coefficient for 𝑝 polarization. Thus, the total outgoing complex field 𝑨 can be

2It is interesting to note that for metal particles in dielectric media, can be made to approach very
large values which increases the scattering from the particle by large amount. This fact is utilized in
iSCAT microscopy [3], but not applicable in our case.
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Figure 5.1: In top (A): and -polarized field (| | and | |), respectively on top and bottom
row, at pupil after a large shift of 120 nm, when visible asymmetry can be observed. The fields are
calculated from analytic model. In bottom (B) : The different contributors towards outgoing field. In
(C) : A comparison between the single dipole model (blue line) and FEM simulations (green diamond) of
difference of the total intensities in the left and right halves of the pupil for the for -component of the
far-field. For nm, the variation is almost linear with a slope of . %/nm of maximum signal,
which is approximately proportional to ( ) , for given , and 𝑨 .
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written as a superposition of the total scattered and spurious reflected wave as

𝐴 ≈ 0
𝐴 ≈ 𝑟 𝐴

− (1 + 𝑟 ) 𝛼
2𝑖𝜖

⎡
⎢
⎢
⎣

𝑘√𝑘 + 𝑘
𝑘

⎤
⎥
⎥
⎦
𝐸 (0)𝑒 . (5.6)

Here, the spurious reflected field is the incident field 𝑨 directly modulated by 𝑟 .
The effect of the modulation by shift 𝑥 in the pupil is an asymmetry of energy
distribution between the left and right half. This can be seen in part A of Fig. 5.1
where the field amplitudes in the pupil for 𝑥 and 𝑦 polarized outgoing field is plotted.
Three cases are shown as the particle moves from Δ𝑥 = −120 nm to Δ𝑥 = 120 nm.
Visible asymmetry can be seen for both polarizations, however, the effect is more
pronounced for 𝑥-polarized field. This implies that data from each polarization bears
information based on the direction of the shift of the particle, and thus, the particle
can be located in two orthogonal direction almost independently. Also, it implies
quantitatively a differential analysis between these halves of the pupil will be related
to the shift of the particle (a through-focus shift 𝑧-axis will also create a phase
difference between the scattered signals, which is not possible for particle on a
substrate, however, that does not create asymmetry). In part B of Fig. 5.1 different
fields that are contributing towards the total outgoing field 𝐴 are shown. The
scattered field consists of directly scattered (𝑨 ) and reflected-scattered (𝑨 , ),
where, from our assumption, 𝑨 , = 𝑟 𝑨 . The specular reflected field is 𝑨 =
𝑟 𝐴 𝒑. Thus, for each 𝒌, total outgoing signal is 𝑨 = 𝑨 + 𝑨 + 𝑨 , .

More conveniently, because of the shape of the field distribution, no power flows
on the optical axis in the pupil. This makes the system more robust for a differential
analysis than incident fields without a singularity, such as the circularly polarized
field. For this a small alignment error in the optical system will not produce large
error in the differential signal. To note, the differential signal will not only be zero
when there is no particle (𝑨 = 0) but also when the particle center coincides
with the spot (𝑥 = 0) axis restoring the symmetry. This fact can be used to localize
the particle.

To validate the analytic model, a comparison of it with FEM simulation (similar to
chapter 1.3) with following simulation parameters : A particle of diameter 100 nm
on Silicon substrate (𝜆 = 405nm, 𝑁𝐴 = 0.9, substrate refractive index 5.42+ 0.33𝑖,
particle refractive index 1.5) is also performed. The result is shown in part B of
Fig. 5.1. Here the differential signal between two halves of the pupil is plotted as
a function of shift 𝑥. We can observe a good match in the small shift regime, with
deviation starts to build up after 𝑥 = 90 nm as the transverse components become
stronger. The area where the model remains valid, 0.16𝜆 , is slightly less than the
longitudinal spot size 0.2𝜆 [11].
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Figure 5.2: A schematics of the experimental setup, which is slightly modified version of the setup
shown in Fig. 4.2 to incorporate incident radial polarization and simultaneous and polarized light
capture.

5.3. Samples and Experimental Setup
For experimental demonstration, the same sample mentioned in the previous chap-
ter, by depositing PSL spheres of diameter 95 ± 7 nm on a polished silicon wafer
with rms roughness < 3 nm over an area of 5 𝜇m [13], is used. The experimental
setup is shown in Fig. 5.2. A collimated diode laser beam at 𝜆 = 405 nm with beam
diameter of 3.8 mm passes through two Glan-Laser prism polarizers and a Holoeye
LC-R2500 (SLM). The SLM is used to create an annular incident field. After that, a
quarter-wave plate, a wire grid polarizer (WGP) and a spiral phase plate is used to
create radial polarization [14, 15]. The WGP, consisting of concentric Al cylinders
on the glass substrate, was specially fabricated to generate radially polarized light
at wavelength of 405 nm [16]. This beam is focused by an objective (𝑓 = 2 mm)
of NA =0.9 on the sample on a PI P-611.3 NanoCube XYZ 100x100x100 𝜇m closed
loop piezo driven stage. The reflected beam is split by the polarizing beam splitter
and mirrors such that two beams of orthogonal linear polarizations can be recorded
on the same camera.

5.4. Experiments
In the experimental setup, the intensity data captured in the camera simultaneously
provides information for 𝑥 and 𝑦 direction by monitoring the difference in energy
between two lobes. The LR signal, obtained from only the x-polarized field, is shown
in left column of Fig. 5.3 A,C, while the TB signal, obtained from only y-polarized
field, is shown in the right column of Fig. 5.3 B,D. The top row (Fig. 5.3 A,B) are for
full aperture illumination and the bottom row is for annular aperture 0.5 ≤ 𝑁𝐴 ≤ 0.9.
Annular aperture, created using the SLM to shape the pupil, is known to enhance
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Figure 5.3: Experimental LR and TB differential scanning maps of an 3×3 m area of the sample
containing one nano-particle. A Gaussian low-pass filter has been applied to reduce noise of the data.
The plots are normalized and in absolute numbers. To draw the maps, firstly, frames on the rightmost
line parallel to are taken as reference. Each of them is subtracted from all other frames on the
same scan-line parallel to to eliminate effects of internal reflections from optical elements [2]. Then,
differential signals are calculated between top-bottom (TB) or left-right (LR) halves (for example,

|∬ | | ∬ | | |, where , respectively denotes left and right half of pupil). Finally this

signal is normalized by the maximum of each map.
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the longitudinal field generation for radial polarization [11], and so, it should be
more effective in detection. Moreover, from previous chapter, we know that annular
aperture helps to increase the sensitivity of detection (section 4.3.3). The combined
effect is seen in Fig. 5.3, where the bottom row has larger size of the ‘patch’ in the
particle location, implying it has been detected from larger distance. This is useful
to reduce the number of scan lines for faster detection.

To localize the particle, it is necessary to find the zero-crossing positions, which
translates to finding the minimum between the two peaks when absolute values
are plotted. This is a different numerical problem than image based localizations
[17, 18]. The final convergence will be determined by the sensitivity of the method
which is dependent mainly on the slope of the signal and the measurement noise
level. A closer look at the slope is shown in Fig. 5.4. In the top of Fig. 5.4, exper-
imental LR cross section is shown for both full and annular apertures, parallel to
𝑥. A positive detection is made when SNR reaches above certain threshold. Thus,
detection is more effective with the annular aperture, for which we have approxi-
mately 20% wider signal. This also proves that the dipoles excited by longitudinal
components are contributing more to the signal than transverse ones. The slope
near the minimum is almost similar for both cases, because, when the particle ap-
proaches very close to the center of the spot, relative amplitudes of longitudinal to
transverse components become almost similar for both apertures. In the bottom
of Fig. 5.4, LR and TB signals are plotted for the same scan line parallel to 𝑦. The
scanning direction is also reflected by the number of peaks in each signal. Specifi-
cally, a changing sign of TB signal, which is evident from the two peaks, indicates
that the scanning direction is 𝑦. This is an important reason for independent lo-
calization in two orthogonal directions, and therefore, the working of this method.
Near the spot center, the slope seen in the measured signal is about 0.75%/nm for
TB and 0.65%/nm for LR (fraction of the maximum signal), somewhat smaller than
the slope predicted from theory (Fig.5.1). For the present experiment, since no
special noise control was used, the noise values were typically higher (4% and 6%
of maximum signal, in TB and LR respectively, indicated approximately by the black
arrow), yielding a positional uncertainty Δ𝑥Δ𝑦 ≈ ≈ 7.7 × 3 nm . This is in the
same order of accuracy as obtained by tracking of individual fluorescent molecules
[19]. Special noise controls can reduce the noise significantly, for example a noise
level of 1% of the maximum signal can yield Δ𝑥Δ𝑦 ≈ 2 × 2 nm using this method.

5.5. Discusssion
In this chapter, we present how the use of radially polarized light can increase
the detection sensitivity of CFS particle detector. Although a camera and a piezo-
scanner is used in primary experimental verification of the principle, in production
environment commercial actuators and a pair of differential detectors (similar to
[6]) can be used to obtain detection speed in the order of centimeters per second,
and detection-localization speed of tens of millimeters per second, like compact-
disc readers [20]. Our final results show that a localization accuracy of ≈ 10 𝜆
is possible with a particle of area ≈ 𝜆 /16, almost independently in two orthogonal
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Figure 5.4: Top : Experimental LR profile comparison along for annular aperture (blue) and full
aperture (green). Bottom : Experimental LR (blue) and TB (green) profile of the same scan line parallel
to . For both figures, the experimental noise level is shown by the black arrow, approximately to scale.
Actual scan points are spaced 20 nm apart.

directions.

There are definitely more ways to improve the sensitivity of the system. Firstly,
extending the benefits of pupil shaping, the illumination can be even better opti-
mized for the specific problem parameters [21]. In the final chapter (chapter 8)
we will show an approach to this problem using the Lagrange Multiplier methods.
Secondly, the substrate can also be modeled to enhance the interaction [22] (if it is
possible to be chosen). This is essentially the topic to discuss in the next chapter.
Thirdly, we can also take some additional measures to reduce the noise. For these
results, we have taken the final scan line parallel to 𝑦 as reference. In principle the
reference positions can be anywhere, chosen randomly or systematically, provided
it is sufficiently far from the scatterer. In this way, under noisy environment, it
is possible to take several measurements from single experiment and average the
results.

We would like to conclude this part of the present chapter by thinking about
a possible application of this technique for moving particles on a substrate. This
method can also be used to determine direction of motion of a moving scattering
particle under stationary spot by rotating the polarizing beam splitter such that
either the LR or the TB signal attains minimum modulation, which will then show
the direction orthogonal to the particle motion.
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We do not doubt that there are
many further practical consequences of this concept;

Sir J. B. Pendry on perfect lens [1]
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While discussing the problem of detection of a scatterer on a flat substrate, we
have already covered two possible ways to improve the detection sensitivity. At
first, in chapter 4, we discussed how CFS can benefit from using simple detection
techniques like differential detection by having not only an increased sensitivity
but also a faster operation. After that, in chapter 5, we discussed how the specific
polarization of the incident wave can enhance the system sensitivity. In this chapter,
we will discus how the substrate affects the sensitivity enhancement. It can be
argued that this method of engineering the substrate might alter the properties
of a substrate and so, may not be ultimately beneficial. However, we intend to
show here how a very thin layer (≈ 𝜆/20) on a substrate, which we will refer to
as enhancing layer, can significantly enhance the delectability of particles on it. In
many situation, such a thin layer might not substantially change the outcome.

6.1. Introduction
The motivation of this part of the thesis came from works related to theoretical ex-
ploration using negative refractive index medium (both negative electric permitivity
𝜀 and magnetic permeability 𝜇), pioneered by Veselago [2]. It was later suggested
by Pendry [1] that this effect can be exploited to achieve super-resolution using
restoration of amplitudes, also known as the enhancement of evanescent waves by
negative index medium. Although such material does not exist in reality, in optical
frequency and in for subwavelength strucures the assumption of almost no coupling
between electric and magnetic field is still valid (quasi-static assumption), one can
approximate such a material by thin slabs of noble metals in p-polarized light [3].
It was later shown that similar enhancement can also be realized by thin layer of di-
electrics with some absorption, for example El Gawhary [4] treats the problem with
III-V elements, while Zhang [5] uses absorptive glass. These results were interest-
ing to researchers not only for the fact that it explained more clearly the working
principle of the enhancing layer but it was also of significant design interest, as such
a design can be fabricated without extensive effort. This is because the practical
benefits of using dielectric instead of metal. Among many, an important one is that
maintaining the flatness of a very thin layer of dielectric is easier than metal. This
indicates the fabrication can be extended to large area deposition, which can have
significant impact in many applications of microscopy, such as biological samples in
iSCAT microscopy [6], or in the problem of particle detection which we have been
dealing with. These results also strengthen the fact that surface plasmonic effects
may not be the only origin of the enhancement, rather, excitation of guided modes
inside the enhancing layer could be another way to obtain it [7].

Being motivated by these works, it was interesting for us to investigate how the
behavior of two samples under identical conditions, one of a particle on a substrate
and the other of a particle on a substrate with an enhancing layer, will differ when
detection of the particle is concerned. These simple samples, together with our
differential detection scheme, is very suitable to show the evanescent wave en-
hancement, which we explain in next section. In the remaining part of this chapter
we treat this question with numerical simulations and experimental results. We
shall concentrate on the difference in terms of detection sensitivity of two samples
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with and without enhancement to show the presence of the enhancement. For
simplicity, we will consider only a single layer of fixed thickness under fixed illumi-
nation wavelength. We refrain ourselves from the discussion of whether or not it
would have been possible to further enhance the effect by optimizing the enhancing
layer into multiple layers of different thicknesses. For this, one may refer to various
works in this topic, for example, [8, 9]. Specifically, we consider the physical thick-
ness of the enhancing layer to be 20 nm throughout this chapter, unless otherwise
specified. The substrate is assumed to be glass of refractive index of 1.48. We do
not consider the substrate to be dispersive, since the refractive index variation of
glass in the visible range is very small compared to the materials that will be used
for enhancing layers.

6.2. Numerical Simulations
Let us consider the basic model of the problem first. We can follow the procedure
outlined in [4], where, first a simplified model, evaluated using a thin-film modeling
algorithm based on multiple beam interference formulae [10], is used to verify
the feasibility of the enhancing layer design. And then rigorous simulations were
performed.

The origin of the enhancement is due to guided modes coupled inside the en-
hancing layer. Thus, one needs an element inside the sample to effectively generate
the evanescent modes so that they can be coupled. Commonly, a subwavelength
grating [3, 4] or a prism [5] is used to generate those modes, however, in our case,
we have the advantage that they can be generated by the subwavelength particle
scatterer. Once the evanescent waves are amplified, we need another element to
scatter them back in the far field as propagating waves, the particle itself is suitable
to do that task as well. Essentially, the system should work as the following,

1. The subwavelength particle scatterer, illuminated by a focused field, will gen-
erate propagating and evanescent waves.

2. Guided mode(s) inside the enhancing layer will be excited by these waves.

3. The guided mode(s) generated from evanescent waves will extend out of the
layer and interact with the particle. The particle will scatter back some part
of the radiation in the detector, resulting in an increased sensitivity.

These steps are illustrated schematically in Fig. 6.1. The differential LR or TB de-
tection scheme of CFS particle detector eliminates any effect regarding change of
reflectance of the substrate due to the addition of the enhancing layer, and brings
out the evanescent wave enhancement effect only.

Our starting point to analyze the problem by investigating the enhancement
effects with a simplified thin-film model. We are interested in how the modulus of
the intensity reflection coefficient, 𝑅, is modified by the presence of the enhancing
layer1. Let us define the normalized 𝑥-component of the incident wave vector 𝒌 as
1Since they are physically similar, we have used the same symbol 𝑹 for indicating the reflection matrix for
grating in chapter 3, however, for gratings, the reflection matrix always contained a subscript indicating
the corresponding order, for layers, this is absent.
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Figure 6.1: The three stages of scattering from a particle on an enhancing layer. Left: Coupling of
incident light, Middle: Generation of guided mode(s), Right: Scattering of evanescent waves.

Figure 6.2: The parallel polarization (A) and perpendicular polarization (B) incident on a sample.
The electric field direction is shown.

𝛽 , i.e., 𝛽 = 𝑘 /𝑛 𝑘 , where, 𝑛 is the refractive index of incident medium, which,
in our case, is air2. Similarly, 𝛽 can be defined for outgoing field. The incident
wave in general can be 𝑠 or 𝑝 polarized, (shown in Fig. 6.2), and we need to solve
for these two cases separately.

The intensity reflectance of the substrate should be enhanced in presence of
the layer. Let us consider the case in which evanescent waves, generated by the
particles, are incident from the air side to the substrate with 𝛽 , where, 10 ≥ 𝛽 > 1.
The upper limit of 𝛽 is chosen arbitrarily, which can be any value > 1 depending
on the specific situation. One has to check that this upper limit of 𝛽 is not too low
so that some evanescent waves which might have been significantly amplified are
not considered, and on the other hand, it should not be extremely large so that
the computational load becomes unnecessarily very high. For the present case, we
verified that this range is nearly optimal.

To have a quantitative idea about the enhancement, we can define percentage
enhancement 𝐸𝑃 as

𝐸𝑃(𝜆) =
∫ ∫ 𝑅 𝑑𝛽 𝑑𝑧 − ∫ ∫ 𝑅 𝑑𝛽 𝑑𝑧

∫ ∫ 𝑅 𝑑𝛽 𝑑𝑧 (6.1)

where 𝑅 and 𝑅 are the intensity reflectance of the sample calculated with and
without enhancing layer, respectively. 𝑧 is the distance in air from the air-enhancing
2To avoid confusion we would like the reader to note that and , both representing the normalized
-component of the wave vector, is differentiated with respect to their applicability. We have used in
the far field and it represents propagating wave ( ). On the other hand, we use in the near-field
which can take any value, propagating or evanescent.
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layer (with enhancement) interface or the air-glass layer (without enhancement)
interface. The integration over 𝛽 and 𝑧 gives us an measure of overall enhancement
not only at the interface but also near it for a large number of wave vectors. This
consideration is necessary for practical point of view, as the scattering particles
have certain size.

It was found that the dependence on 𝐸𝑃 with wavelength 𝜆 due to dispersion
of the material in the enhancing layer is an important observation to give insight
into the mechanism. To have a specific example, we consider three different ma-
terials, two III-V elements - Indium Antimonide (InSb) [11] and Gallium Arsenide
(GaAs) [12]; and glass (BK7) [13], each deposited as a thin layer of 20 nm sepa-
rately on a dispersion free glass substrate. Percentage enhancement 𝐸𝑃 from these
three samples are shown in Fig. 6.3. Following Eq. 6.1, a value of 𝐸𝑃 > 0 means
enhancement. Plot A, for GaAs, shows very high enhancement for 𝑠 polarization
and for 𝜆 > 700 nm. For shorter wavelength, 𝑝-polarized waves show better en-
hancement. For InSb the plot is shown in B, the behavior is also similar, however,
the enhancement is in a smaller scale. Moreover, to verify the correctness of the
simulations, we also use BK7 as an enhancing material. The results in C are for
BK7, which expectedly, shows no enhancement. There is actually a small loss in
case of BK7, since its refractive index is always slightly smaller than substrate.

The enhancing layer, essentially works as a slab waveguide and cavity. The
behavior of larger enhancement of 𝑝 polarized wave for shorter wavelength and 𝑠
for larger wavelength can be explained by following the idea from Pendry, [1]. The
message from those equations are, if an evanescent wave ∼ exp (𝑖𝑘𝑥) (with purely
imaginary 𝑘) is to be amplified, one has to find a way to change the sign in the
exponent. This can be done when the wave is put inside a Fabry-Perot cavity, as
then, the transmittance or reflectance takes the form of ∼ exp ( )

( , ) exp ( ) , where,
𝐹(𝑟, 𝑡) is a function which depends on cavity reflectance or transmittance. If 𝐹(𝑟, 𝑡)
is sufficiently large, then amplification of evanescent wave can take place, with
a consequent attenuation of propagating waves. The best condition is when the
denominator approaches zero, infinite amplification occurs for any wave, leading
to resonance. This is essentially step 2 in the work mechanism of the our system,
excitation of guided modes. Certainly, for the highly subwavelength thickness of 20
nm of the enhancing layer, the modes it can support has to be highly evanescent
in air. The fundamental mode in a slab waveguide is 𝑠, which is why for larger
wavelengths only 𝑠 polarized waves can be supported. For shorter wavelength, 𝑝
polarized waves can also guide modes. This may be the reason why 𝑝 polarized
waves tend to be enhanced in shorter wavelengths. To be noted, generally the
absorption is higher for shorter wavelength, and consequently, 𝐸𝑃 will be smaller
for shorter wavelengths than higher wavelength. On the other hand, this increasing
absorption implies the existence of guided modes can be over a large band of
wavelengths. However, at this point, it is necessary to further analyze the reason(s)
for enhancement of 𝑝-polarized light in dielectric in shorter wavelengths and relate it
to absorption to justify our intuitive ideas. We will explore the effects of absorption
in enhancement layers with another example later in section 6.4.

Moving on to the rigorous simulations with FEM (similar to chapter 1.3 with
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Figure 6.3: The left column shows the variation of real (blue, broken) and imaginary (red, solid) part of
refractive index. The right column of figures show percentage enhancement for (green , solid)and
polarization (blue, broken) as a function of wavelengths for the three materials of the enhancing layer

each with a thickness of 20 nm. The substrate is assumed to be glass ( . , without dispersion).
The incident medium is air. is varied from 1 to 10, and from 0 to 100 nm, both in 100 steps. From
top row to bottom, results are for (A) : GaAs, (B) : InSb and (C) : BK7. Note the difference in scales for
each plot. It should be noted that these results are specific to the thickness of the layer and can change
for other thickness.
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Table 6.1: Simulation Parameters

𝜆 = 405nm 𝜆 = 632nm
InSb layer refractive index 3.4 + 2𝑖 4.28 + 1.81𝑖
𝑁𝐴 0.9
Particle refractive index 1.5
Substrate refractive index 1.48

the parameters shown in table 6.1. The results for FEM simulation of a 200 nm
PSL particle on glass and on 20 nm thick InSb coated glass is shown in Fig. 6.4,
assuming the incident light is linearly polarized along 𝑥 (see, for reference, Fig. 1.1).
The illumination wavelength is 632 nm for part A (in top part) of the picture where
we have used a larger computation volume (as already detailed in chapter 1.3). The
modulus of the 𝑥-component of the electric field, |𝐸 | is shown, respectively without
(top row) and with the enhancing layer (bottom row) of InSb for two positions of
the particle. For the left column, the particle is at the center of the spot, while, for
the right column, it is shifted in the 𝑥 direction by 150 nm. In part (B) of the same
figure, the same field is shown for 405 nm illuminating wavelength, for the case
when the particle is at center of the spot. A cross section of the field modulus is
also provided, to have an idea about the contrast improvement. The effect of the
enhancing layer is clearly seen in both the cases. Essentially, the sensitivity for LR
or TB signal (see chapter 5.4) towards a shift calculated from these simulations are
about one order better in the presence of the enhancing layer as compared to the
case when there is no enhancing layer.

6.3. Experimental Results
To verify the principles, two physical samples were made. The first one was 200 nm
PSL particles on a flat glass plate (UV grade fused silica, flatness less than 20 nm, 5
mm thick). The second one was a 600 𝜇m glass plate of same material with a layer
of 20 nm InSb [14]. Both substrates can be considered infinitely thick for visible
wavelengths. The experimental setup is the same one mentioned in Fig. 4.2 in
Chapter 4, except only one difference that we will be using both the 632 nm He-Ne
Laser illumination and the 405 nm illumination. This is for two reasons, although
from Fig. 6.3, the enhancement for 20 nm InSb is better for shorter wavelength
of 405 nm, the particle is more subwavelength for larger wavelength of 632 nm,
which should generate evanescent waves more efficiently. Thus, this way we can
have a better overall verification of the principle. Similar to Chapter 4, the incident
light is taken as linearly polarized along 𝑥, producing both 𝑠 and 𝑝 polarized fields.
Each time the two samples were scanned with same setup, with identical power
level, ambient temperature and exposure time. The results are shown in Fig. 6.5,
where on top we show the variation of LR signal in two cases for a scanning area
of 10 × 15𝜇m area with samples per 10 nm separation. The effect of enhancing
layer is evident from the signal maps in part A and B of Fig. 6.5. Quantitatively, the
enhanced sample shows an increased contrast of about 5.34 times better than the
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Figure 6.4: In the top part (A) : The simulated absolute value of the electric field (| |) at far-field for
632 nm illuminating wavelength, assuming a linearly -polarized incident field. The left column is when
the particle is at center of the spot (or the -axis, see chapter 1.2), while the right is for particle shifted
by nm. The upper row shows the field without the layer, and lower row shows the field with
the layer. The effect of the layer is clearly visible. In the bottom part, (B) the same field for 405 nm
illuminating wavelength in the presence of the particle is shown (no shift), together with a cross-section.
All the plots are normalized to unity and have the same colormap.
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standard sample without enhancement, with an increased photon count of about
1.35 times. In the lower part of the figure, we show the LR signal variation map for
the same pair of samples at 405 nm for a scanning area of 10 𝜇m with same sam-
pling rate. The conclusion is similar, the enhanced sample produces an increased
contrast of about 3 times. The enhancement for this case is smaller than expected,
for which the reason may be that the particle was not small enough so that the
propagating waves generated were quite significant. Probably, this is why the par-
ticle is better detected for the sample without enhancing layer at this wavelength
than at larger wavelength of 632 nm.
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Figure 6.5: The experimental far-field LR signal maps for a glass substrate containing 200 nm PSL
particles without (A) and with (B) enhancement layer, under identical condition. The dynamic range of
signal (max-min) is 5.47 times better with the sample having the enhancement layer. In (C) we show
the cross-section of the maps along axis. The signal from the glass substrate is barely modulated (red,
continuous line) , whereas, the signal from glass substrate with enhancing layer (blue, broken line) is
significantly modulated. In (D) and (E), results when the same experiment is repeated for illumination
wavelength of 405 nm without and with enhancing layer, respectively. The bias level of the signal for
632 nm is about 0.1V, while at 405 nm it is about 0.17V, irrespective of sample type.



6

92 6. CFS for Particle Detection : Enhancement effect by the Substrate

WAVELENGTH (λ) in µm

A : FICTITIOUS GRAPHENE

0.4 0.5 0.6 0.65

0.2

0.3

0.4

0.5

 

 

E
P

 

0.1

0.2

0.4

0.6

WAVELENGTH (λ) in µm

0.4 0.5 0.6 0.65

0

0

E
P

 

B : FICTITIOUS GRAPHENE WITH FLIPPED ABSORPTION VARIATION

0.8

1

1.2

1.6

2

2.4

2.8

WAVELENGTH (λ) in µm

0.4 0.5 0.6 0.65

REAL (n)

IMAG (n)

WAVELENGTH (λ) in µm

0.4 0.5 0.6 0.65

0.8

1

1.2

1.6

2

2.4

2.8

REAL (n)

IMAG (n)

P-POL

S-POL

P-POL

S-POL
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(C) which gives rise to a gradually increasing enhancement for -polarization (gradually decreasing for
-polarization).

It is also important to consider that all the signal maps are obtained from dif-
ferential signal, making them independent of any change in the amount of power
reflected back directly from the substrate without the presence of the particle. Or
in other words, the measurements are independent of the change of sample re-
flectivity. The signal cannot change between samples far away from the particle
because of this differential nature of the signal.

6.4. Discussion and Outlook
Before starting with the discussions, we would like to point out that fact that all sim-
ulations presented in this chapter are for the specific thickness of the layer. In fact,
similar to a guided mode in a waveguide, the thickness can have a definite rela-
tionship with wavelength which can be used to design highly resonating structures.
However, that discussion about optimization of the structure, as stated before, is
beyond the scope of this thesis.

It is interesting to analyze the effect of absorption on the enhancement fac-



6.4. Discussion and Outlook

6

93

2 3 4
0

0.5

1

1 2 3 4 5
0

100

200

P-POL
S-POL

0.2 0.3 0.4 0.5 0.6 0.7 0.8
−500

0

500

1000

1500

2000

2500

3000
3500

 

 

(A)

βi

|R
e
n
h
 | 
 F
O
R
 z
 =
2
0
  n
m

EP
 

P-POL

S-POL

WAVELENGTH (λ) in µm

(D)

Z in nm

 

 

0 20 40 60 80 100

1

2

3

4

5
0.2
0.4
0.6
0.8
1
1.2
1.4

 

 

50

100

150

200

250

300
1

2

3

4

5

Z in nm
0 20 40 60 80 100

βi 

βi 

(C) : |Renh | FOR p, λ=567 nm  

(B): |Renh | FOR s , λ=567 nm 

λ=567 nm 

Figure 6.7: A: Variation of with wavelength for a 20 nm layer of Silicon. Very large value of
is observed. In B: | | is plotted for -polarization in plane. In C: | | is plotted for -
polarization in plane. In D : Comparison of the enhancement between and polarization is
made by plotting | | for nm for both cases.

tor 𝐸𝑃, which also brings out polarization dependence of the enhancement more
clearly. For example, in Fig. 6.6 we consider two ‘fictitious’ materials. For each
of them the imaginary part (absorption) of the refractive index varies linearly with
wavelength, either increasing or decreasing, while the real part stays the same.
For the top row (part A) of Fig. 6.6, the real part of the refractive index stays at
2.65 and the imaginary part increases linearly with wavelength. The exact values
are typical for Graphene [15, 16] but we consider much larger thickness of 20 nm.
The percentage enhancement 𝐸𝑃 increases for 𝑝-polarized wave with wavelength,
while it decreases for 𝑠-polarized wave. In the bottom row (Fig.B), the simulations
for the same fictitious material is shown, only now with the absorption decreasing
with wavelength. The effect on 𝐸𝑃 becomes opposite, i.e., it increases with for
𝑠-polarization and decreases for 𝑝-polarization. These examples show that there
is a relation between absorption coefficient and the polarization of the enhanced
evanescent wave.

Finally, we would like to consider another material with interesting behavior,
Silicon (Si), for which the variation of 𝐸𝑃 with wavelength is shown if Fig. 6.7. The
enhancement for s-polarization shows very narrow and large peaks. This is due to
resonant coupling of guided modes which gives rise to very strong but very narrow
enhancements at specific wavelengths. This is shown in the top left part (A) of the
figure. A specific example at 𝜆 = 567𝑛𝑚 resonant peak, is shown in part (B) where
the variation of |𝑅 | for 𝑠-polarization is plotted in the 𝛽 − 𝑧 plane. Very large



6

94 References

and narrow enhancement is seen at 𝛽 = 1.67. The similar plot for 𝑝-polarization
is shown in part C (bottom-left). The resonance is significantly weak for this case.
This comparison is made in (D), where we plot |𝑅 | at 𝑧 = 20nm from the air-Si
interface for both polarization. The difference in scale for 𝑝 (blue, left side) and 𝑠
(green, right side) is significantly large.
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Prototype

Everything is theoretically impossible,
until it is done.

Robert A. Heinlein
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In this chapter of the thesis, we show the results after implementing a prototype of
the CFS particle detector setup in a roll-to-roll production line in Holst Center, Eind-
hoven to evaluate its performance. We also present results about an experiment
in which we compared the performance of CFS particle detector with a benchmark
dark field particle scanner called Rapid Nano, from TNO, Netherlands [2, 3]. Finally,
we present some results of detection particles below 100 nm.

7.1. Introduction
In previous chapters we have presented methods to enhance the sensitivity of
particle detection in CFS, and in this chapter, we show the implementation of CFS
as a prototype for online particle detection measurements. As we have already
mentioned, the intention of the Clean4Yield project was to help migrate flexible
electronics production procedure from sheet-to-sheet to roll-to-roll line for higher
yield [4, 5], and so it is necessary to check whether the prototype is able to detect
particles down to 100 nm with the full speed of the roll, which is 3 meter/minute,
under production environment. Moreover, to ensure that all the scatterers of size
100 nm or more are detected, we carried out a comparison experiment with a
standard dark field scanner. These results will be presented in this chapter.

This chapter is organized as follows: in the next section, we describe the optical
setup and explain how the illumination and the detection system work. The subse-
quent section contains the results, which are presented in three steps. Firstly, we
show the results of off-line experiments to calibrate the experimental setup with
known scatterer size. Secondly, we present the results obtained from a working
prototype installed in production environment and use the data obtained from the
off-line experiment to find the scatterer size distribution. Thirdly, we compare the
performance of the experimental bright field scanner with a standard dark field
scanner. Finally, we present the discussions.

7.2. Experimental Setup
Although we are using almost the same setup as shown in Fig. 4.1, we give a short
description of the exact prototype we used to highlight the small changes. The
schematics of the bright field scanner capturing the far field distribution is shown
in Fig. 7.1. In the present setup, illuminating wavelength is 𝜆 = 405 nm, with the
numerical aperture of the microscope objective being 𝑁𝐴 = 0.9. Also for all the
results which will be presented in this chapter, only LP light was used. A telescopic
demagnifying arrangement is made with lens L1 (𝑓 = 6 cm), L2 and L3 (both 𝑓 = 4
cm) to accommodate the complete beam inside the central part of the detector.
The whole instrument, except the objective aperture, was encased inside a box
of dimension 40 cm × 20 cm × 10 cm. The sample can be placed in a scanning
table, or, is automatically scanned in case of a moving roll to roll line. The detection
is performed by a single split detector (SD1) when the sample is scanned in one
direction. In table 7.1, the parameters of the SD1 are given. For two dimensional
scanning, a pair of similar split detectors (SD1 and SD2) were simulated from the
camera using the same scheme as explained in chapter 4.3.3.
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Figure 7.1: The prototype CFS to be tested for particle detection. This is the prototype version of CFS
bright field particle detector (Fig. 1.1). Light coming from the LASER is linearly polarized with polarizer
P1 before being incident on the sample through beamsplitter BS1 and a microscope objective. The
sample is placed in the focal plane of the objective and can be scanned in that plane. The reflected
beam, containing both specular and scattered light, is demagnified (in the present setup at 3:2) before
being incident on a CAMERA and a split detector SD1. To upgrade the prototype for two-dimensional
particle detection one can use a polarizing beamsplitter (PBS) and a pair of split detectors SD1 and SD2.
The signal from the split detector is amplified and digitized using an 16-bit Analog to Digital Converter
(ADC) and a Field Programmable Gate Array (FPGA).

Table 7.1: Parameters of the split detector(s): Advanced Photonix Bi-Cell Silicon Photodiode

Active area 2×1.22 mm
Dark Current ⩽5 nA
Responsivity ⩾0.32 A/W
Noise Equivalent Power 2.5×10 W/√𝐻𝑧
Response time ≈ 190 ns
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From previous chapters, especially from Fig. 4.9, we know that the LR and TB
signals coming from the detector(s) are typically in the form of a pulse with a positive
and a negative peak. The part of the pulse between the positive and negative peak
signifies restoring of the symmetry in the far field due to the coincidence of the
scanner optical axis (𝑧-axis) with the center of the scatterer and can be used for
localization. The width of the pulse is related to the size of the particle while the
difference between absolute values of the peaks is a measure of how well the
particle is scanned. A symmetric pulse with the same magnitude of voltage of the
positive and negative peak implies that the scanner axis has passed through the
center of the particle. In production environment, it is very rare to have a perfectly
symmetric pulse, however, slightly imperfect symmetric pulses can also be utilized
for approximate scatterer size determination.

For the task of comparison of the CFS bright field detection system with a bench-
mark dark field particle scanner Rapid Nano [2], a special sample was made and
was characterized by both scanners. A square frame shaped marker, with 1 𝜇m
frame edge width and 100 𝜇m inner square width, is first patterned by e-beam
lithography on a 150 nm Zep520 resist film spin coated on Silicon substrate; the
pattern is then transferred to the silicon substrate by reactive ion etching with a
depth of around 80 nm, by using the pattern resist film as a mask. The remaining
resist is removed by Nitric Acid. This pattern works as a marker to designate the
required scanning area. Then PSL spheres of 100 nm diameter were deposited on
the sample with a density of about 30000 spheres/ sq.mm.

For the performance evaluation under production environment, the prototype
scanner was installed in a roll to roll flexible electronics production line where a
web1 of polymer substrate was driven under the scanner. The stability of the web
was maintained using a commercial air bearing from IBS Precision Engineering of
Netherlands. The transverse vibrations perpendicular to the web was less than a few
microns once the air table and web motion had stabilized, and thus, no additional
mechanism was necessary to keep the web at the focal plane of the objective. It
was sufficient to scan in only a single direction to evaluate this specific task and
only a single detector was used, while the moving web automatically provided the
necessary linear movement for scanning.

7.3. Results
7.3.1. Off-Line Measurements
At first, off-line experiments were performed to find the relation between pulse
width and the size of the particle. The pulse that is observed by scanning a 100 nm
diameter scatterer is shown in part A of Fig. 7.2. To separate the pulse from noise,
a thresholding is performed and then the pulse converts to two successive square
pulses of alternating polarity (the dashed line in Fig. 7.2). The pulse width is then
determined by adding the width of both pulses and the time 𝑇 occurred due to the
error in thresholding. Different pulse widths were calibrated using known scatterer

1A very wide (≈ meter) sheet of polymer substrate is termed as web in industrial terminology (see
Fig. 1.6).
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Figure 7.2: A : a typical pulse from a 100 nm scatterer and the corresponding square pulses (broken red
line), and the error (explained in detail in the text). B: Variation of pulse width with different scatterer
size. Both plots assume a scan speed of 0.3 m/min.

sizes, and this plot is shown in the part B of Fig. 7.2, where the pulse widths of
symmetric pulses, assuming a web speed of 0.3 m/min (the low speed), are plotted
for different scatterer sizes. The approximate width of the pulse generated by a 100
nm scatterer is about 200 𝜇s at this speed. It can be noted that the pulse widths
fall almost linearly till scatterer size reaches below 200 nm, which is approximately
the diffraction limit for 𝜆 = 405 nm, and then decreases more gradually.

7.3.2. In-Line Measurements
The performance evaluation of the experimental scanner in the production environ-
ment was done on a polymer web in the roll to roll production line at two different
speeds, low (0.3 m/min) and high (3 m/min). For creating artificial contamination in
the clean web, dense solution of 100 nm PSL spheres (10% solid content) diluted to
1% solids content with 90 vol% H O and 10 vol% Isopropanol, was sprayed across
the width of the web intermittently, making successive stripes of contaminated and
clean web. The data from the scanner were captured at a sampling rate of 1 MHz,
which was limited by the present electronics in the prototype but can be increased
with better components2. The results are shown in Fig. 7.3, top (low speed) and
bottom (high speed). Referring back to Fig. 7.2, to evaluate the scatterer count,
the number of pulses (asymmetric and symmetric) within a time frame has to be
counted. In Fig. 7.3 the scatterer counts/sec is plotted against time. The green
continuous line shows the contaminated stripes clearly, also showing their width
and scatterer density variation along the width. The blue broken line shows similar
data from a clean part of the web, with a very low scatterer count. The results were
similar for both speeds. For both of these experiments, the incident power was 20
𝜇W, which corresponds to a dose of 21.2×10 𝜇J/𝜇m , assuming a spot size of 1
𝜇m in diameter and the sampling rate of 1 MHz.

In order to find the size of the contaminating scatterers, the width of the sym-
metric pulses can be used. The size distribution of the contaminating scatterers

2In the present setup, the slowest component was the ADC and FPGA assembly. With a 8-bit ADC, the
bandwidth can be increased significantly, without significant loss of sensitivity.
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were calculated from the data obtained while scanning the sample at low speed
because the sampling rate of 1 MHz was not sufficient to sample the pulses at high
web speed without distortion. The symmetric pulses generally constitute a very
small fraction of the total number of pulses and a special algorithm was needed to
separate symmetric pulses from all the other pulses. To do this, we convert the
obtained pulses into square shaped pulses by using a threshold voltage, depending
on the detector noise level. This implies the central part of a symmetric pulse will
be below this threshold voltage and will be consequently approximated erroneously
to zero. This error in approximating the square shaped pulses from the real exper-
imental pulses is shown in Fig. 7.2 as 𝑇. The time error 𝑇 is the key parameter to
check to find out whether a pulse is indeed symmetric, or it is just two different
asymmetric pulses of opposite polarity in succession (i.e., coming from two different
scatterers in opposite sides of the spot). For the former case, 𝑇 is much smaller.

The size distribution after analyzing the symmetric pulses is shown in Fig. 7.4,
counting symmetric pulses up to 4 ms in time, corresponding to a particle size of
about 500 nm. There are several interesting observations that can be made from
this distribution. Firstly, the maximum number of pulses have a width of about
200 𝜇s, which corresponds to the correct size of the contaminating scatterer of
100 nm. Secondly, there are also scatterers of sizes above 100 nm, which is due
to clusters of 100 nm scatterers. We are unable to differentiate those clusters
from single scatterers from present measurements. Thirdly, there are also some
pulses of smaller width than 200 𝜇s, which at first, seems to be an error. However,
it can be explained considering two unwanted contamination sources: scatterers
from air and the droplets of solvent liquid, both of which can be smaller than the
contaminating scatterer size.

7.3.3. Comparison Measurements
The aim of the comparison experiment was to verify the reliability of the CFS bright
field scanner by comparing the number of scatterers it detects inside a specific area
of the sample with that of a benchmark dark field scanner, in this case, the Rapid
Nano developed by TNO [2]. It can detect particles down to 42 nm in size on
flat surfaces [6]. The detection is based on a step-and-repeat principle: multiple
images of approximately 1 sq. mm are stitched together to create an overview
image of an entire sample. The measurement time for each individual image is 50
ms. During this time laser light with a wavelength of 532 nm was used to illuminate
the sample. Different incident power levels, ranging from 0.01 to 4.00 W can be
used; higher powers are typically needed for detection of smaller particles.

In the part A of Fig. 7.5, one can see the result from Rapid Nano. The illumination
time was 50 ms at a power level of 0.10W. The beam spot size of the laser on the
substrate is approximately 2 mm. This gives an average intensity of 0.03W/mm ,
so the sample was exposed to a total light dose of 1.5 mJ/mm . The scatterer size
of 100 nm is significantly above the detection limit of Rapid Nano, and all the 6
scatterers inside the square area are clearly visible. In the right side of the image,
the result from the CFS particle detector is shown. The size of the marker was bigger
than the full range of the X-Y stage, which was used for this off-line experiment, and



7

104 7. CFS for Particle Detection : Calibration and Working Prototype

A : RAPID NANO DATA 

B : CFS DATA 
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Figure 7.5: Result of the comparison experiment. The image on the left (A) was generated by the dark
field scanner Rapid Nano. The image on the right side (B) is the same area scanned by the experimental
bright field scanner. The power for the data in (B) was 60 W. In (C), we have performed a Gaussian
noise removing filtering on the raw experimental data from the CFS particle detector ( as shown in (B))
with the noises that could not be removed, shown by arrows.
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Figure 7.6: Result of the / particle detection experiment. The far field LR-maps on the top row,
unfiltered (A) and filtered (B) data, were obtained with 632 nm illumination for 100 nm particles. The
lower column also shows the same map, unfiltered (C) and filtered (D) data, for the sample containing
60 and 80 nm particles, scanned with 405 nm illumination. The scanned area is 10×10 m .

so only an area of 72×72 sq. 𝜇m could be scanned. Fortunately, this area contained
all the scatterers. This area was further divided into four adjacent squares of 36×36
sq. 𝜇m each to accommodate to the maximum scanning area of the X-Y stage. As
can be seen from part B of Fig. 7.5, all six scatterers were detected, albeit with
different SNR and slightly different average power levels in each quadrant. This is
because of improper synchronization of the X-Y stage with the detection system
and some interfacing problem between the detector and the computer. This issue,
and most of the noise contribution from the data can be eliminated in the same
way as was done for Fig. 5.3 in chapter 5 by using a Gaussian low-pass filter. The
filtered map is shown in part C of Fig. 7.5, which clearly shows the particles, and
also shows some part of noises which could not be removed (shown by arrows).
The noise filtered maps from the CFS system has a SNR of about 8.

7.4. Below 100 nm particle detection
In chapter 1.4, we mentioned that the project Clean4Yield set the required small-
est particle detection sensitivity to 100 nm. After this goal was achieved, it may
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be intuitive to check the possible sensitivity limit that can be reached with the
CFS particle detection system in its present status. The answer to this question is
not straightforward, as the final detection sensitivity depends mainly on the noise,
which is situation specific. Noise is generally much smaller in a confined laboratory
environment because of its better temperature and vibration control compared to
production environment such as a roll to roll line. In addition to that, the inabil-
ity to use certain precision components which cannot be used under production
environment, such as piezo-electric scanner which has to be replaced by the air
bearings, will increase the noise components to degrade the performance of the
system. However, this also implies that a successful detection of 100 nm particle
under production environment may indicate that a possible sensitivity even lower
than 100 nm can be reached under stable laboratory environment.

With this motivation, the CFS particle detection system was put to test to detect
𝜆/6 particles, i.e., 100 nm particles with 632 nm illumination (𝜆/6.32) and 60 nm
particles with 405 nm illumination (𝜆/6.75). For the second case, a new sample
was made with 60 nm and 80 nm PSL particles on a silicon substrate. The results
are shown in Fig. 7.6. In (A) and (B) of the figure, one can see the far field LR
data maps for unfiltered and filtered data, respectively. Exactly the same type of
filtering as done for Fig. 5.3 and Fig. 7.5 has also been used here. For the top row,
the illumination wavelength is 632 nm and the particle size is 100 nm. The particle
is clearly detected. More interestingly, in the bottom row, a sample containing 60
nm and 80 nm particles were scanned. Both the unfiltered (C) and the filtered LR
maps (D) show multiple particle detection. In the filtered one, we can spot clearly
three detected particles, which possibly consists of a larger (80 nm) and two smaller
(60 nm) particles.

Although the lowest possible detection limit of the CFS particle scanner has not
yet been clearly determined by us, it is possible to anticipate from these maps that
it might be in the range of 50-60 nm on silicon surface. To be noted, these maps
are still obtained from the basic CFS version, and after application of the different
techniques we have discussed in last three chapters, we might be able to detect
particles smaller than that limit.

7.5. Discussion
In this chapter, we presented the performance of CFS prototype for particle detec-
tion down to 100 nm in a roll-to-roll line production environment. It has a different
way of delivering power from the source to the scatterer-substrate system than
conventional dark field scanner, and can operate using sources with much less
power output. The technique is suitable for utilization on most substrates including
those which can be damaged under high power illumination. Moreover, it has been
shown that the technique is simple, robust and fast enough to work in an industrial
environment without slowing down the speed of production. The approximate size
distribution of the scatterer is also possible to be retrieved with simple algorithms.
We also present a comparison experiment of a CFS scanner with a standard dark
field scanner and have shown that CFS was able to detect all the scatterers as was
detected by the dark field scanner. Finally we presented the detection capability of
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CFS particle detector to successfully detect sub 100 nm particles.
For this chapter we have used the most simple version of CFS, and except the

‘detection by asymmetry’ principle, we did not use any procedures to enhance the
SNR as we have discussed in last three chapters. Nonetheless, we would like to
point out that the test of CFS prototype met the specifications set by the Clean4Yield
project, i.e., to detect particles down to 100 nm. Moreover, all these techniques
can be implemented independently of each other, as well as combined, to achieve
an even higher sensitivity of detection. It is important to note that all these afore-
mentioned techniques like inner pupil blocking (Chapter 4), radially polarized light
(Chapter 5) or layered substrate (Chapter 6) are implemented by physical elements
and require no additional data processing, which implies incorporating all of them
should not lead to any reduction in the speed of particle detection.
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We started the research related to optical scatterometry back in 2011, with the
motivation to improve the existing CD metrology principle with a better alternative.
Then it was proposed to investigate performance of CFS for isolated objects, with
the final objective of a fast and low-power particle detector on a flat substrate.
After four years of research, CFS has been able to achieve most of its goals. In
this thesis, we have covered only the theoretical analysis for CD metrology CFS as
the experimental realization of it was beyond the scope, but the interested readers
are encouraged again to read the article regarding its experimental implementation
in Ref. [1, 2]. The other role of CFS as a particle detector was more studied with
experimental verifications, with the chapter 7 outlining the implementation of the
prototype particle detector. In this chapter we present the outlooks - some ideas
that could not be addressed completely at the time of drafting this thesis.

8.1. Outlook 1 : Experimental implementation of
ICFS - calculating the far-field scatteringmatrix

In chapter 3 we introduced the concept of Interferometric Coherent Fourier Scat-
terometry. We recall that it was introduced as an improvement over standard CFS,
where only the phase information between two overlapping orders was implicitly
encoded in the far-field intensity pattern. In ICFS, we have used the concept of
phase-shifting-interferometry with scatterometry by assuming coherent superposi-
tion of a separate reference wave with the scattered wave. There were mainly two
advantages. Firstly, ICFS was more sensitive than CFS. Secondly, it was possible
to utilize the benefits of coherence theoretically to any value of the pitch, thereby
removing the constraint of large gratings that were necessary for CFS. These ben-
efits came at the price of increase in the amount of data that are needed to be
processed. However, so far all the analysis about ICFS has been done with numer-
ical simulations and physical reasoning. It is necessary to verify all the concepts
developed in chapter 3 with experiments. These experimental results has been
submitted very recently [3].

A possible configuration for experimental realization of this concept is shown in
Fig. 8.1, by adding an interferometric arm to the original CFS configuration as was
introduced in Fig. 1.1. This is also the procedure that has been used in our recent
submission [3]. Here the beamsplitter BS2 devides the reference beam from the
incident beam and mirror M1 directs it to a retro-reflector on a moving piezo-stage.
The outgoing and phase shifted reference beam is superposed with the scattered
beam by beamsplitter BS3. The grating scanning together with the reference phase-
shifting will generate the ICFS superframe for a fixed polarization combination of
P1-P2. The process is repeated for all possible P1-P2 combinations.

The apertures A1 and A2 can be adjusted to select any part of the pupil in the
incident wave or the scattered wave, converting it to a sectioned ICFS. A general
version of the aperture can be a Spatial Light Modulator (similar to Fig. 5.2), how-
ever, for sections with simple geometries as we have used in section 3.4, a slit can
be used.1 The final results in the general case will depend on whether the aperture
1However, the diffraction from the edge of the aperture might be an issue.
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Figure 8.1: A Possible ICFS configuration. The incident-outgoing polarization combination is chosen
by the polarizer pair P1-P2. In general, the polarization of the incident wavefront and the reference
wavefront may be different. An example is a circularly polarized incident wave and a reference wave
which is linearly polarized in two orthogonal direction, and , so that one does not need a polarizer
in the outgoing beam. However, the above scheme is more robust to the alignment errors between
different polarizers.
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is placed in the incident beam or in outgoing beam, except for the special case of
planar section, which is independent of the aperture location.

8.2. Outlook 2 : Optimization of incident field - A
recipe with Lagrange Multiplier method

In chapter 5 we have used radially polarized incident field for enhancing the inter-
action in the far-field between the scattered and reflected outgoing waves. This
was mostly done keeping in mind that the polarization direction for each of them is
parallel in the far-field in every point of the pupil when the center of the particle and
the 𝑧-axis containing the central axis of the spot coincides. We also commented
that the amplitude distribution of this incident field can be further optimized using
the principle of Lagrange Multipliers [4]. Here, we briefly outline the procedure to
do so.

We can start from Eq. 5.6, which gives the far-field already optimized based
on our previous argument. Following the Lagrange Multiplier method, one way to
formulate the optimization problem is as follows :

To find the incident field distribution that maximizes the sensitivity to the dis-
placement in the 𝑥-direction of the nano-particle for a fixed power flow, or,

maximize 𝑋 = ∫ 𝜕
𝜕(Δ𝑥)𝑨 .(𝑨 )∗𝑑𝑘 𝑑𝑘

subject to 𝑌 = ∫𝑨 .(𝑨 )∗ 𝑘𝑘 𝑑𝑘 𝑑𝑘 = 1 (i.e. the incident power is normalized.)
(8.1)

where 𝑨 (𝑨 ) is the total outgoing (incident) wave complex amplitude.
The problem is further simplified since we are interested in radially polarized

incident field in here, and so, 𝑋 can be simplified by considering only the 𝑝 compo-
nent.

𝑋 = ∫ 𝜕
𝜕(Δ𝑥)𝐴 .(𝐴 )∗𝑑𝑘 𝑑𝑘

𝑌 = ∫𝐴 .(𝐴 )∗ 𝑘𝑘 𝑑𝑘 𝑑𝑘 (8.2)

To reach an approximate solution, we can make some more simplifying assump-
tions. It is known that integral of a function is slowly varying than the function itself,
implying that a variation of the scattered part of 𝑨 w.r.t 𝐴 in Eq. 5.6 (contributed
by 𝑬 through the integration, Eq. 5.4) will be smaller than the same variation of
the specularly reflected part of 𝑨 . Under this approximation, we can arrive at the
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following form Eq. 5.6 and Eq. 8.1

𝑋(𝐴 + 𝛿𝐴 ) − 𝑋(𝐴 ) = 𝛿𝑋

= 𝜕𝑋
𝜕𝐴 𝛿𝐴 ≈ ∫2𝑖𝑘 [(1 + 𝑟 )𝛿𝐴 𝛾∗(−𝑘 − 𝑘 )(𝐸 )∗ + c.c]𝑑𝑘 𝑑𝑘 (8.3)

where 𝛾 = /
√

, and 𝛼 is complex polarizability, which is the same quantity

as in chapter 5. The variation of constraint 𝑌 with the incident field is

𝑌(𝐴 + 𝛿𝐴 ) − 𝑌(𝐴 ) = 𝛿𝑌 = 𝜕𝑌
𝜕𝐴 𝛿𝐴 = ∫2𝑘𝑘 [(𝐴 )∗𝛿𝐴 + 𝑐.𝑐]𝑑𝑘 𝑑𝑘 . (8.4)

Lagrange multiplier method is applied by multiplying Eq. 8.4 by Λ and subtract-
ing it from Eq. 8.3. This must be zero for an optimum (local) solution.

𝛿𝑋 − Λ 𝛿𝑌 = 0 (8.5)

For that to be true, the integrand must be zero, which implies

𝑖𝑘 𝑟 (𝛾)∗(−𝑘 − 𝑘 )(𝐸 )∗ = Λ 𝑘
𝑘 (𝐴 )∗ (8.6)

From 8.6 and 8.1 we can find the optimum field amplitude distribution 𝐴 for
particle detection with a radially polarized incident field,

𝐴 =
𝑖(𝑟 )∗𝛾𝑘𝑘 (𝑘 + 𝑘 )

𝑘 (Λ)∗ 𝐸 =
(1 + 𝑟 )∗𝛼𝑘 𝑘 √𝑘 + 𝑘

𝑘 (Λ)∗ 𝐸

where Λ = √∫
|(1 + 𝑟 )| |𝛾| 𝑘𝑘 (𝑘 + 𝑘 )

𝑘 |𝐸 | 𝑑𝑘 𝑑𝑘

=
|𝛼|
2𝜖

√∫
|(1 + 𝑟 )| 𝑘𝑘 (𝑘 + 𝑘 )

𝑘 |𝐸 | 𝑑𝑘 𝑑𝑘 (8.7)

The interesting observation here is the fact that the 𝐸 , being independent of
𝑘 and 𝑘 , is eliminated from final expression of 𝐴 , which reduces the numerical
complexity of the problem.

This formula can be further corrected. Firstly, we can consider the phase dif-
ference (see Fig. 5.1) between the directly scattered field (𝐴 ) and the scattered
field reflected from the substrate (𝐴 , ). Secondly, we can take into account the
first order terms of variation of 𝐸 with Δ𝑥,

𝑬 ≈ 𝑬 +
𝜕𝑬
𝜕𝑥 Δ𝑥 (8.8)
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which we have so far neglected.These considerations are ways to a more rigorous
analysis of this problem.

We must emphasize that this is not the only way to set up this problem, in other
words, there can be many other choices of 𝑋, which will determine the problem.
In the author’s experience, it is the most important consideration to choose the
function to be optimized (𝑋) properly, after which the determination of optimized
parameters can be calculated following a standard recipe as was outlined here.

8.3. Outlook 3 : Large area particle detection - CFS
with multiple scanning heads

At the time of writing this thesis, the prototype particle detection system is able to
scan only a single line on the substrate in a roll-to-roll line. It is still valuable infor-
mation about the contamination on the substrate since one is generally interested
in the statistical distribution of the contaminations in the substrate for which scan-
ning the whole of the web is not necessary. On the other hand, it is also necessary
to have that same information from few other locations of the sample to have a
good statistical estimation. This requires an up-gradation of the prototype by using
multiple scanning heads to work in parallel and scan a wider area at once.

A possible way to extend the present CFS particle detector to achieve this is
shown in Fig. 8.2. Multiple probing beam has been derived from a single laser
source using a diffractive optical element (transmission grating) and a collector lens
with large 𝑁𝐴. The separation between two successive scanning heads does not
have to be very close since scanning the whole width of the web is rarely needed,
however, there should be sufficient number of them to allow required sampling to
develop a reliable statistical model of contamination distribution. It is technically
challenging to produce an array of lenses with large 𝑁𝐴 in small space such as
shown here, however, recently many emerging techniques for making such lenslet
array has been reported [5–7], which may be consulted for choosing a suitable
fabrication procedure.

8.4. Conclusion : Final Comments
Our aim in this thesis was to show that Coherent Fourier Scatterometry can be a
powerful alternative to presently available techniques that perform CD metrology
and particle detection on flat substrate. To our knowledge, no present system can
do both functions at once, while CFS, with small modifications, can be used in both
cases. Practical benefits of CFS include robust epi-illumination configuration, simple
optical design and small dimensions making it more integrable (the CFS prototype
installed in production line is of dimension 40cm X 20cm X 20cm), but, the main
advantages are its high sensitivity (for CD metrology) and low power-high speed
operation (for particle detection).

While investigating the sensitivities of a CFS with respect to IFS, the effect of
scanning in the far-field due to coherence was understood more clearly. We also
showed that it is possible to extend the applicability of CFS by removing its con-
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Figure 8.2: A possible configuration for CFS particle scanner with multiple heads. The generation of
multiple beams is done by the transmission grating. The drawing is simplified for the sake of clarity,
since to implement this properly one has to make sure that different paths do not overlap.

straint on the requirement of large pitch by merging it with interferometry, which
resulted in ICFS. For the particle detection, we had to modify the then existing CFS
system in several areas. The differential detection systems made CFS more sensi-
tive and fast, while the sensitivity was further augmented by using radially polarized
incident field. Another way to increase the sensitivity was also shown to be possible
by modifying the substrate - the enhancement layer approach. The final implemen-
tation of the prototype led to a successful particle detection and size determination
in the production environment, together with successful detection of sub 100 nm
particles.

We believe that sharing the knowledge and experience that we gained through
this work will be of interest for research community working in CD metrology or
particle detection. We also believe that some of the concepts explained in this
thesis can be of benefit to a broader group of the scientific community and can be
applied in different technologies other than the ones mentioned before. Differential
detection to determine the asymmetry in far-field is an useful procedure to elimi-
nate noise and increase SNR a system in general, and scatterometry is one of the
applications of it. The enhancing layer of chapter 6 can be used to increase reso-
lution of photolithography techniques by enhancing certain evanescent wave band.
Radially polarized light can be applied to detect orientation of molecules with per-
manent dipole moment, since only dipoles oriented along longitudinal axis (𝑧-axis)
with emit back radially polarized light when they are illuminated by focused radially
polarized light, and as a result, those dipoles will produce maximum contrast when
scanned.

To conclude, we sincerely hope that there will be further developments and
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research on the ideas discussed in this thesis to make it more suitable for practical
implementation, ultimately producing a positive impact in our society.
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