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Abstract
We study the effect of external electric fields on superconductor-semiconductor coupling by
measuring the electron transport in InSb semiconductor nanowires coupled to an epitaxially grownAl
superconductor.We find that the gate voltage induced electric fields can greatlymodify the coupling
strength, which has consequences for the proximity induced superconducting gap, effective g-factor,
and spin–orbit coupling, which all play a key role in understandingMajorana physics.We further
show that level repulsion due to spin–orbit coupling in afinite size system can lead to seemingly stable
zero bias conductance peaks, whichmimic the behavior ofMajorana zeromodes. Our results improve
the understanding of realisticMajorana nanowire systems.

1. Introduction

The hybrid superconductor-semiconductor nanowire system is the prime candidate to realize, control, and
manipulateMajorana zeromodes (MZMs) for topological quantum information processing [1–3].MZMs can
be engineered in these hybrid nanowire systems by combining the one-dimensional nature of the nanowire,
strong spin–orbit coupling, superconductivity, and appropriate external electric (to control the chemical
potential) andmagnetic fields (to control the Zeeman energy) to drive the system into a topologically non-trivial
phase [4, 5]. To induce superconductivity in the semiconductor nanowire, it needs to be coupled to a
superconductor. The electronic coupling between the two systems turns the nanowire superconducting [6],
known as the proximity effect. Following this scheme, the first signatures ofMZMswere observed in these
hybrid systems, characterized by a zero bias peak (ZBP) in the tunneling conductance spectrum [7–10]. Since
then, significant progress has beenmade inMajorana experiments [11–14], enabled bymore uniform coupling
between the superconductor and semiconductor nanowire. This has been achieved by improved interface
engineering: through careful ex situ processing [15–17], by depositing the superconductor on the nanowires
in situ [18, 19], and a combination of in situ and ex situ techniques [20],finally leading to the quantization of
theMajorana conductance [13].

However, the treatment of the superconductor-semiconductor coupling in the interpretation of
experiments is often oversimplified. This coupling has recently been predicted to depend substantially on the
confinement induced by external electric fields [21]. In this work, we experimentally show that the
superconductor-semiconductor coupling, as parameterized by the induced superconducting gap, is affected by
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gate induced electric fields. Due to the change in coupling, the renormalization ofmaterial parameters is altered,
as evidenced by a change in the effective g-factor of the hybrid system. Furthermore, the electricfield is shown to
affect the spin–orbit interaction, revealed by a change in the level repulsion betweenAndreev states. Our
experimental findings are corroborated by numerical simulations.

2. Experimental set-up

Wehave performed tunneling spectroscopy experiments on four InSb–Al hybrid nanowire devices, labeled
A–D, all showing consistent behavior. The nanowire growth procedure is described in [20]. A scanning electron
micrograph (SEM) of device A is shown infigure 1(a). Figure 1(b) shows a schematic of this device and the
measurement set-up. For clarity, thewrap-around tunnel gate, tunnel gate dielectric and contacts have been
removed on one side. A normal-superconductor (NS) junction is formed between the part of the nanowire
covered by a thin shell of aluminum (10 nm thick, indicated in green, S), and theCr/Au contact (yellow,N). The
transmission of the junction is controlled by applying a voltageVTunnel to the tunnel gate (red), galvanically
isolated from the nanowire by 35 nmof sputtered SiNx dielectric. The electricfield is induced by a global back
gate voltageVBG, except in the case of device B, where this role is played by the side gate voltageVSG. Further
details on device fabrication and design are included in appendices A andB. To obtain information about the
density of states (DOS) in the proximitized nanowire, wemeasure the differential conductance dI/dVBias as a
function of applied bias voltageVBias. In the following, wewill label this quantity as dI/dV for brevity. A
magnetic field is applied along the nanowire direction (x-axis infigures 1(b), (c)). Allmeasurements are
performed in a dilution refrigerator with a base temperature of 20 mK.

3. Theoreticalmodel

The device geometry used in the simulation is shown infigure 1(c).We consider a nanowire oriented along the
x-direction, with a hexagonal cross-section in the yz-plane. The hybrid superconductor-nanowire system is
described by the Bogoliubov–deGennes (BdG)Hamiltonian

Figure 1.Device schematics. (a) SEMof device A, with InSb nanowire in gray, superconducting aluminum shell in green, Cr/Au
contacts in yellow, and local tunnel gate in red. Scale bar is 500nm. (b) Schematic of experimental set-up. The substrate acts as a global
back gate. Themagnetic field is applied along the nanowire direction (x-axis). (c)Geometry used in the numerical simulations. A
uniformpotentialVGate is applied as a boundary condition at the interface between substrate and dielectric. The superconductor
(green) is kept at afixed potential, which is set by the work function difference at the superconductor-semiconductor interface.
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Thefirst term contains contributions from the kinetic energy and the chemical potential, as well as the
electrostatic potentialf. The second and third terms describe the Rashba spin–orbit coupling, with the coupling
strengthαy (αz) depending on the y-component (z-component) of the electric field. The Zeeman energy
contribution, proportional to g, the Landé g-factor, is given by the fourth term. Finally, the superconducting
pairingΔ is included as thefifth term. Allmaterial parameters are position dependent, taking different values in
the InSb nanowire and theAl superconductor. For additional details about the simulation, see appendices C
andD.

If the coupling between the superconductor and semiconductor is small (compared to the bulk gap of the
superconductorΔ, known asweak coupling), superconductivity can be treated as a constant pairing potential
term in the nanowireHamiltonian, with the induced superconducting gap being proportional to the coupling
strength [22]. However, if the coupling becomes strong, thewave functions of the twomaterials hybridize, and
the superconductor and semiconductor have to be considered on equal footing [23].We achieve this by solving
the Schrödinger equation in bothmaterials simultaneously.When desired, the orbital effect of themagnetic field
is added via Peierls substitution [24]. The simulations are performed using thekwant package [25].

The electrostatic potential in the nanowire cross-section is calculated from the Poisson equation, assuming
an infinitely longwire.We use afixed potentialVGate as a boundary condition at the dielectric-substrate
interface. The superconductor enters as the second boundary condition, with afixed potential to account for the
work function difference between superconductor and semiconductor [26].We approximate themobile
charges in the nanowire by a 3D electron gas (Thomas–Fermi approximation). It has been demonstrated that the
potentials calculated using this approximation give good agreement with results obtained by self-consistent
Schrödinger–Poisson simulations [27]. The calculated potential for a givenVGate is then inserted into the
Hamiltonian(1).

By solving the Schrödinger equation for a given electrostatic environment, we can see how the gate potential
alters the electronic states in the nanowire, how they are coupled to the superconductor, and how this coupling
affects parameters such as the induced gap, effective g-factor, and spin–orbit energy.

4.Gate voltage dependence of the induced superconducting gap

When the transmission of theNS-junction is sufficiently low (i.e., in the tunneling regime), the differential
conductance dI/dV is a directmeasure of theDOS in the proximitized nanowire [28]. Infigure 2(a), we plot
dI/dVmeasured in device A as a function of applied bias voltageVBias and tunnel gate voltageVTunnel, for
VBG=−0.6 V. In the low transmission regime, we resolve the superconducting gapΔ around 250 μeV,
indicated by the position of the coherence peaks. The ratio of sub-gap to above-gap conductance (proportional
to the normal state transmission of the junction,T) follows the behavior expected fromBTK theory [29, 30],
indicating the sub-gap conductance is dominated byAndreev reflection processes (proportional toT2). This is
generally referred to as a hard gap.However, formore positive back gate voltages, the sub-gap conductance is
larger and showsmore resonances, as is illustrated infigure 2(b) forVBG=−0.3 V. Figure 2(c) shows line traces
taken at a similar transmission (above-gap conductance) for both cases. The sub-gap conductance for
VBG=−0.3 V (black line) exceeds that of the hard gap case (red line) by an order ofmagnitude. This is
indicative of a surplus of quasi-particle states inside the gap, referred to as a soft gap.

The gate voltage induced transition from soft to hard gap is generically observed inmultiple devices. To
understand this phenomenology, we calculate the electron density in the nanowire cross-section for different
values ofVGate. Because the charge neutrality point in our devices is unknown, there is a difference between the
gate voltages used in the experiment and the values ofVGate used in the simulation. By comparing the transition
point between hard and soft gaps in the experiment and the simulation, we estimate that the experimental gate
voltage range−0.6 V<VBG<−0.4 V roughly corresponds to the simulated gate voltage range
−0.4 V<VGate<−0.2 V.

Formore negativeVGate, the electric field from the gate pushes the electrons towards interface with the
superconductor (inset offigure 2(a)).We solve the Schrödinger equation for the calculated electrostatic
potential and find that this stronger confinement near the interface leads to a stronger coupling. This results in a
hard gap, as illustrated by the calculated energy spectrum (figure 2(d), red line). However, formore positive
voltages, the electrons are attracted to the back gate, creating a high density pocket far away from the
superconductor (inset offigure 2(b)). These states areweakly coupled to the superconductor, as demonstrated
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by a soft gap structure (figure 2(d), black line, see also appendix E).We can therefore conclude that the electron
tunneling between the semiconductor and the superconductor is strongly affected by the gate potential.

The change in superconductor-semiconductor coupling does not just affect the hardness, but also the size of
the gap. For each back gate voltage, we fit the BCS-Dynes expression [31] for theDOS in order to extract the
position of the coherence peaks, giving the gap sizeΔ. The results are shown infigure 2(e). Further details on the
fitting procedure are given in appendix F. AsVBG becomesmore positive, the superconductor-semiconductor
coupling becomesweaker, reducing the size of the gap. FromVBG>−0.4 V onward it becomes difficult to
accurately determine the gap, as it tends to become too soft and the coherence peaks are not always clearly
distinguishable. The top right inset shows the shift of the coherence peak (indicated by the arrows) to lower bias
voltage asVBG is increased. The lower left inset shows the extracted coherence peak position from the numerical
simulations, showing the same trendwith gate voltage.However, the theoretically calculated induced gap is
generally smaller than the experimentally observed gap. It has been demonstrated that disorder at the outer
surface of the superconductor (e.g., due to oxidation) leads to an increase in the induced gap due to breaking
ofmomentum conservation, which increases the superconductor-semiconductor hybridization [21].
Additionally, the gap decreasesmore slowlywhen the gate voltage ismore positive. As this kind of disorder is
present in our devices, butwas not included in the simulation, this is a likely cause for the discrepancy between
theory and experiment.

5. Effective g-factor

As the electricfield induced by the back gate clearly has an important effect on the hybridization between the
nanowire and the superconductor, we now look at the effect this has on the Zeeman term in theHamiltonian.
This term affects the energy dispersion of spinful states in amagnetic field.We study the dispersion of the states
in the nanowire bymeasuring dI/dV in device A as a function of applied bias voltage andmagnetic field, as

Figure 2.Gate dependence of the induced superconducting gap. (a), (b)Differential conductance dI/dVmeasured in device A as a
function ofVBias andVTunnel forVBG=−0.6 V (a) andVBG=−0.3 V (b). Insets show the calculated electron density in thewire for
VGate=−0.3 V andVGate=0.3 V, respectively. (c) Line-cuts from (a) and (b), indicated by the colored bars, in linear (top) and
logarithmic (bottom) scale. (d)CalculatedDOS for the density profiles shown in the insets of (a) and (b), shown in red and black,
respectively. (e) Induced gapmagnitudeΔ as a function ofVBG, showing a decrease formore positive gate voltages. Top right inset:
line traces showing the coherence peak position (indicated by the arrow) forVBG=−0.6 V (solid red line) andVBG=−0.4 V
(dashed black line). Bottom left inset: induced gap from the calculatedDOS as a function ofVGate, consistent with the experimental
observation.
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shown infigures 3(a) and (b).We define the effective g-factor as =
m

D
D

g E

Beff
2

B

, with D
D

E

B
the absolute value

of the average slope of the observed peak in the differential conductance as it disperses inmagnetic field. This
effective g-factor is different from the pure spin g-factor gspin, as the dispersion used to estimate geff is generally
not purely linear inmagnetic field, and has additional contributions from the spin–orbit coupling,magnetic
field induced changes in chemical potential, and orbital effects [21, 26, 32]. The effective g-factor is the
parameter which determines the criticalmagnetic field required to drive the system through the topological

phase transition [33].We obtain the slope D
D

E

B
from a linearfit (shown as black dashed lines infigures 3(a), (b),

see appendixG for details) of the observed peak position. Figure 3(c) shows the extracted geff for device A, with
more positive back gate voltages leading to larger geff (visible as a steeper slope). A similar result has recently been
reported in hybrid InAs–Al nanowires [34].

We use our numericalmodel to calculate theDOS in the nanowire as a function of appliedmagnetic field,
shown infigures 3(d) and (e). From the calculated spectrum,we apply the same procedure used tofit the
experimental data to extract geff (white dashed lines). The results for different values ofVGate are given in
figure 3(f) as black circles. The applied back gate voltage changes the hybridization of the states in the InSb
( =∣ ∣g 40spin [35]) and theAl ( =∣ ∣g 2spin ). As amore positive gate voltage increases theweight of thewave

function in the InSb, we expect the renormalized g-factor to increase as the gate voltage is increased, consistent
with the results offigures 3(c) and (f).

To see howwell geff describes the Zeeman term in theHamiltonian, we turn our attention to the energy
spectrum at k=0. At this point, the effect of spin–orbit coupling vanishes. If orbital effects are excluded, we can

then define the absolute value of the pure spin g-factor as =
m

D =
D
( )g E k

Bspin
2 0

B

. The resulting values for gspin

are shown as red squares infigure 3(f). By comparing the results for geff and gspin, we can conclude thatwhen the
lowest energy state has amomentumnear k=0 (as is the case forVGate<−0.2 V), the effect of spin–orbit

Figure 3.Effective g-factor. (a), (b) dI/dVmeasured in device A as a function of applied bias voltageVBias andmagneticfieldB for
VBG=−0.59 V andVBG=−0.41 V, respectively. The effective g-factor is extracted from a linear fit of the lowest energy state
dispersion (dashed lines). (c) geff as a function ofVBG, showing an increase as the gate voltage becomesmore positive. Data fromdevice
A. (d), (e) SimulatedDOS in the nanowire as a function ofmagneticfield forVGate=−0.6 V andVGate=−0.3 V, respectively.
(f)Extracted geff (based on lowest energy state in the spectrum, black circles) and gspin (based on the spectrum at k=0, red squares)
from the simulation.
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coupling is negligible, and geff is a good proxy for the pure spin g-factor. However, when this is no longer the case,
deviations can be observed, as is the case forVGate�−0.2 V. Aswe expect the experimental gate voltage range of
figure 3(c) to be comparable to values ofVGate<−0.2 V, we conclude that the experimentally obtained geff is a
reasonable approximation of gspin in this parameter regime.However, we stress oncemore that in general, one
needs to be careful when interpreting the geff extracted from experimental data as the g-factor entering the
Hamiltonian in the Zeeman term.

The increasing trend of geff does not changewhen the orbital effect ofmagnetic field is considered
(see appendixG, figure G4). However, there is a significant increase in the predicted values, in agreement with
previous findings for InAs nanowires [32]. The values in figure G4 are larger than the ones generally observed in
our experiment (see figure 3(c)), suggesting that the orbital effect is not a dominantmechanism in determining
the effective g-factor in these devices.We note that the data fromdevice A used tomake these plots was taken
solely in the hard gap regime, where one expects a strong confinement near the superconductor. This
suppresses the orbital contribution of themagnetic field. Another possible explanation for the discrepancy
between the results of the simulation and the experimental data is an overestimation of the density in the
nanowire, as higher sub-bands have a stronger contribution from the orbital effect.Minimizing the orbital
effect is desirable forMajorana physics, as the orbital contributions of themagnetic field are detrimental to the
topological gap [24].

6. Level repulsion due to spin–orbit coupling

The term in theHamiltonian that remains to be explored describes the Rashba spin–orbit coupling. The strength
of the spin–orbit coupling is determined by the parameterα, which depends on thematerial (and thus, on the
superconductor-semiconductor coupling), and the electric field [36–38]. Therefore, we expect that this termwill
be affected by the gate potential as well. Infinite systems, the spin–orbit interaction can couple states with
different orbitals and spins [39]. These states are thus no longer orthogonal to each other, and the spin–orbit
mediated overlap between them causes energy splitting, leading to level repulsion [40–42]. This level repulsion,
which is generic in class D systems in the presence of superconductivity,magnetic field and spin–orbit coupling
[43, 44], can be extracted from the low energy nanowire spectrum asmeasured by tunneling spectroscopy [45].

Infigures 4(a)–(c), we show the evolution of the level repulsion between the two lowest energy sub-gap states
(labeled L1 and L2, as indicated by thewhite dashed lines in panel (c)) in device B. For thesemeasurements, the
global back gate is grounded, with the electric field being induced by applying a voltage to the side gate (side gate
shown in appendix B).

We parameterize the level repulsion by two quantities: the coupling strength δSO, and the splittingA, defined
as themaximumdeviation of L1 from zero energy after the first zero crossing. This splitting has previously been
linked to the overlap between twoMZM in afinite system [46]. Infigure 4(e), we zoom in on the anti-crossing
feature in panelfigure 4(b), showing theminimumenergy difference between L1 and L2 (given by 2δSO) and the
splittingA.We extract these parameters by afit of the anti-crossing (solid green lines, with the uncoupled states
shownby the dashed black lines, details of the fitting procedure are in appendixH).

Becausewe expectfinite size effects to be relevant, we cannot use our previous theoreticalmodel, as it is
based on an infinitely long nanowire. Therefore, wemodify themodel to take into account the finite size of the
nanowire system, and calculate the low energy spectrum for different values of the Rashba spin–orbit strength
(see appendix I). Infigure 4(d), we plot the two lowest energy states in the nanowire as a function of the Zeeman
energy ( m=E g BZ

1

2 B ), in units of the superconducting gapΔ. Ifα=0 (no spin–orbit coupling, dashed black
lines), there is no coupling between the states, and no level repulsion occurs. However, if spin–orbit coupling is
included (e.g.,α=0.1 eVÅ, solid red lines), the levels repel each other, with themagnitude of the anti-crossing
given by 2δ. The level repulsion strength scales withα (inset offigure 4(d)), providing away to estimateα based
on the low energy spectrumusing 2δ∼απ/l, where l is the length of the nanowire.

Infigure 4(f), we plot δSO (black circles) andA (red squares) as a function of the applied side gate voltage. The
two parameters follow opposite trends, withA beingmaximal when δSO isminimal.When δSO is larger, the levels
repel each othermore, leading to L1 being pushed closer to zero energy, reducing the splittingA.When
VSG<2.0 V, both parameters become smaller with decreasingVSG. At this point, other states at higher energies
become relevant for the lowest energy dispersion (a situation demonstrated infigure 4(a)), and ourmethod to
extract these parameters breaks down.We expect thismethod to be reliable when the energetically lowest two
states can be clearly separated from the rest.

Because δSO depends not only onα, but also on the details of the confinement potential, as well as the
coupling to the superconductor, a precise estimate goes beyond the current approximations in ourmodel. That
being said, based on the observedmagnitude of δSO and our simulations of the finite nanowire system, we can
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estimate the Rashba parameterα to be around 0.1 eVÅin this gate voltage range. This value is comparable to
the values reported in InSb nanowire based quantumdots [47], and smaller than the valuesmeasured inweak
anti-localization experiments [37]. A large value ofα is beneficial forMajorana physics, as it determines the
maximum size of the topological gap [48].

7. ZBP in extendedmagneticfield range

In the previous sections, we have described the effect of the gate induced electric field on the various terms in the
Hamiltonian (1). As thisHamiltonian is known to describeMajorana physics, we now turn our attention to
possible signatures ofMZMs in this system. In particular, when 2δSO becomes comparable to the energy of L2, we
find that L1 can become pinned close to zero bias over an extended range inmagnetic field, as demonstrated in
figure 5(b) (data fromdevice A). Figure 5(d) shows that the state stays pinned to zero energy over a range of over
0.2 T, corresponding to a Zeeman energy of over 300 μeV, which is larger than the induced gap. The stability of
the ZBP in terms of the ratio of Zeeman energy to induced gap is comparable to themost stable ZBPs reported in
literature [11, 12].Whenwefix themagnetic field toB=0.26 T and change the back gate voltage (figure 5(e)), it
appears that there is a stable ZBP over a fewmVaswell.

Wemight be tempted to conclude that this stability implies this is aMZM.However, if we change either the
gate voltage (figures 5(a), (c)) or themagnetic field (figure 5(f)) a little bit, we observe that this stability applies
only to very particular combinations of gate voltage andmagnetic field. One should keep inmind that in a finite
system,MZMs are not expected to be stable with respect to local perturbations if the system size is comparable to
theMajorana coherence length, which is likely the case in our devices. This further complicates the
determination of the origin of the observed peaks. Aswefindno extended region of stability, we conclude that it
is unlikely that this state pinned to zero energy is caused by a topological phase transition. Rather, this seems to
be due to afine-tuned coincidence inwhich the repulsion between two states combinedwith particle–hole

Figure 4. Spin–orbit coupling induced level repulsion. (a)–(c) dI/dV as a function ofVBias for device B, showing the dispersion of
subgap states inmagnetic field, forVSG=1.98 V, 2.325 V, and 2.70 V, respectively. The two lowest energy states L1, L2, and their
particle–hole symmetric partners are indicated by thewhite dashed lines. (d)Calculated low energy spectrumof thefinite nanowire
system as a function of the Zeeman energyEZ forα=0 eV Å (dashed black lines) andα=0.1 eV Å (solid red lines), showing the
opening of an energy gap 2δ due to spin–orbit coupling. Inset: the energy gap 2δ as a function of the Rashbaαparameter (solid line),
and the estimate 2δ=απ/l (dashed line), with l the nanowire length. All energy scales are in units of the superconducting gapΔ.
(e)Zoom-in of the anti-crossing in (b), showing the splittingA and the coupling strength δSO. Green solid lines indicate a fit of the
anti-crossing, with the dashed black lines showing the uncoupled energy levels. (f)Coupling δSO (black circles) and splittingA
(red squares) as a function ofVSG, showing opposite trends for these parameters.
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symmetry leads to one of the states being pinned toE=0.We reiterate that simply having a stable zero energy
state over an extended range inmagnetic field is not sufficient tomake claims about robustMajoranamodes
[49–51]. Further experimental checks, such as stability of the ZBP in an extended region of the parameter space
spanned by the relevant gate voltages [11], as well asmagnetic field, are required in order to assign a possible
Majorana origin.

8. Conclusion and outlook

Wehave used InSb nanowires with epitaxial Al superconductor to investigate the effect of the gate voltage
induced electricfield on the superconductor-semiconductor coupling. This coupling is determined by the
distribution of thewave function over the superconductor and semiconductor, and controls essential
parameters of theMajoranaHamiltonian: the proximity induced superconducting gap, the effective g-factor,
and spin–orbit coupling.Our observations show that the induced superconductivity, as parameterized by the
hardness and size of the induced gap, is strongerwhen the electrons are confined to a region close to the
superconductor. The stronger coupling leads to a lower effective g-factor.We also determine that the gate
voltage dependence of the effective g-factor is dominated by the change in coupling to the superconductor,
rather than by orbital effects of themagnetic field. Finally, we study the effect of level repulsion due to spin–orbit
coupling. Appropriate tuning of the repulsion leads to level pinning to zero energy over extended parameter
ranges,mimicking the behavior expected fromMZMs.Our result deepens the understanding of amore realistic
Majorana nanowire system.More importantly, it is relevant for the design and optimization of future advanced
nanowire systems for topological quantum information applications.

Figure 5.Zero bias pinning due to strong level repulsion. (a)–(c) dI/dV as a function ofVBias for device A, showing the dispersion of L1
and L2 as a function ofmagnetic field forVBG=−0.384 5V,−0.383 5V, and−0.382 5V, respectively. (d)Line traces atmagnetic
fields indicated by the colored bars in (b), showing the stable pinning of L1 to zero bias voltage. (e), (f) dI/dVmeasured as a function of
VBG atfixedmagnetic fieldB=0.26 T and 0.36 T, respectively. Gate voltages from (a)–(c) are indicated by orange square, purple
triangle, and green circle, respectively.
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AppendixA. Fabrication procedure

1.Nanowire deposition: a SEM-based nanomanipulator is used to deterministically place the InSb–Al
nanowires unto a degenerately p-doped Si substrate covered by 20 nmof LPCVDSi3N4 (devices A, C, and
D) or 285 nmof thermal SiO2 (device B).

2.Mask preparation and lithography: for every fabrication step, we use standard electron beam lithography
techniques to create themask. Themask consists of a layer of PMMA950KA6 spun at 4000 rpm.After
writing, themask is developed in a solution ofMIBK:IPA (1:3 ratio) for 60 s, followed by a IPA rinse for 60 s.
After each deposition step, liftoff is done using acetone.

3.Contact preparation and deposition: before depositing the contact material, the Al and AlOx are locally
removed byAr plasma etch. The contacts are deposited by electron beam evaporation of Cr/Au
(10/100-200 nm). For device B, the side gates are also evaporated in this step.

4.Dielectric deposition: as a top gate dielectric we sputter 35 nmof SiNx (devices A, C, andD).

5.Top gate deposition: the top gates are deposited by electron beam evaporation of Ti/Au (10/200 nm)
(devices A, C, andD).
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Appendix B.Device information and schematics

AppendixC. Simulation of electrostatics and nanowire spectrum

For the electrostatics simulationswe use the geometry of device A (as shown infigure 1(c) of themain text).We
describe the device as an infinite wire oriented along the x-direction, with a hexagonal cross-section in the
yz-plane. The electrostatics are described by the Poisson equation




f
r f

  =· ( ( ) ( ))
[ ( )]

( )r r
r

, C.1r
tot

0

where r f[ ( )]rtot is a functional of the potential f ( )r .We include four contributions to ρtot,

r r r r r= + + + ( ), C.2tot e hh lh fixed

where ρe, ρhh and ρlh are themobile charges of the conduction band, heavy hole (hh) band and light hole (lh)
band of the InSb nanowire and ρfixed are the fixed charges in the system. For themobile electron charges we
assume a 3D electron gas density (Thomas–Fermi approximation)

Figure B1. SEM images and schematic cross-sectional views of the devices used as part of this research. Data fromdevices A andB is
presented in themain text. Data fromdevices C andD is presented in the supplement for completeness. Note that the data for device B
is obtained by changing the voltage on the side gate (VSG), shown in blue in the SEM image. Scale bar is 500 nm.
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withEG theband gap and i corresponding to the hhand lhband, respectively. For the effectivemasses, we take the
bulk InSb values [52].We includehole bands to describe the additional screeningwhen the electrochemical
potential is in the valence band,which can become relevant for very negative gate voltages due to thenarrowband
gap of InSb.Tomodel the influenceof the sputtered dielectric on the nanowire surface, thewire iswrapped in a
1nmsurface layer of 2.5×1018cm−3 positive chargedensity. In the absence of other charges and gates this charge
pins the conduction bandof InSb at about−0.069 eVbelow theFermi level at the surface. For the InSb–Al interface
we assume the conduction bandof InSb is pinned−0.08 eVbelow theFermi level due to thework function
difference between the twomaterials. A negative bandoffset of the semiconductor to the superconductor is
required for a hard induced gap in the InAs–Al system [21], andweassume a similar situation in InSb–Alhybrid
devices.While the precise numbers for the surface accumulation andband-offset at the InSb–Al interface are
unknown, it is known that InSbwires have about a 10 times smaller density than InAswires [19, 53], and the
parameterswere adjusted from the InAs ones accordingly. TheAl layer is assumed to be grounded, and enters as a
Dirichlet boundary conditionwhich is set to+0.08 V. Theboundary condition at the substrate-dielectric interface
is set to the applied gate voltage,VGate. On the remaining three boundaries of the systemweuseNeumann
conditions. For the dielectric constant of InSb, the sputtered SiNx, and theLPCVDSi3N4we take take 15.15, 7.5,
and 8, respectively.

After the electrostatic potential has been calculated for a givenVGate, we plug it into the Schrödinger equation
and solve it for the cross-section of the device.We use a RashbaHamiltonianwith a BdG superconducting term
[56]

*
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B

where the effectivemassm*, the Fermi levelEF, the electrostatic potentialf, the Rashba parametersαi, the
g-factor and the superconducting pairingΔ are functions of the (y, z)-coordinates and depend on thematerial.
Sincef is not solved inAl it is correspondingly set to zero there. Thematerial parameters for InSb andAl are
summarized in table C1. If desired, the orbital effect is added to equation (C.5) by the Peierls substitution

 - -p
f

( )k k B y yz z 0
0

, withf0 themagnetic flux quantum. y0 is chosen such that the average vector potential

in Al is zero, resulting in a vanishing supercurrent [24]. TheHamiltonian is discretised on a quadraticmesh and
constructed using thekwant package [25]. To accommodate the small Fermiwavelength of Al a discretisation
length of 0.1 nm is used.

AppendixD. Electricfield dependence of spin–orbit coupling

TheRashba couplingsαy andαz, which are nonzero only in the semiconductor region, result from the symmetry
breaking by the electrostatic potential and are obtained from [52]

a = -
+ D

⎡
⎣⎢

⎤
⎦⎥( )

¯ ( )eP

E E3

1 1
, D.1i i

2

0 0 0
2

where the average electricfield in direction i is obtained by averaging i over thewhole semiconductor region.
Parameters for bulk InSb are used [52]: theKanematrix element P=0.9641 eV nm, the bandgap
E0=0.237 eV, and the spin–orbit gapΔ0=0.810 eV. The resulting Rashba parametersαi are plotted in
figureD1(a).

Table C1.Material parameters for InSb andAl.

Parameter InSb Al

m* 0.013 9 [52] 1

g −40 [35] 2

Δ 0 meV 0.34 meV [54]
EF 0 eV 10 eV [55]
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Wedefine the spin–orbit energy
*


=

a a+( )
E

m
SO 2

y z
2 2

2 . The spin–orbit energy is plotted as a function ofVGate in

figureD1(b). The average electric field in the nanowire increases as the applied gate voltage becomesmore
negative, leading to an enhancement of the spin–orbit coupling. AtVGate=0.08 V, the average electric field in
the nanowire becomes equal to 0 due to symmetry, eliminating the influence of spin–orbit coupling on the
nanowire spectrum.

Appendix E. Simulated band structure

The band structure of the superconductor-semiconductor nanowire system for different values ofVGate is
shown infigure E1. To quantify the coupling of a given state to the superconductor, we calculate theweight of

the state in the semiconducting region SM (seefigure 1(c)) as = Y∬ ∣ ( )∣W k y zd dSM
SM

F
2 .

FigureD1. (a)Rashba coefficientsαy andαz as a function ofVGate. AtVGate=0.08 V, the average electricfield in thewire goes to zero
due to symmetry, leading to vanishing spin–orbit coupling. (b)Calculated ESO as a function ofVGate.
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Appendix F. Gapfitting and additional data

To extract the gap, wemeasure the differential conductance dI/dV as a function ofVBias and tunnel gate voltage
VTunnel for different back gate voltagesVBG. In the tunneling limit, dI/dV is approximately proportional to the
DOS. To ensurewe are in this limit, we take only the traces where the conductance at high bias (∼500 μV) is
between 0.03 and · e h0.08 2 2 .We use the BCS-Dynes expression for a dissipation broadened superconducting
DOS [31] to arrive at the following expression for the conductance:

=
- G

- G - D

⎪

⎪

⎪

⎪

⎧
⎨
⎩

⎫
⎬
⎭( )

( )I

V
G

V

V

d

d
Re

i

i
. F.1N

Bias

Bias
2 2

This equation isfitted to the data (separately for positive and negative bias), as shown infigure F1 for
VBG=−0.6 V.We take the average of the extracted gap values for different values ofVTunnel, with the errorbar
given by the standard deviation (results plotted infigure 2(e)).

Device B shows similar behavior to device A: as the side gate voltage is increased, the observed gap becomes
smaller (as illustrated in figure F2).

Figure E1.Band structure of the hybrid system calculated atB=0 T for different values ofVGate. The color indicates the weight of a
given state in the semiconducting region. As the gate voltage is increased, the population of states with higherWSM leads to a soft gap.
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Infigure F3, we showdifferential conductance traces as a function ofVBias in deviceD for different values of
the back gate voltage. The voltage on the tunnel gate is chosen such that the transmission through the junction
(parameterized byGN) is constant.

Although the sub-gap conductance is similar for all three gate voltages, there is a strong broadening of the
coherence peak as the gate voltage becomesmore positive. This broadening is associatedwith dissipation due to
an increase in the number of quasiparticles, caused by pair breaking in the superconductor.We plot the
extracted gapΔ and dissipation broadeningΓ infigure F4.

As in the other devices, the gap decreases formore positive gate voltages, although in this case the effect is
minor. The size of the gap is quite stable over an extended range in gate voltage.We speculate that this is related
to the diameter of thewire, which is smaller than in the other devices. The reduced thicknessmeans the
superconductor can screen the gate voltagemore effectively throughout thewire diameter, reducing the effect of
the gate on the superconductor-semiconductor coupling.

Figure F1. Fit (red line) of equation (F.1) to conductance data fromdevice A (black circles, squares and triangles) for different values of
the tunnel gate voltage.

Figure F2.Extracted gapΔ as a function ofVSG for device B.
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AppendixG. g-factorfitting and additional data

For each back gate voltage, wemeasure the dI/dV as a functionofVBias and themagneticfieldB.We then identify
the lowest energy peak in the spectrum.Theposition of this peak at a givenfield is obtained by a peakfinding

algorithm, the results ofwhich are shownas the green circles infigureG1. The slope D
D

E

B
is determined by a linear

fit (dashed black line infigureG1). From the slope, we get geff byusing the relation mD = D∣ ∣ ∣ ∣E g B1

2 eff B for a spin-
1

2
particle, withμB the Bohrmagneton. This procedure is performed separately for positive andnegative bias. The

reported geff is then calculated as aweighted average of the absolute value of thepositive andnegative bias results
(weights determined by the variance of thefit parameters).

The effective g-factor for device A is reported in themain text (figures 3(c) and 4(d), respectively). Infigure
G2, we plot the extracted g-factors of both L1 and L2 in device B. For completeness, data fromdevice C is shown
infigureG3.

The effective g-factor of L1 (black circles) changes appreciately when the side gate voltage is changed, with the
effect comparable to the one observed in device A. In contrast, geff of L2 (red squares) is almost unaffected by the
gate and has a lower value. Thismay be due to L2 being closely confined near the superconductor, leading to a
decreased g-factor due to stronger hybridization, and aweaker gate response due to enhanced screening.

To determine the importance of orbital effects, we calculate the nanowire spectrum as a function ofmagnetic
field including this effect (figures G4(a), (b)). The orbital effect leads to an increase of the extracted values of geff
and gspin (figureG4(c)). Note that the definition of gspin used in themain text is no longer validwhen the orbital
effect is included. Nevertheless, for consistencywe apply the same procedure. Aswe do not observe these high
g-factors in any of our devices, we conclude that the orbital effect does not give a significant contribution to the
observed changes of geff with the gate voltage.

Figure F3. Fit (red line) of equation (F.1) to conductance data fromdeviceD (black circles, squares and triangles) for differentVBG at
similar junction transparencies. The dissipation broadening sharply decreases formore negative gate voltages.

Figure F4.Extracted gapΔ as a function ofVBG for deviceD. Inset: dissipation broadeningΓ as a function ofVBG. A decrease in the
gap is accompanied by an increase in broadening, signaling the emergence of a soft gap.
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FigureG1.Differential conductance as a function ofVBias andmagnetic field.We apply a linearfit (dashed black lines) to the extracted
peak positions (green circles) to obtain the average slope D

D
∣ ∣E

B
.

FigureG2.Extracted values of geff as a function ofVSG for L1 (black circles) and L2 (red squares) in device B.

FigureG3.Extracted values of geff for device C.
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AppendixH. Anticrossingfitting

Near the anticrossing, we approximate the energy of the lowest subgap state L1 as m+ +E g B aB1
1

2 1 B
2. The

linear term represents the Zeeman contribution to the energy, while the quadratic term is a correction to
account for the curvature at highfields. This is possibly due to the presence of additional levels interactingwith
L1 in thisfield range. As the dispersion of L2 ismostly linear in thefield range of interest, we approximate it as

m-E g B2
1

2 2 B . Adding the coupling parameter δSO, wefind the energy levels of the coupled system from the

eigenvalues of thematrix

m d

d m

+ +
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⎦
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E g B aB

E g B

1

2
1

2

.
1 1 B

2
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SO 2 2 B

Byfitting the expression for the eigenvalues to the data (seefigureH1), we extract the parameters E1,2, g1,2, a, and
δSO. To prevent overfitting, we use estimates for the uncoupled asymptotes to constrain the fit parameters. From
the obtained parameters we also calculate the splittingA, defined as themaximumdeviation from zero energy of
the lowest energy state L1, after the first zero energy crossing has occurred.

FigureG4. (a), (b) Simulated nanowire spectrumas a function ofmagnetic field including orbital effects. (c)Extracted geff
(black circles) and gspin (red squares) as a function ofVGate.
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Appendix I. Simulation offinite size nanowire system

To simulate the finite nanowire system,we solve theHamiltonian(1) in a simplified setup.We consider a
rectangular cross-section in the yz-plane similar to the one used in reference [21], where the top facet of the
rectangle is covered by the superconductor, and a uniform gate voltageVGate is applied to the bottom facet, as
illustrated infigure I1. First, we assume an infinitely long nanowire oriented in the x-direction, and calculate the
electrostatic potential in the Thomas–Fermi approximation, similar to the procedure described in appendix C.
The Fermi level in the nanowire is tuned such that it supports the same number of transversemodes atVGate=0
as the hexagonal nanowire studied previously.We use the samematerial parameters as in the previous
simulation, which can be found in table C1.

We then plug the resulting electrostatic potential into (1) and solve the Schrödinger equation tofind the low
energy spectrumof thefinite nanowire.We take a length of 750 nm, similar to the studied devices.We calculate
only themodes in the semiconductor, assuming a superconducting gap ofΔ=250 μeV.Wefind that the origin
of the level repulsion between states is indeed spin–orbit coupling, which couples different longitudinal (along
the x-direction) states within the same transverse (y- and z-directions) subband.

The result is illustrated infigure I2, wherewe plot the low energy spectrum as a function of Zeeman energy
EZ for a fixed value ofVGate and different values ofα. An increase in the spin–orbit coupling strength leads to an
increase in the level repulsion.

However, even ifα is fixed, themagnitude of the level repulsion can be changed by changing the
confinement potential, as demonstrated infigure I3.

When the gate voltage is changed, it alters the confinement potential. This affects the energy of the levels
coupled by the spin–orbit coupling, and as such directly influences themagnitude of δ, even though the spin–
orbit coupling strength itself is not changed appreciatively. Infigure I4we plot the calculated energy gap due to
level repulsion, 2δ, and themaximum splitting from zero energy of the lowest energy state after thefirst zero
crossing,A, as a function ofVGate. The two parameters follow opposite trends, consistent with the experimental
observation infigure 4(f).

However, the trendwith gate voltage is opposite: δ increases withmore positive gate voltage, whereas in the
experiment it decreases.We note that the geometry used in this simulation is a simplified version of the one used
in the experiment. The dependence of the confinement energy on gate voltage is strongly dependent on the
geometry, which differs between the simulation and the experiment. It is therefore expected that the trend of δ
with gate voltage is not universal, and requires the details of the systems to be very similar before comparisons
can bemade.

FigureH1.Data fromdevice B, showing the differential conductance dI/dV as a function ofVBias andB forVBG=2.475 V.Green
dots indicate the peak positions found using a peak finding algorithm. The fit to the data is shown in green, with the uncoupled
asymptotes as the black dashed lines.
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Figure I1. Schematic cross-section of the geometry used to simulate the finite nanowire system. A potentialVGate is applied to the
bottom facet, while the potential at the top facet isfixed by thework function difference between the twomaterials. Themagneticfield
is applied in the x-direction, along length of the nanowire.

Figure I2.Calculated low energy spectrumof thefinite size nanowire as a function of Zeeman energy for different values ofα. Values
calculated forVGate=−0.536 V, which is also used inmain text figure 4(d). All energy scales are in units of the superconducting gap
Δ.

Figure I3.Calculated low energy spectrumof thefinite size nanowire as a function of Zeeman energy for different values ofVGate.
Values calculatedα=0.1 eV Å, energy scales in units ofΔ.
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Appendix J. Additional ZBPdata

Figure J1(a) shows the differential conductancemeasured in device A as a function ofVBias andVTunnel, for
B=0.35 T andVBG=−0.37 V. The low energy spectrum in this parameter regime does not depend on the
transmission of theNS-junction. Infigure J1(b), we show line traces for different values ofVTunnel. Even though
the transmission of the junction is changed by a factor of two, the peak position of the low energy states are not
affected. Data frommain text figure 5was obtained forVTunnel=−87 mV.

Figure J2 shows additional data on the evolution of the level repulsion between L1 and L2 in device A
(supplementing the data presented inmain text figures 5(a)–(c)) as the back gate voltage is increased. As
discussed in themain text, we do notfind an extended region in parameter spacewith a stable zero bias
conductance peak.

Infigure J3we show the low energy spectrumof device A as a function ofVBias andVBG for different
magnetic fields (supplementing the data presented inmain text figures 5(e), (f)). For specific combinations of
magnetic field and gate voltage, we canfind a zero energy state. However, as we do notfind an extended region in
parameter space, it is unlikely that a topological phase transition is responsible for this observation.

Figure I4.Dependence of the energy gap 2δ and the splittingA, in units ofΔ, on the gate voltageVGate.
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Figure J1. (a)dI/dVmeasured in device A as a function ofVBias andVTunnel forB=0.35 T andVBG=−0.37 V. (b) Line traces at the
values ofVTunnel indicated by the colored lines in panel (a).
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Figure J2.Differential conductance as a function ofVBias andmagnetic field. Although the lowest energy state stays near zero over an
extendedmagneticfield range for some gate voltages, this behavior is not robust.
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