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A B S T R A C T   

Global concerns around climate change and the volatility of conventional fuel prices have prompted researchers 
and technologists to make significant efforts to identify and exploit alternative energy sources that are cleaner 
and more sustainable. Wind energy has seen considerable development among these alternative energy sources, 
mainly due to its abundance and global availability for extraction and the existing knowledge within the aviation 
and aerospace fields. Many nations, including European countries, already operate offshore wind farms (OWFs) 
and are progressively carrying out new projects and expanding on other projects. The Australian offshore 
environment provides unique opportunities for wind energy extraction, particularly along the southern coast of 
mainland Australia and the regions around Tasmania, where substantially strong winds blow most of the year. A 
significant challenge to establishing wind farms is the selection of site locations with optimal outputs. This can 
become a complex decision-making problem if there are numerous options and no information from previous 
projects. This paper aims to develop a decision-making framework to select the optimal location for installing 
OWFs while addressing financial, performance-related, and availability-related objectives. This paper adopts a 
game-theoretical approach to develop a decision-support tool to account for the interdependencies of influencing 
factors and possible conflicts amongst the parties. The game model is applied to an OWF development case study 
in the Bass Strait, known for its dominant and strong winds.   

1. Introduction 

Over the past decade, considerable effort has been devoted to the 
research and development of clean alternative energy resources to 
mitigate the environmental risks posed by conventional fuel emissions in 
the electricity sector. The advent of modern renewable energy tech-
nologies, especially for wind and solar applications, has sped up the 
support for decarbonisation within the power division. In 2020, 27.7% 
of the total electricity generated in Australia was from renewable 
sources, including wind, solar, and hydro (Council, 2020). Solar and 
wind have been the primary drivers in more than doubling the country’s 
renewable generation expansion over the past decade. Emerging tech-
nologies are making wind energy a competitive resource for lowering 
the emission of CO2 and other greenhouse gases. 

In Australia, renewable energy generation by wind technologies was 
around 36 percent in 2020. In 2020, 10 new wind farms were installed 

around Australia, adding 1.1 GW of wind capacity. More than half of 
them are installed in Victoria, known as the home of wind farms in 
Australia. 

The cumulative installed capacity of wind energy in Australia 
increased from around 1850 MWs in 2010 to more than 6000 MW in 
2019 (Council, 2020). The Australian wind resource is strongest in 
southern parts of the continent, where the maximum average wind 
speeds of over 12 m/s in the south of Tasmania. The Bass Strait, between 
Tasmania and Victoria, are comparable to areas such as the North Sea, 
where mean annual 100 m level wind speeds are in the range of 9–10 
m/s (Briggs, 2021). Given the substantial available resources for wind in 
Australia and the current rate of developments, it is expected that 50% 
of the energy generated in Australia will be from renewable energy by 
2030 (Blakers et al., 2017). 

Advanced technologies will continue to make the offshore wind en-
ergy industry a key element in the renewable energy strategies of many 
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countries. The higher wind speed and minimal land footprint will make 
the offshore wind energy industry a considerable energy producer. This 
industry is expected to grow even more rapidly in the following years. 
Australia is, however, very new to the offshore renewable energy in-
dustry with twelve new proposals, two projects in early-stage (Bass 
offshore windfarm and project Gippsland) and one existing development 
project, the Star of the South, which is in the environmental assessment 
phase and estimated to become operational in 2025. Furthermore, 
research into renewable energy in the Australian offshore environment 
has been minimal, including Aryai et al. (2021), Messali and Diesendorf 
(2009) and Boelen et al. (2010). 

The challenges for a new offshore wind development project include 
economic, technical, social, and environmental factors such as sub-
stantial initial cost, high operation and maintenance (O&M) costs, farm 
availability increase, and tighter governmental regulation (Babatunde 
and Najafi, 2018). Due to the increasing need to find suitable locations 
for offshore wind farms in Australian waters to achieve the best possible 
output by considering all parameters, it is necessary to understand the 
parameters and factors that affect selecting wind turbine locations in 
different environments. Before selecting a site, developers need to 
consider a wide range of factors affecting the OWF operational and 
financial performance to those that impact their surrounding environ-
ment and other stakeholders. By incorporating these parameters into 
their decision-making process, developers will ensure sustainable 
establishment for the offshore wind farm. Several methodologies have 
been developed and discussed to identify the most appropriate OWF 
location for investment while considering the benefits in terms of energy 
yield and cost. The site selection for offshore wind in Australia has been 
studied by a number of scientists, such as Messali et al. (2009), who 
analysed multiple criteria for selecting the most suitable sites. The re-
searchers studied the annual mean wind speed, depth of water, distance 
from the shore, and locations of existing transmission lines, centers of 
electricity demand, and protected areas databases to determine the 
suitability of offshore wind farm sites. A site selection strategy based on 
offshore wind farms was also presented by Boelen et al. (2010) in rela-
tion to a case study around Victoria. Furthermore, their research 
incorporated multicriteria assessment by dividing its criteria into three 
different groups: economic factors, environmental factors, and social 
factors. 

More sites selection methodologies with global applications are 
presented in the literature, such as Mytilinou and Kolios (2018) as well 
as Mytilinou et al. (2018) for site selection on the UK for fixed platforms. 
The study by Mytilinou et al. (2018a) used life cycle cost analysis to 
optimise OWFs according to the criteria considered in the study, where 
the layout, number of WTs, size and site name were considered. By 
determining the most effective solutions, they ranked them according to 
expert preferences. MCDM has also been applied to developing a 
methodology for renewable energy site selection by Chaouachi et al. 
(2017). Analytical Hierarchy Process (AHP) was applied to the selection 
of offshore wind farm sites to provide a new framework for multicriteria 
assessment. The proposed site selection framework considers the elec-
tricity network’s operating security aspects, economic investment, 
operation costs and capacity performances relative to each potential 
three sites for the Baltic States. Earlier, Cavazzi and Dutton (2016) 
published a model for assessing offshore wind energy potential in the 
United Kingdom to compare costs between different offshore de-
velopments. Based on the use of technical data and geospatial marine 
characteristics, development costs, potential energy output, operations 
and maintenance costs, and financial parameters were considered 
criteria for developing OWFs. Baseer et al. (2017) integrated AHP with 
Geographic Information System (GIS) modelling to determine the most 
suitable locations for wind power plants in Saudi Arabia. Several factors 
were considered in the analysis, such as economics, aesthetics, and 
environmental criteria. Mahdy and Bahaj (2017) also used a GIS-based 
AHP method to identify the offshore wind power potential in Egypt 
taking several factors into account, including the mean wind power 

density, soil properties, distance from the coast and water depth. 
However, the effects of other factors, including maintenance strate-

gies and asset reliability, have not been thoroughly evaluated. This can 
only be achieved successfully by capturing the interactions among 
influencing factors. Although a site may have the optimum energy yield 
or require minimum investment costs, higher O&M costs may be needed 
to achieve the desired reliability levels, making it not the optimal farm 
implementation choice. 

Site selection strategies often involve conflicting objectives, 
including the minimisation of environmental degradation while max-
imising economic profit. The uncertainties in the information available 
on offshore environments and conflict among decision-making objec-
tives will increase the complexity of the decision-making process. There 
is, therefore, a need for a multi-objective decision-making method that 
incorporates the objectives of each party and serves in finding the al-
ternatives that consider the needs of all involved parties simultaneously. 

Decision-making involving multiple criteria is a complex task as 
many decision-makers have their own views on the individual criteria. 
Hence, different multi-criteria decision-making (MCDM) methods have 
been developed that help in evaluating multiple (conflicting) criteria as 
part of the decision-making process. According to the literature, many 
studies have investigated MCDM methods for tackling group decision- 
making issues which are, but not limited to, AHP (Li et al., 2021; 
Tahri et al., 2015; Yang et al., 2011; Zhu et al., 2020), DEcision Making 
Trial And Evaluation Laboratory (DEMATEL) (Si et al., 2018; Yazdi 
et al., 2020a, 2020b), TOPSIS (Diemuodeke et al., 2016; Kaya and 
Kahraman, 2011), Best Worst Method (BWM) (Deveci et al., 2021; Yazdi 
et al., 2020c) and ELimination and Choice Expressing the REality 
(ELECTRE) (Chen et al., 2013; Govindan and Jepsen, 2016; Yadav et al., 
2018). 

One of the commonly used MCDM methods in the environmental 
sector is AHP or modified AHP. Chaouachi et al. (2017) proposed an 
AHP-based framework for selecting offshore wind farms based on in-
vestment cost, energy yield, and reliability (dependent on congestion in 
the electricity network). The main disadvantage of this method is the 
limited number of decision alternatives (DAs) that can be handled at a 
time by this method. By taking a fuzzy-based multiple attribute 
approach, Wu et al. (2018) developed a scheme for optimal site selection 
of an offshore wind farm in the China Sea considering maritime safety 
and economic feasibility. Fetanat and Khorasaninejad (2015) proposed a 
fuzzy logic-derived process based on technical factors and economic 
aspects of offshore wind farms. However, the method depends on biased 
judgments. Abaei et al. (2017) developed an MCDM for selecting the 
most suitable offshore sites for implementing wave energy converter 
(WEC) devices. The method adopts Bayesian Networks and Influence 
Diagrams for selecting the most suitable sites for installing WEC devices. 
In their method, a mathematical approach is used instead of expert 
judgment on the decision-making process. However, the conflict be-
tween decision-makers is not considered. Wu et al. (2016) applied the 
ELECTRE-III method in offshore wind development problems and 
structured a framework for OWF site selection using criteria such as 
wind speed, mean wind power density, effective wind hours, meteoro-
logical conditions, marine conditions, beach width, traffic condition and 
environmental impact. In this case, intuitive fuzzy sets were applied to 
deal with the vague and imprecise information. Kolios et al. (2016) 
reviewed several MCDM methods to select the support structure of wind 
turbines. The research shows that technique for the order of preference 
by similarity to the ideal solution (TOPSIS) and preference ranking 
organisation method for enrichment evaluation (PROMETHEE) is more 
accurate in complex environments compared to the weighted sum 
method (WSM); weighted product method (WPM); analytical hierarchy 
process (AHP); and ELECTRE. However, the drawback of the two 
methods (TOPSIS and PROMETHEE) is that the evaluation of alterna-
tives is subjective and may cause inaccuracies in the ranking and the 
decision results. 

Here, the game theory technique is compared with other MCDM 
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methods to highlight its advantages and disadvantages. Strengths and 
weaknesses of the most commonly used methods in MCDM, that is, AHP, 
DEMATEL, TOPSIS, and ELECTRE, have been shown in Table 1. 

In managing a complex decision-making problem, such as deter-
mining the most suitable location for an OWF, conflicts over decision- 
makers are inevitable with possible impact on the final outcome of the 
process. Thus, the owners, developers, operators and regulators will 
benefit from more than a simple single-objective cost-benefit analysis. 
For instance, many production and maintenance staff may experience 
the conflicts that arise between managing a likely major breakdown 

when production is under pressure (Zuashkiani et al., 2011). 
Multi-criteria decision-making approaches to resolving this issue typi-
cally recommend aggregating different decision-making objectives and 
developing a compound objective to identify the best solution to the 
problem. In the available methods, perfect cooperation is assumed to be 
present among the decision-makers to reach the optimal solutions. 
Conflicts and imperfect cooperation, however, are intrinsic to project 
development problems, including site selection. Decision theories usu-
ally analyse the processes from the point of view of decision-makers and 
experts. In other words, the outcome of different methods of the MCDM 
techniques depends on the preferences of decision-makers over different 
criteria. Most attempts to develop site selection methods in the offshore 
environment have paid little attention to the potential conflicts between 
decision-maker objectives. It should be considered that some conflicts 
among the parties and the uncertainties associated with the available 
information can substantially increase the complexity of the 
decision-making process (Sadiq et al., 2004; Yang et al., 2011). In other 
words, there is a lack of a framework that can reflect the 
non-cooperative behaviour of decision-makers, often disregarded by 
other MCDM methods. 

The novelty of the suggested method over traditional MCDM is its 
ability to capture multiple aspects of a decision-making problem, 
including the conflict amongst decision-makers and integrate multiple 
criteria as well. In game theory, every decision-maker (DM) seeks to 
maximise their own objective while considering how other DM’s de-
cisions impact theirs and how their actions influence other DM’s de-
cisions (Askari et al., 2019). In other words, the suggested method 
considers the non-cooperative behaviour, which is often ignored by 
other MCDM methods. It is not necessary for the outcome predicted by 
the Game theory to be Pareto-optimal (Madani and Lund, 2011). As the 
overall outcome depends on all strategic decisions made by DMs, the 
primary concern of DMs is maximising their own outcome. Compared to 
the traditional decision-making and optimisation methods, game theory 
enables the decision-makers to consider different aspects of the conflict 
between themselves when the preferred outcomes are known as well as 
when the outcome can be foreseen based on quantitative and qualitative 
information, even if a large amount of information is unavailable (Kelly, 
2003). By adopting a game theory approach, it is possible to simulate the 
interests and behaviour of various stakeholders more realistically. A 
novel method for dealing with the uncertainty in decision making is 
presented in this paper, which can provide important planning and 
execution insights without a need for only using criteria and DMs 
weights. 

The following sub-section briefly introduces the game theory and the 
basic concept of game theory, such as games, players, strategies, payoff, 
and solutions. 

1.1. Game theory and engineering applications 

Game theory is a powerful method of interdependent decision- 
making in which the outcome of the decision-making process cannot 
be determined by one party or actor alone (Samsura et al., 2010). Game 
theories conceptualise the different strategic choices available for those 
involved in the decision-making process, making them suitable for the 
application of OWF site selection. 

The main objectives of partnership in decision-making are to share 
risk, maximise investment portfolios and optimise short and long-term 
strategies. Hence, the presence of multiple players and the impact that 
each distinct strategy has over the final outcomes make the OWF site 
selection an interesting field for the game theory applications. The team 
members in the decision-making of OWF site selection consist of in-
vestors who are cost-oriented, operators who are offshore facilities’ 
service providers interested in higher turbine availability, and con-
sumers who are network or transmission system operators interested in 
the mere output. Each strategy proposed by decision-makers may impact 
the outcome of OWF site selection. So, in the decision-making process 

Table 1 
Strengths and weaknesses of different MCDM methods.  

Methods Strength Weakness 

AHP  1. Flexible and adaptable.  
2. The calculation process is 

straightforward.  
3. Each criterion becomes more 

focused and transparent 
with a hierarchical 
structure.  

4. This method is widely used 
to evaluate technologies and 
select locations.  

1. With more decision-makers 
involved, the problem be-
comes more complex.  

2. It requires the collection of 
data based on experience/ 
expertise.  

3. The results should be verified 
by further analysis.  

4. It is based on the assumption 
that the criteria are 
independent and ignores 
their interactions and 
interdependence. 

ELECTRE, 
ELECTRE 
III  

1. It examines quantitative as 
well as qualitative criteria.  

2. Reasons are given to validate 
final results  

1. Lack of adaptability.  
2. Only the preference is 

addressed in this method, 
without reference to the level 
of difference between 
alternatives.  

3. Complicated calculation 
process 

TOPSIS  1. It is computationally a 
simple process.  

2. Because of being so easy to 
apply, it has become one of 
the most popular MCDM 
techniques.  

3. In comparison to other 
methods of MCDM, this 
method is faster.  

4. Often used in combination 
with other methods.  

5. Typically, this method is 
applied to evaluating energy 
technologies.  

1. Modelling situations with 
conflict can be difficult to 
handle.  

2. It does not consider the 
difference between positive 
and negative values. 

DEMATEL  1. Assesses the mutual 
relationship among various 
factors.  

2. The decision-maker can 
identify which are mutually 
influencing each other.  

3. This analysis can help 
determine the ranking of 
alternatives, determine 
evaluation criteria, and 
measure the weightings of 
evaluation criteria.  

1. The interdependence 
between criteria is not 
considered in the decision- 
making process.  

2. The weights of experts are 
not taken into account when 
group assessments are 
aggregated.  

3. The aspirations of decision- 
makers cannot be 
considered. 

Game 
Theory  

1. Flexible and adaptable.  
2. The result can be achieved 

even when there is no 
perfect collaboration 
between decision-makers.  

3. Possibility of solving 
problems regardless of the 
presence or absence of 
cardinal information.  

4. Enables solving a problem 
using different units, 
weighting criteria/decision- 
makers, and objective 
aggregation.  

1. The assumption that 
decision-makers act ratio-
nally may not always be 
realistic.  

2. The limited application of 
this method in engineering 
problems causes a narrow 
knowledge on the knowledge 
requirements for enhanced 
utilisation.  
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using game theory, different alternatives by the decision-makers and 
associated conflicts can be considered. This attribute makes the theory 
an attractive decision-making platform for OWF site selection. 

The modern game theory began in 1921 when Borel introduced the 
term “game theory”. In 1928, von Neumann provided a major contri-
bution to the field by introducing the minimax theorem for the matrix 
game (Myerson, 1991; Ungureanu, 2018). However, Game theory was 
applied in economics by Von Neumann and Morgenstern (1944) and 
developed by Nash (1950), who made it a valuable tool by developing a 
key concept, the Nash equilibrium, which is applicable in many different 
areas. Shapley (1953) presented a vital solution concept by defining a 
value for cooperative games. Thomas Schelling contributed further to 
the literature by applying the game theoretical framework in the context 
of conflict and cooperation known as Schelling’s Strategy of Conflict 
(Schelling, 1960). After 1960, game theory played a crucial role in a 
wide range of science fields, especially economics. It has been widely 
used in various applications in engineering for modelling 
decision-making processes. More details on the application of game 
theory in engineering projects can be found in Kapliński and 
Tamošaitienė (2010) and Piraveenan (2019). 

An interactive decision theory can be used in a situation where 
decision-makers influence the decision of other players. In such cases, 
the interactive decision model can provide a solution by solving the 
utility maximisation problem. Myerson (1991) defines game theory as “a 
model of conflict and cooperation between intelligent and rational 
decision-makers”. Shoham and Leyton-Brown (2008) define game the-
ory as a study of interaction among self-interested decision-makers. 
Before proceeding, the basic concept of game theory should be 
explained. A typical game defined in game theory consists of a set of 
players, being a collection of rational and intelligent individuals who 
have decisions to make; a player strategy set, which refers to the 
collection of strategies from which they can choose; and a player payoff 
function indicating how the player evaluates a strategy profile (Har-
rington, 2009; Myerson, 1991). 

Amongst different decision-making methods, game-theoretical 
models can be classified into non-cooperative and cooperative games, 
depending on the behaviour of decision-makers. A game is non- 
cooperative when every player tends to maximise their own payoff, 
while cooperative games are when the players try to look for joint ac-
tions that work optimally for the group. In a non-cooperative game, 
decision-makers should consider the conflict to achieve the best 
outcome from the process. Furthermore, it should be noted that each 
player, when making any decision, either may or may not be perfectly 
informed about some or all of the events that have already occurred in 
the game, defining the game as perfect information or imperfect informa-
tion. To set up a game, the decision-making team needs to consider other 
game characteristics, including being simultaneous or sequential (Han-
ley and Folmer, 1998; Harrington, 2009). 

According to Yang et al. (2013), in environmental decision making, 
in which more than one aspect should be considered, a multi-objective, 
non-cooperative game should be developed. Non-cooperative game 
theory can be helpful for handling conflicts without accurate quantita-
tive information and when only qualitative information is available 
(Madani, 2010). As a result, a non-cooperative game would be counter 
to an effect of uncertainties in data for the offshore environment. 

In localisation decision-making, in which more than one objective is 
considered, a multi-objective non-cooperative game should be pro-
posed. Two-person zero-sum games play a central role in the whole 
theory of games. A two-person zero-sum game consisting of two players 
(Player 1 and Player 2) and two sets of pure strategies. S1 = {a1,…, am}

and S2 = {b1,…, bn} denote the two sets of pure strategies where m 
number of strategies are available to player 1 and n strategies available 
to player 2. To a strategy choice for each of the players, aifor player 1 
and bjfor player 2, there is a certain outcome denoted by xij = bj(ai),

known as the payoff (Luce and Raiffa, 1989). In the two-person zero-sum 
game, one player’s gain is equal to the losses of the other player. The 

existing payoffs of a typical game can be a matrix, as shown by Eq. (1). 

U(x) =

b1… bj… bn
a1
ai
am

⎡

⎣
x11 ⋯ x1n
⋮ xij ⋮
xm1 ⋯ xmn

⎤

⎦ (1)  

where U(x) is the payoff matrix of player1,xij is the payoff of player 1 
when player 1 proposes the strategy i, and player 2 proposes the strategy 
j. Then, the payoff matrix of player 2 is − U(x). 

There are several concepts to solve a game theory based on the type 
of the game being played in different situations, including the Nash 
equilibrium and Stackelberg equilibrium, which are applied in non- 
cooperative games, as well as the stable set (von Neumann- 
Morgenstern solution) and Shapely value, which are applied in coop-
erative games. Nash equilibrium is frequently used to solve the non- 
cooperative game and for finding the best strategies to choose by all 
players. It should be noted that the best strategy in this concept does not 
mean the strategy that gives the highest payoff for every player. Nash 
equilibrium gives the optimal solution strategy for each player 
depending on the strategy of other players. 

A two-person zero-sum game either has a Nash equilibrium when a 
saddle point is found or a mixed strategy. If the min-max value equals 
the max-min value, then the game is known to have a saddle point (or 
equilibrium), and the corresponding strategies are said to be optimum 
strategies. The amount of payoff at an equilibrium point is the game 
value (v) (Hillier, 2012). 

With a game that does not have an equilibrium point, the mixed 
strategy is chosen to solve the game. A mixed strategy for player 1 and 
player 2 is determined by vectors P and Q, where pi (qj) represents the 

probabilities of the row-player choosing ai(bj), where 
∑m

i=1
pi = 1(

∑n

j=1
qj =

1).The mixed strategy can be symbolised by the vector of probabilities 
that optimise the pairing of player 1 and player 2 (P∗and Q∗), repre-
senting the optimal weights of player 1 and player 2. Any game with 
mixed strategies can be solved by transforming the problem into a linear 
programming problem. The solution in mixed strategies is used to 
construct a weighted sum of the primary objectives, leading to a solution 
for the decision-making problem. More details on explaining the game 
theory and its solution concepts can be found in Bauso (2016); Myerson 
(1991); Osborne (2004), and Harrington (2009). 

Some existing works apply game theory in the decision-making 
process of engineering projects. Yang et al. (2013) used game theory 
to model decision-making by a diverse group of players in offshore oil 
and gas operation and transformed uncertain qualitative and quantita-
tive data into rough numbers using rough set theory. The multicriteria 
game is solved using the generalised maximin solution concept. In their 
study, players are the operators, regulators, and service engineers who 
focus on cost, environmental issues, and technical feasibility. Samsura 
et al. (2010) proposed game-theoretical modelling to identify the key 
strategic decisions of land and property development projects by 
showing the different payoffs for stakeholders due to their chosen stra-
tegies. Their study model looks at the decision-making processes as a 
game in an extensive form with four players under two scenarios and 
identifies the key strategic decisions of land and property development 
projects by showing the different payoffs for all stakeholders during the 
project. Madani (2010) reviewed the fundamental game theory concepts 
and utilised game theory in a water system. The research presents some 
simple two-by-two water resource games and reviews the applicability 
of game theory to water resource management and conflict resolution 
through a series of non-cooperative water resource games. The review 
identifies the behaviour of the involved parties relating to water 
resource problems and describes the interactions of different parties 
who give priority to their objectives. Asgari et al. (2014) present a 
game-theoretical framework for resource management in construction 
projects. Their paper strategically forms a cooperative game to 
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investigate the cooperation between sub-contractors for sharing re-
sources and maximising profit. Kose et al. (2017) applied game theory 
and geographical information systems (GIS) to find a layout plan for 
troops to maximise the probability of identifying enemies. The game 
used in their research was a two-person zero-sum game. Peldschus et al. 
(2010) present the min-max solution for two-person zero-sum game 
theory methods applied for the sustainable assessment of alternatives in 
the construction industry. Aplak and Sogut (2013) applied the Game 
Theory analytical model to the decision-making processes within energy 
management context, considering the industry and environment as the 
two players in the game with conflicting strategies. Optimal strategies of 

competitors (players) were found by analysing the critical criteria. 
Collins and Kumral (2020) employed the Game Theory based on a 
multi-criteria technique to examine the environmental sustainability 
issues in the mining industry by developing five games to investigate 
maximising both the overall sustainability and environmental 
sustainability. 

However, there is limited research on applying game theory to 
decision-making problems in the offshore environment, especially in site 
selection problems in engineering applications with different alterna-
tives available to each decision-maker. 

The main objective of this paper is developing a decision-making 

Fig. 1. The proposed methodology for selecting optimum OWF sites.  
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framework to select the optimal location for installing offshore wind 
farms while considering different objectives, address the conflicts 
among the preferences of decision-makers and the uncertainties asso-
ciated with the available information, which collectively increase the 
complexity of this decision-making problem. This paper adopts a game- 
theoretical approach for selecting optimal OWF locations by identifying 
the critical factors affecting the decision-making process and investi-
gating various objectives of the key decision-makers. The decision- 
makers involved in a project may have different, and at times conflict-
ing, goals when selecting a site; specifically, investors may seek mini-
mum investment cost, while operators prefer higher availability of OWF, 
including turbines and Balance of Plant (BoP). A wide range of factors, 
including available wind power, prevailing weather conditions, distance 
to ports/grid, and structural reliability, are considered. Understanding 
these factors and their associated uncertainties will help decision- 
makers select an optimum location for establishing an offshore wind 
farm. Furthermore, marine life is affected by the construction of a wind 
farm. This paper recommends a policy to counter the adverse effects of 
wind farm deployment on the marine environment and examines the 
cost of adopting the policy by developing a game-theoretical approach. 
This paper also examines the impact of a new policy or regulation and 
evaluates the environmental impacts of different foundation types in a 
case study selecting the site of an offshore wind farm installation in the 
Bass Strait. It is anticipated that this knowledge will help minimise the 
operational risks associated with the infrastructure and enhance oper-
ational reliability and profitability. The developed model will help all 
stakeholders involved in the decision-making process to make informed 
decisions when selecting a site for an offshore wind farm by estimating 
the payoffs of each alternative decision concerning different strategies. 

2. Methodology 

The main focus of this study is to develop a methodology to select the 
optimal location for installing an OWF considering different decision- 
maker objectives. The proposed site selection framework aims to 

identify the criteria affecting the optimal selection of offshore wind sites 
and the criteria affecting the performance of the site. The framework 
also explores the possibility of decision-making under environmental 
regulations that aims to minimise adverse impacts on marine life. 

The main steps of the developed methodology are depicted in Fig. 1. 
The methodology starts by setting up the decision-making team and 
defines the problem. The team includes a group of decision-makers who 
have different preferences. After determining the objectives of decision- 
makers, the criteria and attributes are identified, the next step is to 
exclude those restricted zones where a wind farm could not be located. 
This is followed by identifying the factors based on decision-maker ob-
jectives. The alternatives are then defined by evaluating the initial site 
against different strategies and objectives. The n alternatives and m 
objectives game is defined by a matrix, and an optimisation model based 
on maximin theory is developed to solve the game. The total expected 
payoffs (TEPs) are obtained for each alternative, where the highest TEP 
represents the optimum decision. Finally, the impact of the ecological 
effect’s policy on communities from the various foundation types’ 
installation and presence is examined. The cost of adopting the policy by 
developing a game-theoretical approach is investigated. 

The decision-making parties involved in the project are considered as 
a team that aims to maximise the payoff of the site selection game while 
accounting for various preferences and objectives. 

2.1. Influential factors identification and data requirements 

A wide range of factors, human-related and natural constraints, and 
environmental restrictions must be considered when locating a wind 
farm. These factors determine the required location or those affected by 
the location characteristics, as shown in Fig. 2. For instance, the mean 
wind speed influences the expected power output of the farm; water 
depth affects the support structure of the turbines and its cost; seabed 
soil classification affects the design/cost of support structures; and dis-
tance to port and grid, which are integral factors, influencing the cost, 
grid connection conversion, and maintenance of offshore wind farms. 

Fig. 2. Parameters and criteria that affect selection of OWF location.  
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As discussed previously, many decision-makers are involved in an 
OWF development project, each with different priorities and objectives. 
The objectives of a decision-maker can interact with those of other 
parties. To achieve the best outcome, all the major objectives and their 
interactions should be accounted for. It should be noted that decision- 
makers may choose specific strategies to increase their outcome, 
which will likely affect the outcome of other decision-makers. For 
example, a decision-maker may introduce a specific strategy, for 
instance, utilising a mother vessel for maintenance activities instead of 
Crew Transfer Vessel (CTV), to decrease the maintenance crew’s transfer 
time and increase turbine availability to accept the selection of a site 
which can also increase the overall life cycle cost of the OWF. This paper 
categorises the primary goals of decision-makers into cost objectives, 
availability objectives, and production objectives. As shown in Fig. 2, 
there may be overlaps between these objectives (e.g., availability and 
performance), highlighting the need to incorporate the interactive ef-
fects during the site selection process. The selection of the most suitable 
wind farm location necessitates a comprehensive set of influential fac-
tors. Selecting the right factors is essential for identifying potential re-
gions according to a series of criteria (factors and constraints). The 
factors are those parameters that affect DMs’ preferences, and con-
straints are restricted areas based on technical constraints and envi-
ronmental limitations. The factors that influence decision-makers’ 
priorities in the site evaluation process should be collected. Table 2 lists 
some criteria involved in OWF site selection based on a comprehensive 
literature review. 

2.2. Pre-selection 

Once the data have been collected, potential regions for an OWF site 
should be identified. Some regions, such as anchoring areas, those near 
active submarine cables, and/or oil and gas infrastructures, are unsuit-
able for developing an offshore wind farm (Cavazzi et al., 2016). The 
identified regions will be filtered based on their characteristics and 
relevant technical and environmental protection limitations and 

regulatory standards in the pre-selection phase. For instance, in the 
European context, any offshore wind farm has to be at minimum 0.5 
nautical miles away from oil and gas platforms, based on UK marine 
guidance. For every technical constraint and environmental limitation, 
specific distance thresholds are assigned to create geographical filters 
for the pre-selection process. 

In the Australian context, for any offshore wind project to obtain a 
license, new legislation must be introduced to ensure sustainable 
development is underway. The Department of Industry has been work-
ing on this legislation since January 2020. The present paper reviews 
previous studies and expert reports to pinpoint the technical and regu-
latory limitations of offshore site implementation, such as offshore 
report published by Danish Energy Agency that present the Danish 
regulatory framework for offshore wind (Agency, 2017); Messali et al. 
(2009) which was the first published study to evaluate the potentials of 
offshore wind power in Australia; Gavériaux et al. (2019) that Defined 
area of available zones for an installation of a renewable energy system 
in Hongkong; offshore wind energy report published by Blue Economy 
CRC, outlining the opportunity that exists for Australia in the offshore 
wind industry Briggs (2021); and Hundleby et al. (2017) that considered 
offshore wind energy potential in Europe. Table 3 and Table 4 provide a 
summary of the constraints and limitations. Data is further analysed, 
restriction zones are excluded, and constraints are applied on the map to 
determine the unrestricted areas to implement an OWF. 

2.3. Define and evaluate decision-making objectives 

In this stage, the decision-making team defines their objectives, 
evaluates existing criteria, and assesses available alternatives. Although 
self-interested decision-makers are on the team to enhance their own 

Table 2 
Source of data and influencing criteria in OWF site selection process.  

Data Criteria type Source of data 

Submarine cables Constraint Australian Ocean Data Network. Dataset: ( 
Orr and Skeers, 2014) 

Power stations Factor Australian Renewable Energy (ARENA) ( 
CSIRO, 2014) 

Transmission 
network 

Factor As above 

Ports Factor As above 
Recreation zone Constraint As above 
Protected area Constraint As above 
Fishing zone Constraint As above 
Wind speed Factor Global Wind Atlas 
Water depth Factor General Bathymetric Chart of the Oceans ( 

Smith, 2004) 
Wave height Factor ARENA 
Seabed nature Factor ARENA 
Fishes Factor & 

Constraint 
Australian Ocean Data Network 

Birds Factor & 
Constraint  

Flora & fauna Factor & 
Constraint 

Australian Ocean Data Network 

Coral reef Constraint Global Distribution of Coral Reefs ( 
Anonymous, 2015) 

Oil and gas 
platforms 

Constraint Australian Ocean Data Network 
Dataset: (Orr et al., 2014) 

Seismic risk Constraint NOAA National Centers for Environmental 
Information (NCEI) (Weather, 2018) 

Ship route Constraint Spatial at Australian Maritime Safety 
Authority (AMSA, 2020) 

Oil and gas 
pipeline 

Constraint Australian Ocean Data Network 
Dataset: (Manager Client and New, 2017)  

Table 3 
Environmental and biophysical constraints in OWF site selection.  

Features Acceptable range Source of data 

Water depth >5 m General Bathymetric Chart of the 
Oceans (Smith, 2004) 

Coral reef >10 km Global Distribution of Coral Reefs 
(Anonymous, 2015) 

Mangrove >10 km  
Sandbar of 

shallow water 
Avoided General Bathymetric Chart of the 

Oceans 
Seismic risk Avoided  
Sediment 

thickness 
Within the exclusive 
economic zone (EEZ)  

Cyclone Within the EEZ   

Table 4 
Existing infrastructure and human-related constraints.  

Features Acceptable range Source of data 

Visual impact >8 km Danish Energy Agency 
Agency (2017) 

Oil and gas field Avoided Australian Ocean Data 
Network 
Dataset: (Orr et al., 2014) 

Oil and gas platform >0.5 nautical 
miles 

Australian Ocean Data 
Network 
Dataset: (Orr et al., 2014) 

Oil and gas pipeline >0.5 nautical 
miles 

Australian Ocean Data 
Network 
Dataset: (Manager Client et al., 
2017) 

Shipping routes >500 m Australian Ocean Data 
Network 
Dataset: (Manager Client et al., 
2017) 

Submarine communication 
cable 

>0.5 nautical 
miles 

Australian Ocean Data 
Network 
Marine and Amospheric (2016)  
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benefits, their objectives may have interactions and conflicts. In the 
following sub-section, each of the major objectives in the developed 
game is presented in detail. 

2.3.1. Cost objective 
The cost of an offshore wind project mainly falls under the invest-

ment and operational costs during the life cycle of an OWF. In recent 
decades, researchers, governments, and consultant companies such as 
the European Wind Energy Association (EWEA), National Renewable 
Energy Laboratory (NREL), and International Renewable Energy Agency 
(IRENA) have carried out assessments of offshore wind energy costs. 
Some of these studies focus on the part of the wind farm life cycle such as 
the installation phase (Kaiser and Snyder, 2012), operation and main-
tenance (Castro-Santos and Diaz Casas, 2014; Myhr et al., 2014), or 
identified the various cost factors involved in the life cycle of floating 
wind turbines. However, Shafiee et al. (2016) proposed a framework for 
life cycle cost (LCC) modelling and the analysis of OWFs to compare the 
cost of different projects simultaneously. The LCC is a comprehensive 
measurement to compare various investment options calculated over a 
given period. Both initial and future costs have to be taken into account, 
which can be calculated by Eq. (2). An offshore wind project’s life cycle 
cost, which is an indicator of the cost objective, consists of capital 
expenditure (CAPEX), operation and maintenance expenditure (OPEX), 
and decommissioning costs. 

LCC = CAPEX + OPEX + Decom Cost (2) 

CAPEX occurs at the beginning of the process of OWF and is mainly 
comprised of the cost associated with turbines, foundation, grid con-
nections, installation and development and project management cost 
(Equation (3)). The development of an OWF typically begins around five 
years before installation. The cost of development is related to the 
project management cost, legal costs, survey cost and contingencies cost. 
The cost of turbines, which includes the cost of Rotor Nacelle Assembly 
(RNA) and the cost of the tower, is the most significant investment in a 
wind farm at around thirty percent of the OWF CAPEX. Foundation costs 
are sensitive to water depth. Monopiles and gravity-based foundations 
are used in water depths less than 30 m. Large steel monopiles are used 
for turbines located in regions with less than 50 m of water depth, and 
jackets and tripods are used as options for foundations with a depth of 
less than 60 m (Horwath, 2020). Floating structures have been used for 
water depths beyond 50 m. Grid connection costs mainly depend on the 
length of the cable, which is determined by the distance between the 
offshore site and shore and the distance to the onshore substation grid. 
The distance from the shore also affects the type of export cable used. A 
high-voltage alternating current is chosen if the distance from shore is 
less than 55 km, and for longer distances, high-voltage direct-current 
cables are used. Installation costs are affected by the OWF capacity, 
intra-array cable length, cable cost, transportation cost (wet tow and dry 
tow), and foundation type. The cost of a substation is a function of wind 
farm capacity. Therefore, if there is increased water depth and distance 
to shore, there will be an increase in the installation cost. 

CAPEX = CT + CF + CG + CS ​ + CI + CD&P, (3)  

where CT, is the cost of turbines, CF is the turbine foundation cost, CG is 
the grid connection cost, CIis the installation cost, CS is the cost of 
offshore substations, and CD&P is the cost of development and project 
management. 

OPEX of an OWF is divided into operation, maintenance, port ac-
tivities, license fees, and other costs (Röckmann et al., 2017). O&M costs 
represent 53% of the OPEX. For an OWF, O&M cost can be affected by 
many variables, including the distance to the shore and significant wave 
height. Distance to the nearest port with required facilities and the 
length of suitable weather windows also significantly influence the 
OPEX of a farm. 

There can be some strategies to lower the O&M costs of a wind farm, 

such as changing the turbine type from requiring drivetrain to the direct- 
drive turbine (i.e., eliminating a high maintenance cost component); and 
increasing the spare part inventory level, for instance for gearboxes, 
which are one of the most expensive parts of the wind turbine in terms of 
capital and maintenance. However, in some cases, these strategies are 
more costly and can only be accepted by the industry if they promise 
more revenue. 

The maintenance method/strategy chosen by the asset management 
team is another factor that can affect the cost of maintenance and farm 
availability. The maintenance strategy can be based on corrective 
maintenance, preventive maintenance, opportunistic maintenance, 
condition-based maintenance, or a combination of these. Selection of 
maintenance approach depends on the type and extent of a repair action, 
crew and vessel availability, likelihood of suitable weather window and 
in the case of proactive maintenance, medium-term load forecasting of 
electricity consumption. Monitoring systems and sensors are incorpo-
rated in WTs to detect a failure before it occurs, providing repair op-
portunities (Tuyet and Chou, 2018). Implementation of every O&M 
strategy depends on the existing wind and wave conditions. Various 
techniques to forecast wind speed and wave height have been proposed, 
including data-driven and physical models. Pandit et al. (2020) pro-
posed a data-driven model for weather forecasting in offshore environ-
ments and found that more accurate weather forecasts can decrease 
O&M costs by up to 3%. As presented in Fig. 2, predicting the electric 
power demand for the medium-term is a tool to choose the strategy for 
the maintenance of the farm by trading-off the cost between the main-
tenance approach and purchasing electricity from other states. Eshragh 
et al. (2020) developed a model to forecast peak demand in the medium 
term for three main Australian states. The methodology would be 
helpful to plan the logistics, including hiring vessels, crew, and main-
tenance tasks for a farm. 

To quantify the investment cost more realistically, a net present 
value (NPV) approach has been used by applying Equation (4). To 
capture the total value of a potential investment of a farm during its 
lifetime, the net present value is applied. 

NPV =
∑n

i=1

Ci

(1 + r)i, (4)  

where Ci, r, and n represent the cash flow at the time i, annual interest 
rate, and the number of years over which the investment takes place, 
respectively. This metric can inform the operators and decision-makers 
about the current trends in the relative costs of OWF and the project 
competitiveness. 

2.3.2. Availability objective 
The reliability of an offshore wind farm is defined as the ability of an 

OWF to perform the required functions under given conditions for a 
lifetime (Gonzalez et al., 2017). The reliability of a wind farm can be 
affected by many factors, including the adopted maintenance strategy 
(Sarker and Faiz, 2016; Scheu, 2012; Scheu et al., 2018, 2019)), access 
method, type of turbine, and balance of plant availability. Electricity 
demand from the farm for each month is another factor affecting the 
availability of the wind farm. Mid-term load forecasting of electricity 
consumption is used to plan the maintenance time, especially when the 
farm maintenance strategy is opportunistic maintenance. To assess the 
reliability of an OWF, different metrics are considered, such as mean 
time between failure (MTBF), mean time between repair (MTTR), mean 
time to failure (MTTF), failure rate, and availability. Availability is the 
comprehensive indicator used to show the effectiveness of strategies 
chosen for reliability. Availability is defined as the “ability to be in a 
state to perform as and when required, under given conditions, assuming 
that the necessary external resources are provided” (BSI, 2010), and it 
can be calculated by Equation (5): 
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Availability=
Mean Time Between Failure

Mean Time Between Failure + Mean Down Time
, (5)  

where Mean Downtime is a summation of Mean Time to Repair, Mean 
Logistic Delay Time and Mean Waiting Time for Spare Parts (Wing and 
Crow, 1990). The wind farm downtimes are divided into unplanned 
maintenance downtime or repair time, crew and vessel unavailability, 
spare parts unavailability, and unsuitable weather. Therefore, 
increasing the distance to shore causes a higher transportation time and 
may decrease availability. There are some strategies to use to improve 
the availability of offshore wind farms, such as using faster transport 
vessels, redundancy for critical components or eliminating them by 
using other technologies (e.g., direct train turbines), increasing the level 
of maintenance inventory, or coordinating with suppliers and distribu-
tors to shorten the lead time. 

In the case study of this research, changing the type of vessel is 
examined to improve the availability. The vessel’s range depends on the 
voyage, weather conditions, and availability of vessels. Two main op-
tions exist for the vessel choice for performing maintenance activities: 
onshore-based marine access such as CTVs and offshore-based maritime 
access such as mother vessels. Offshore-based vessels, which accom-
modate a large number of technicians and spare parts, can significantly 
decrease the transfer time to the farm, especially when corrective 
maintenance is needed. The drawback is that the vessel is very costly 
compared to a CTV, and staying offshore for a long time can affect 
human cognitive performance and contribute to human errors. The 
vessels may either be purchased by the service provider, chartered for a 
fixed period or hired on the spot (when needed). Each of these options 
will invoke different costs, where the benefit of having a number of 
vessels available is that maintenance or repairs can be scheduled 
immediately, hence minimising the impact of failure on farm avail-
ability. Having idle vessels will imply costs for the owners/operators 
during periods with few or no maintenance activities. Spare parts and 
logistics are other factors that influence wind farm availability. When an 
unexpected failure occurs that requires replacement, the unavailability 
of spare parts can lead to extended downtime and significant production 
losses. From a warehousing and logistics perspective, the service pro-
vider needs to balance keeping the necessary spare parts in stock and 
simultaneously reducing warehousing costs, including rent, utilities, 
insurance, and personnel costs. The sea state condition is another factor 
affecting wind farm availability due to its impact on on-site accessibility. 
For an OWF, significant wave heights at the wind farm location and 
between the site and the operation port are good indicators of site 
accessibility. Vessel operability is also affected by wave period. How-
ever, wave height has higher importance than the wave period. So, in 
this study, wave height is considered for site accessibility. 

Weather windows significantly influence the cost and availability by 
limiting accessibility to the turbines for maintenance, increasing the 
transfer time, and increasing the downtime when corrective mainte-
nance is needed. Regarding weather conditions, the sites can be placed 
in an environment categorised as mild when significant wave heights are 
less than 1 m, moderate when significant wave heights are between 1 
and 2.5 m, and extreme when significant wave heights are more than 
2.5 m. The sites in extreme environments have significantly higher costs 
and lower availability than moderate sites, which have a significant 
wave height between 1 and 2.5 m for more than 60% of the time (Beiter 
et al., 2016). By making some alternative strategies available to the 
decision-makers, they are able to maximise the outcome of their decision 
while selecting their preferred alternative. 

2.3.3. Production objective 
The performance of a wind farm can be calculated by the annual 

energy production (AEP), which represents the fraction of the total en-
ergy delivered over a year (MWh/year). It can be affected by many 
different factors such as wind speed, wind direction, and turbine design, 
including its swept area, hub height and power rating. For the assess-

ment of wind energy potential, the wind characteristics at the desired 
locations must be fully understood. When developing a wind farm, a 
crucial step is making an AEP prediction. The available energy to each 
turbine is the key indicator for analysing the performance of the 
different alternatives. Several studies of forecasting wind power suggest 
that the wind direction is less important than wind speed in wind energy 
generation (Anuradha et al., 2016). Therefore, the wind speed magni-
tude is modelled probabilistically for each site in this paper. The average 
wind speed is used to calculate the energy available to each turbine. 
Wind speed data are collected, and the distribution of wind speed was 
estimated using a Weibull distribution. There are some sources for col-
lecting offshore wind speed data, such as historical data, wave-buoys, 
remote sensing from satellites, national weather ships, coastal meteo-
rological stations, and statistical distribution (Foley et al., 2012). Pre-
vious studies have shown that the Weibull distribution is a good 
representation of hourly wind speed variations at a location (Shu et al., 
2015; Yue et al., 2019). The Weibull distribution is fitted to wind speed 
data to calculate the shape and scale parameters for a specific location. 
The cumulative Weibull distribution with a shape factor of 2 is the most 
common value used to describe the hourly variation of wind speed at 
many locations (Cavazzi et al., 2016; Neill and Hashemi, 2018). After 
collecting the wind speed data and the distribution of wind speed is 
estimated, the Weibull distribution is then used to calculate AEP using 
the power curve of the wind turbine. AEP is usually calculated as 
Equation (6). 

AEP ​ =T ​
∑

F(u) × PC(u), (6)  

where T is the total number of hours per year, and F(u) and PC(u) are the 
Weibull distribution of the wind speed data and the power produced by a 
wind turbine in a given wind speed (i.e., the power curve), respectively 
(Yue et al., 2019). 

The strategies for improving electricity production in wind farms are 
changing to incorporate high-rated turbines and turbines with large 
rotors and small generators (Sedaghat et al., 2019). However, at high 
wind speeds, the power output is not dependent on the rotor diameter 
(Preindl and Bolognani, 2011). The wind farm layout is usually designed 
to allow for more optimal power production from the farm (Park and 
Law, 2016). Additionally, different hub height wind turbines can change 
wind farm power output (Chen et al., 2017). The adopted metric (AEP) 
can inform decision-makers about the current trends in the relative 
performance of offshore wind farms and the project’s competitiveness. 
The potential AEP is estimated for this objective to determine the 
possible electricity production for each site, depending on the wind 
speed and type of turbine. 

2.4. Site selection decision model 

Selecting a wind farm site is perhaps the most complex decision that 
will have long-term impacts on a wide range of stakeholders, and all the 
feasible strategies should be considered during the decision-making 
process. After considering all elements and existing conditions influ-
encing the development of an OWF, potential sites are determined based 
on the goal of the project. The decision-making model consists of initial 
site evaluation against different strategies and objectives, developing 
and solving the game, calculating the expected score of each alternative, 
and selecting the best options. Subsequently, the decision-making team 
determines sites and investigates all the strategies and techniques 
available for each site. After developing and solving the game, the 
optimal location of a wind farm is selected from between these sites by 
considering all possible scenarios and limitations. 

Firstly, a model is presented that shows the site evaluation against 
different strategies and objectives of the decision-making process. This 
model is the initial step of the game-theoretical approach that helps 
solve the decision-making process to determine the elements of game 
theory, i.e., alternatives (row player), objectives (column player) and 
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payoffs. The outcome of this step uses the game players’ strategies and 
payoff of the game matrix. In previous sections, the objectives have been 
determined, and this step aims to define the alternatives of the game. 
Decision-makers are supposed to be able to choose from a set of different 
strategies. New strategies that improve availability or production may 
affect the cost and help the decision-makers choose the best strategies 
for each site. The alternative which does not involve added strategies is 
referred to herein as base-case. The decision-making team defines the 
base case scenario to develop an OWF. Every stakeholder in the team can 
either accept the base scenario or make counteroffers to gain more 
outcomes. In the definition of the base case, the size of the farm, type of 
turbines and body of the plant, type of structure in different water 
depths, type of access vessels at different distances to shore, etc., have 
been defined based on previous experiences and studies. For example, 
assume decision-maker 1 (DM 1) chooses a site that is located 60 km 
from shore in an area with a 30-m water depth. For a place with these 
criteria, the decision-making team decides to construct monopile 
structures as a foundation for the turbine and uses CTVs to access the 
site. This assumption is used as the base case for this site, and DM 2 (who 
focuses on availability) either accepts the base case or uses mother 
vessels to decrease the access time. Changing the vessel type of the wind 
turbine affects the payoff of DM 2 and may increase the cost of the site 
and affect DM 1’s outcome. Then, DM 3 has the option to apply the base 
case or offer a new strategy. In the decision-making process, players 
adopt a plan to achieve their objectives in their strategy and partially 
control the outcome of the process. Players have different valuation 
systems over the set of possible outcomes and different preferences over 
outcomes. 

In this process, the decision-makers have bargaining power if the 
strategy is feasible. In other words, as the decision-makers are rational, 
and if a strategy defined by the decision-making team is not feasible, 
they just accept the base case. 

Table 5 shows the different payoffs for available ​ i = (1,…, ​ m) al-
ternatives (sites and strategies) and j = (1,…, ​ n) objectives for the 
development of a wind farm. In terms of DM objectives, there are three 
objectives defined for this game which are LCC, availability and AEP, 
and their values are AUD/MW, Percentage, and MWh/Year per MW. As 
mentioned before, to calculate the cost objective, the net present value 
of the summation of capital expenditure, O&M expenditure, and 
decommission cost (LCCi = NPV ​ (CAPEXi + OPEXi + Decom ​ Costi) )

needs to be determined. Also, it is assumed that the difference between 

decommissioning costs for all sites with all types of turbines is negli-
gible. Accordingly, CAPEXi ​ and ​ OPEXi will be changed by modifying 
the strategies of other DMs, so, CAPEXi ​ and ​ OPEXi are calculated to 
find the LCCi for each alternative. If DM 1 chooses site ​ i and both DM 2 
and 3 accept the base case, the CAPEX, OPEX, availability and annual 
electricity production would be Capexi, Opexi, Ri, and AEPi respectively. 
If DM 2 accepts the base case while DM 3 offers an alternative strategy 
(in this study, choosing a 10-MW wind turbine instead of 5 MW to in-
crease the production), the CAPEX, OPEX, availability, and annual 
electricity production (AEP) would be Capexi + ​ Ct, Opexi + ​ Cmt, Ri +

ϑRi, and AEPi + ​ Ai respectively. Where Ctis the cost of the difference 
between the type of turbines that is added to Capex, Cmt, is the cost that 
would be added to Opex because of the change of the type of turbines. 
Furthermore, using a higher-rated turbine may affect the availability 
(ϑ%) and annual production of electricity (Ai ​ MWh/year). It should be 
considered that the value of Ct,Cmt, ϑ, and Ai can be negative, positive, 
or zero. For instance, a strategy implemented to select a higher rate 
turbine may have an impact on the availability of the farm. Therefore in 
Table 5, the availability of alternative 2 is represented by Ri + ϑRi where 
ϑ can be 0, positive or negative. α and β that are the percentage of farm 
availability change when using a new type of maintenance vessel 
depending on the vessel mobilisation time that causes an increase in 
availability. Furthermore, several factors affect the power generation 
efficiency of wind energy extracted from wind turbines. These factors do 
not stop the turbine and should be addressed before causing failure in 
the wind turbine during running conditions. Dust accumulation is one of 
the factors affecting wind turbine performance (Deb et al., 2017). Also, 
blade contamination by insects can reduce the power output of turbines 
by up to 55% (Dalili et al., 2009). Therefore, the wind turbine blades 
should frequently be cleaned using robots without stopping turbine 
operation completely. So, θ and λ are the percentage of farm perfor-
mance change when using new type of vessels that affect the mobi-
lisation time of tasks that increase the performance without stopping the 
turbine. 

After determining the strategies applicable to each farm and quan-
tifying the outcome of each objective for all the alternatives, the next 
step is to develop an optimisation model to solve the game and aims to 
develop an optimisation model based on the maximin objective to solve 
the game. 

The solution concept is adopted from the model developed by 
Peldschus et al. (2010). A two-person zero-sum game is defined in a 

Table 5 
Objective payoff relationships for the available alternatives (for site i and its strategies) to develop a wind farm. α: percentage of farm availability change when faster 
CTV is used; β: percentage of farm availability change when mother vessels are used; Cv+: difference between two types of CTV; Cmv: difference between CTV defined in 
the base case and mother vessel; θ: percentage of Change in AEP when faster CTV is used; and λ: percentage of change AEP when mother vessels are used.  

Alternative Description Elements of Objective 1 Objective 2 Objective 3 

CAPEX OPEX Availability Annual Energy 
Production 

Alternative 
1  

• Owner chooses Site i  
• Operator accepts the base case,  
• Consumer chooses Base Case Scenario  

CAPEXi  OPEXi  Ri  AEPi  

Alternative 
2  

• Owner chooses Site i;  
• Operator accepts the base case,  
• Consumer makes an offer to use a higher rated turbine  

CAPEXi + ​ Ct  OPEXi + ​ Cmt  Ri + ϑRi  AEPi + ​ Ai  

Alternative 
3  

• Owner chooses Site i;  
• Operator makes an offer to change the O&M vessels to increase 

accessibility and increase the availability,  
• Consumer makes an offer to use a higher rated turbine  

If the site is more than 70 km 
from the shore: 
CAPEXi + ​ Ct 

If the site is less than 70 km 
from the shore: 
CAPEXi + ​ Ct  

OPEXi + ​ Cmt +

​ Cmv 

OPEXi + ​ Cmt +

​ Cv+

Ri + ϑRi +

βRi 

Ri + ϑRi +

αRi  

AEPi + ​ Ai +

θ (AEPi + ​ Ai)

AEPi + ​ Ai +

λ (AEPi + ​ Ai)

Alternative 
4  

• Owner chooses Site i;  
• Operator makes an offer to change the O&M vessels to decrease 

access time and increase the availability,  
• Consumer accepts the base case  

If the site is more than 70 km 
from the shore: 
CAPEXi 

If the site is less than 70 km 
from the shore: 
CAPEXi  

OPEXi + ​ Cmv 

OPEXi + ​ Cv+

Ri + βRi 

Ri + αRi  

AEPi + θ (AEPi)

AEPi + λ (AEPi)
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matrix. Let SA = {a1, a2,…, ai,…., am} and SO = {o1, o2,…, oj,…, on}

denote sets of alternatives and objectives, respectively. In this particular 
setup of the game theories, players are not the individuals who make the 
decision, rather an element of the game that enables the playing. The 
row players in this game are decision alternatives (DAs), and the column 
players are DM objectives (i.e., the cost, availability, and production 
objectives in the current method). When the row player chooses the 
alternative ai and the column player chooses the objective oj, xij = oj(ai)

shows the payoff. Then the matrix U(X) is considered as a payoff matrix 
for a zero-sum matrix game, and the row player chooses one of the al-
ternatives from Set SA, and the column player chooses one of the ob-
jectives from Set SO. It should be noted that all objectives are maximised 
by the game, and because some of the objectives are cost values, they 
must be normalised to make them comparable. Usually, to allow for 
comparability of the values, they are normalised on an interval between 
zero and one. There are several options for the normalisation of the 
characteristic values. Generally, a distinction can be made between 
linear and non-linear transformations (Peldschus et al., 2010). Next, the 
initial decision-making matrix is normalised, and a normalised matrix is 
prepared (matrix U(X)). The normalised decision-making matrix is then 
solved according to the (maximin) principle. 

The solution (equilibrium) of the game either has a Nash equilibrium, 
if Maximum ​ (Row ​ Minimum) = ​ Minimum ​ (Column ​ Maximum), or 
has a mixed strategy. So, the most suitable site can be identified either by 
the saddle point (pure Nash equilibrium) or by aggregating the normal-
ised payoff with the corresponding weight from the vector Q∗ = {q1,…,

qj,…, qn}. qj is also the optimal weight of the objective obtained in this 
game; thus, the conflict between three different groups of DMs are solved. 
The best alternative is identified by obtaining the total expected payoff of 
the three DM objectives. The total expected payoff (TEP) is obtained by 
Equation (7).  

TEPi =
∑n

i=1

∑m

j=1
qjxij, (7)  

where xijis the payoff of alternative i on objectivej,and qj is the optimal 
weight of an objective. The highest-ranked alternative is the best site for 
implementing an OWF. 

2.5. Assessment of ecological effects 

This section examines the impact of the ecological effect’s policy on 
communities from the various foundation types’ installation and pres-
ence. The cost of adopting the policy by developing a game-theoretical 
approach is investigated. 

Over the past 20 years, local governments and legislators have 
introduced a series of legal rules to decrease the environmental impacts 
from development activities in the offshore renewable energy sector. 
Offshore structures and operations, in general, have a significant impact 
on their surrounding environment, and wind farms are no exception. 
The developed framework in this paper considers evaluating the envi-
ronmental effects from various farm development strategies (related to 
site selection and implementation), enabling the stakeholders to incor-
porate significant environmental protection policies in the decision- 
making process. The paper offers a policy to ensure sustainable devel-
opment and consider environmental impacts in the development phase, 
especially the environmental impacts that occur during the construction 
and operation of an OWF to ensure more sustainable development for 
the project. 

In this paper, three types of environmental impacts that three forms 
of wind turbine foundations (monopile, jacket, floating) may have on 
the ecological communities are evaluated. These effects include wake 

and scour effects and habitat loss, and artificial reef. Scouring is an 
essential effect of OWTs on the environment, similar to every other 
subsea structure. Compared to monopiles, jacket foundations cause less 
scouring due to their having a smaller contact area with the seabed. 
Floating OWTs introduce the minimum wave effect and scouring to the 
seabed, compared to monopiles and jackets (Horwath, 2020). Impacts of 
habitat loss due to foundation installation and operation are expected to 
be most significant for foundations with the largest footprint (Horwath, 
2020), such as monopile, but are relatively smaller for the jacket and 
almost negligible for floating foundations. Soft-bottom habitat loss 
could affect marine mammals such as grey whales that use soft-bottom 
habitats for feeding areas, feeding on infauna and epifauna. Founda-
tions can act as artificial reef-like structures, which can have positive 
ecological effects. Artificial reefs provide better protection and food 
availability to fishes (English et al., 2017). The artificial reef effects 
could be larger with a jacket foundation than monopiles because of the 
greater surface area associated with a lattice structure and may be 
greater with some types of floating foundations depending on the depth 
and surface area of their anchoring systems (English et al., 2017; Hor-
wath, 2020). 

The above factors can be of great significance during the lifetime of 
an OWF. Hence, a site selection process for OWF must closely evaluate 
the likely impacts during the installation, operation, and decom-
missioning activities. More importantly, if the regulatory authorities 
introduce specific policies to reduce such effects, the presented decision- 
making method can identify the alternatives that assist with this 
objective. This can be done by selecting the appropriate WT support 
structure. An approach based on the qualitative matrix is used as a 
qualitative metric to help decision-makers choose options with the 
lowest hazard level for the environment. To demonstrate the application 
of the new policy in the decision-making process, the policy is applied to 
all DA determined in the previous stage. 

In this section, an extensive-form game with perfect information 
processes is used for calculating the effect of this policy. In an extensive 
form game, decision-makers, which are players of the game, decide 
sequentially whereby the first player makes a decision, the second one 
responds, and so on. Such a problem can be structured as a game tree 
with a set of players (nodes) and a directed graph (arrows connecting the 
nodes). Each decision node is labelled as belonging to a player in the 
game, and each player has a payoff function. 

A frequently used solution concept for extensive-form games with 
perfect information is the Subgame Nash Perfect Equilibrium (SNPE). In 
terms of Nash equilibrium in the extensive-form game, it should be 
considered that every subgame perfect Nash equilibrium is a Nash 
equilibrium. Still, not every Nash equilibrium is a subgame perfect Nash 
equilibrium (Harrington, 2009). The backward induction method would 
be used to find an SNPE with a searching process after equilibriums at 
the end of the tree in a sub-tree and rolling back through several 
sub-trees to the root of the tree and analysing for equilibriums leads to 
an SNPE. 

Fig. 3 represents the game tree. Player 1 first chooses between EcEP 
or not for the site i. If no EcEP is involved in this stage, player 2 has the 
option of accepting the base case or rejecting it and offering a new 
strategy to improve the payoff. Then, player 3 has the option to accept 
the base case or reject/offer. In Fig. 3, LCCi, Ri, and AEPi are life cycle 
cost, availability and annual electricity production of sitei. ci, ri, ai are 
the amount added to LCCi, Ri, and AEPi changing the decision of player 2 
and player 3. ECIs the cost deducted from the LCC, if the DMs choose less 
impact foundations. It can be categorised to EcJand EcF for jacket and 
floating foundation. In other words, the EcJwould be deducted from the 
LCC, and if the DM choose floating, the EcF, EcF > EcJ, would be 
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deducted from the LCC. 

3. Application of methodology: an OWF in Tasmanian waters 

The application of the developed methodology is demonstrated using 
a case study to find the optimum location of an OWF site in the Bass 
Strait, which is known for its strong and constant wind, suitable soil and 
water conditions, and proximity to the national electricity distribution 
grid. To determine the best OWF location, a decision-making team 
consisting of investors, operators and consumers are set up, and the 
baseline cases are defined within the team. The proposed methodology 
is applied to an offshore wind farm consisting of 100, 5 MW wind tur-
bines in an area of 100km2. The wind turbines have a 116-m rotor 
diameter and 100-m hub height with monopile foundation in water less 
than 30 m depth; jacket type foundation in water depth between 30 m 
and 60 m; and floating type foundation in water depth more than 60 m. 
WTs are positioned in a layout of 10 rows by 10 columns, and the array 
cable length is calculated as a function of the number of WTs in a farm. 
In this case study, it is assumed that the change of diameter of the tur-
bine does not affect the distance between each two WTs. Also, the 

offshore substation is placed in the middle of the wind farm, and the 
distance from the coast to the onshore grid connection point is 20 km. 
Since this paper aims to compare different locations and strategies in the 
Bass Strait, the rental charges, transmission charges etc. Are considered 
the same for all sites. After setting up the game team and identifying the 
influencing parameters and data collection, the excluded areas are 
identified. Different DMs’ objectives are then determined for all areas in 
the Bass Strait. Subsequently, the game theory model is applied to find 
the best location. In the next section, the details of the case study and the 
obtained data are presented. 

3.1. Preselection steps 

The proposed methodology is applied to assess the areas suitable for 
offshore wind farm development in the Bass Strait regarding human- 
based and natural constraints. This results in certain parts of the re-
gion being excluded from the options, with the main exclusions being 
marine parks and the area near oil and gas platforms in the north of Bass 
Strait. Fig. 4 illustrates the results of this process where excluded areas in 
the East-southern Australian waters are accounted for. 

Fig. 3. Proposed Game tree for adopting the Ecological Effects Policy (EcEP).  

Fig. 4. Excluded areas for implementing an OWF in the East-southern Australian waters.  
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3.2. The Game of Guwarra 

As previously mentioned, decision-makers have their own priorities 
in the wind farm development project. Variability in decision-making 
goals is considered here with three major objectives, including project 
cost, OWF availability and production capacity. 

Although the next sub-sections provide a detailed summary of the 
mathematical methods used to estimate the payoffs of each objective, 
readers are referred to the works of Shafiee et al. (2016), Beiter et al. 
(2016), Cavazzi et al. (2016), and Bosch et al. (2019) for more infor-
mation on CAPEX and OPEX calculations. These cost components of the 
OWF life cycle are modelled on a per-megawatt basis and in Australian 
dollars for the sake of this case study. 

The cost of a turbine is one of the largest proportions of CAPEX in 
OWF development projects. Although it is not possible to find exact data 
about turbine cost because of competition among manufacturers, the 
values presented in this paper are the estimated material cost of a wind 
turbine as reported by Shafiee et al. (2016) and converted to Australian 
dollars. Turbine models are ranked by their power density. Since the 
average wind speed in the area of interest is more than 8.5 m/s, Class II 
turbines are suitable for the farm. The 5-MW wind turbine with a hub 
height of 100 m is chosen for this case study. 

Foundation costs are dependent on the type of foundation as well as 
water depth. The foundation types considered in this study are 
monopile, jacket, and floating which are suitable for water depth ranges 
of 0–30 m, 30–60 m, and >60 m, respectively. It should be noted that the 
water depths in the regions of interest are less than 120 m. The values of 
foundation cost depend on the material cost and cost of transportation of 
foundation from port to the site in different calculated water depths 
based on the method used by Bosch et al. (2019). The foundation cost 
ranges from 612 k AUD/MW for a depth of up to 15 m to more than 
1000 k AUD/MW for a water depth of up to 100 m. Shallow bedrock, 
boulders, or coarse gravel layers are considered as poor seabed condi-
tions unsuitable for monopiles. Due to the unavailability of site-specific 
seabed data from hydrographic surveys, factors such as geotechnical 
considerations of offshore wind farm foundations were not incorporated 
in the assessment framework. In this study, the geological condition is 
assumed to be suitable for OWT installation of all types of foundations. 
The spatial distribution of the foundation cost is shown in Fig. 5. 

The grid connection costs depend on the distance to the coast. 
Connection to the grid is estimated to cost from around 242 k AUD/MW 
for OWFs within 15 km of the onshore connection point to above 780 k 

AUD/MW for sites as much as 90 km away from shore. The length of the 
export cables equals the distance between the site and the shore. The 
length of onshore cables is the distance from the land to the grid 
connection point, which is assumed to be constant for all the potential 
sites in this case study (20 km for this study). The distances of these farm 
sites to the shore are less than 80 km. The spatial distribution of the grid 
connection cost is shown in Fig. 6. 

Similarly, installation costs are calculated per MW of installed ca-
pacity, using a cost methodology from Cavazzi et al. (2016) and influ-
enced by distance to the shore. The costs include transportation, the 
expenditure for erecting support structures and WTs, intra-array cable 
cost, and intra-array installation cost. The length of the intra-cables 
depends on the area of the farm and its layout. The farm area is 
assumed to be 100km2 for all the alternatives in this case study. The 
costs range from 350 k AUD/MW for an area within 20 km of shore with 
10 m water depth to around 600 k AUD/MW for a site within 100 km of 
the coast. 

In addition, the installation cost is sensitive to the water depth as it 
changes the type of foundation, especially floating foundations. Floating 
foundations are in the early phase of development, and the breakdown 
costs for them are limited. However, the recent development of simu-
lation codes is helpful to find estimate costs of these type of structures. 
According to Ghigo et al. (2020), the installation cost of floating foun-
dations is 2 m AUD/MW to 3 m AUD/MW. Myhr et al. (2014) mentioned 
that the installation costs for different types of floating foundations are 
between 1.5 m AUD/MW and 2.5 m AUD/MW. Also, in their study, the 
installation costs of monopile and jacket type foundations were esti-
mated as 430 k AUD/MW and 525 K AUD/MW. Thus, in consideration of 
installation cost, both distance to the coast and water depth should be 
considered. It should also be noted that the installation cost depends on 
the equipment costs and labour costs which are known to be the same for 
all options. The costs related to distance to shore and water depth have 
been used to obtain the scale factors for different water depth range and 
distances to the coast. Although the presented cost model may not 
represent the exact costs of OWF site selection (e.g. not including 
offshore or onshore substation costs), these components are most likely 
to be very similar between different sites in the particular regions of this 
case study hence not resulting in significant changes to the site-selection 
process. 

The project development and management costs are other compo-
nents of CAPEX cost, which depend on farm capacity (estimated at 
around 3% of the CAPEX) (Shafiee et al., 2016). After calculating the 

Fig. 5. Foundation costs of the base-case OWF as a function of water depth.  
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Fig. 6. Grid connection costs of an OWF as a function of distance to the shore.  

Table 6 
The obtained scale factor for cost increases as a function of water depth and distance to the coast.    

0–10 10–20 20–30 30–40 40–50 50–60 60–70 70–80 80–100 100–150 150–200 200–300 300–500 >500 

Water depth 
(m) 

10–20 1.00 1.04 1.08 1.12 1.16 1.19 1.20 1.21 1.23 1.26 1.32 1.40 1.56 1.79 
20–30 1.05 1.09 1.13 1.17 1.21 1.25 1.26 1.27 1.29 1.33 1.39 1.47 1.64 1.88 
30–40 1.11 1.16 1.20 1.25 1.29 1.33 1.34 1.35 1.37 1.41 1.47 1.56 1.74 2.00 
40–50 1.15 1.20 1.25 1.29 1.34 1.37 1.39 1.40 1.42 1.46 1.52 1.62 1.81 2.07 
50–60 1.19 1.24 1.28 1.33 1.38 1.42 1.43 1.44 1.47 1.51 1.57 1.67 1.86 2.13 
60–70 1.67 1.82 1.89 1.95 2.02 2.08 2.10 2.12 2.15 2.21 2.31 2.45 2.74 3.13 
70–80 1.67 1.93 2.01 2.08 2.15 2.21 2.23 2.25 2.29 2.35 2.46 2.61 2.91 3.34 
80–120 1.68 2.02 2.09 2.17 2.24 2.31 2.33 2.35 2.39 2.46 2.56 2.72 3.04 3.48  

Fig. 7. Spatial distribution of long-term mean significant wave height in the Bass Strait. (Data source: Commonwealth Scientific and Industrial Research Organisation 
(CSIRO, 2015)). 
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components of initial costs, the CAPEX cost is evaluated. The costs in-
crease both by increasing distance to the coast and water depth. The 
approximated scale factors which drive offshore wind farm investment 
cost as a function of both water depth and distance to the coast are 
shown in Table 6. 

The OPEX of an offshore wind farm is divided into cost of operation, 
maintenance, port activities, license fees and other costs (Röckmann 
et al., 2017). Some of these, such as port activities and license fees, are 
fixed costs and assumed to be constant for all alternatives within this 
study. Hence, in this section, only variable costs are discussed. The 
variables affecting OPEX can be categorised into deterministic factors 
such as component costs, labour costs, and downtime rate, or uncertain 
factors such as suitability of weather windows, maintenance strategy, 
and failure rates of component and system. Wave height data and dis-
tance to shore are the most important parameters in estimating the 
OPEX of an offshore wind farm. 

The significant wave height and maximum wave height data for the 
regions of this case study (Bass Strait) have been collected from the 
Australian Renewable Energy Agency (CSIRO, 2014), as presented in 
Fig. 7. In this paper, the base case of availability-oriented strategies is 
defined as accessing the OWF with small CTVs to perform repair and 
service activities. These vessels are the least costly option for crew 
transport; however, they have the capacity and operational limits. For 
instance, most CTVs can only operate in maximum wave heights of less 
than 2 m. 

As the wave height in some locations of Bass Strait is more than 2 m, 
using the small CTVs may affect the farm availability. Therefore using 
the larger CTVs, which can travel in higher wave heights (2.5 m), or 

mother vessels (service offshore vessels) with a travel weather limit of 3 
m, increases the accessibility. Due to their lower cost, though, small 
CTVs with cost reduction goals may still be preferred by decision- 
makers. The estimated O&M costs for a farm in different distances to 
the shore and based on the use of CTV are mostly adopted from Beiter 
et al. (2016) and Carroll et al. (2017) and converted to Australian dollars 
for the sake of consistency. 

The availability of an offshore wind farm, as is the case with the 
O&M costs, depends on the wave height and distance to shore. It is 
assumed that the vessels used in the base case are CTVs, which transfer 
the maintenance crew from the port to the site. Although CTVs are the 
cheapest vessels for the O&M of offshore wind farms, they can only 
operate in a wave height threshold of less than 2 m. As the wave height 
in some parts of the Bass Strait is more than 2 m, using the CTVs, which 
have a high price and low speed, would decrease the accessibility and 
availability. The available strategies for the DM2 to increase the avail-
ability of the farm is changing utilised vessels to increase accessibility 
and improve the availability of the farm. It is assumed that mother 
vessels are used for farms that are more than 70 km from shore. 
Although mother vessels increase the yearly O&M cost by around 
54,000 AUD/MW (Phillips et al., 2013), it is expected that a decrease in 
the mobilisation time causes an increase in the availability of the farm 
by 2.8% (Kolios et al., 2019). Another strategy for sites that are less than 
70 km from shore is using larger and faster CTV, which is called CTV+ in 
this study. The availability for different distances to the shore by using 
CTV is identified based on Beiter et al. (2016) and Carroll et al. (2017) 
by considering the distance to the shore, weather windows and type of 
utilising vessels. 

Fig. 8. The average wind speed at 100 m altitude in the Bass Strait and Tasmanian waters.  
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In addition to CAPEX and OPEX, other costs that affect the LCC are 
decommissioning costs, which are usually calculated as a fraction of the 
main LCC components. If life extension and repowering at the end of an 
OWF life (i.e. 20 years in this study) are not feasible, the WTs will be 
decommissioned, costing the industry about 60–70% of the installation 
costs (Adedipe and Shafiee, 2021; Bosch et al., 2019). In this case study, 
the decommissioning cost is assumed to be 330,000 AUD/MW. 

In order to quantify the value of project cash flow, an NPV-based 
approach is taken through which the LCC is estimated. The discount 
rate is considered to be 7%. It is also believed that during the first five 
years of operation, the maintenance costs will be covered by a service 
contract provider. Therefore, the O&M costs are calculated from the 
sixth year of commissioning the project. It must be noted that this does 
not cover the foundations, array cables, the offshore substation, and 
transmission infrastructure. 

As a key variable in assessing the suitability of a site, the amount of 
energy available to the wind turbines is used as the indicator of power 
production potential at that site. The exemplar turbine used for the base 
case is a 5 MW wind turbine with a cut-in wind speed of 3 m/s, cut-out 
wind speed of 24 m/s and rated wind power of 5 MW at 11 m/s. The 
available strategy to DM 3 to increase power production potential is 
using 10 MW wind turbines with cut-in wind speed, cut-out wind speed 
and rated wind power of 4 m/s, 26 m/s and 12 m/s, respectively. To 
calculate the available energy at each site, the average wind speed at 
100 m is used. Wind speed data are collected from time series in Vortex 
(2021) and validated by the Global Wind Atlas (DTU, 2021). The Wei-
bull distribution is then fitted to the wind speed data set, and scale and 
shape parameters are calculated. The AEP is estimated by multiplying 
the wind speed distribution with the corresponding power of each wind 

speed in the power curve. The spatial distribution of wind speed in the 
Bass Strait is presented in Fig. 8. 

For this practical example, five sites in the suitable regions were 
identified by the pre-selection process in the case study. The attributes of 
these five sites are listed in Table 7. Without the help of the Game 
theoretical decision-support tool, each decision-maker tends to maxi-
mise their payoff by selecting one of these five sites. For instance, the 
wind farm owners may attempt to persuade the stakeholders to choose 
the site with the minimum required CAPEX, which is most probably a 
site that is closer to shore and with minimum water depth (due to the 
large influence on costs). The buyers of energy may, on the other hand, 
want to convince the team to select the site with maximum power 
production potentials. For the operators of a wind farm minimising 
maintenance challenges and farm availability is perhaps more impor-
tant; hence their preference may be a site closer to a suitable port and 
with calmer sea conditions. Thus, DMs’ objectives, life cycle cost, 
availability, and AEP are calculated for all potential sites considered in 
this study. 

Table 8 lists the variables required for the payoffs and objectives. The 
O&M growth rate and discount rate are used for calculating the NPV of 
the cost. In these calculations, all available DAs to the decision-making 
team are considered. It should be noted that some sites can have a 
limited number of improvement strategies. For example, in this case 
study, 10 MW turbines are not suitable for Sites 1 and 5 because of their 
water depth and the implications on the WT foundation. The 16 DAs are 
shown in Table 9. These DAs are determined by including the 
improvement strategies which may be applicable for each site. 

A strategic game is a model of interactive decision-making process 
consisting of a set of players, where each player has a set of strategies as 
well as preferences over these. The initial decision-making matrix, the 
possible alternatives and the objectives of decision-makers are presented 
in Matrix 1. The main application of the game matrix is the selection of 
the alternative. To describe the problem, the alternatives are assigned to 
the row player, and the objectives are assigned to the column player. 

Matrix 1. (The initial decision-making matrix)    

Table 7 
The specifications of potential OWF sites considered in the Game of Guwarra. M: 
Monopile, J: Jacket, F: Floating.  

site Geographic 
coordinates 

Wind 
Speed 

Wave 
Height 

Water 
Depth 

Distance to 
Shore 

Latitude Longitude m/s m m km 

Site 
1 

− 38.79 146.92 8.06 1.5–1.75 30 (M) 40 

Site 
2 

− 39.82 146.34 10.03 1.75–2.0 65 (F) 60 

Site 
3 

− 40.67 146.73 9.74 1.75–2.0 50 (J) 50 

Site 
4 

− 40.42 144.33 11.27 2.5–2.75 55 (J) 30 

Site 
5 

− 40.68 146.08 9.50 1.75–2.0 20 (M) 60  

Table 8 
Case study parameters and their corresponding values.  

Definition Variable Value 

Added capital costs for upgrading turbine type Ct  200,000 AUD/ 
MW 

Added O&M costs for upgrading turbine type Cmt  26,000 AUD/ 
MW 

Added costs to change CTV to mother vessel Cmv  6000 AUD/MW 
Added costs to upgrade CTV to CTV+ Cv+ 650 AUD/MW 
Percentage of farm availability change by using 

CTV+
α  0.4% 

Percentage of farm availability change by using 
mother vessel 

β  2.8% 

Percentage of AEP change by using CTV+ θ  0.4% 
Percentage of AEP change by using mother vessels λ  1.0% 
O&M costs growth rate O  5.0% 
Discount rate i  8.0%  

Table 9 
Decision alternatives (DAs) considered in the site selection case study. Si: rep-
resents Site i where the DM can choose from i = {1,2, 3, 4,5}; Accept: represents 
the scenario in which Player 2 accepts the base case; Offer when Player 2 makes 
an offer to increase the payoff; 5 MW: represents the scenario in which Player 3 
accepts the base case to use the 5 MW wind turbines and; 10 MW: when Player 3 
offers to use 10 MW wind turbines for the project and the capacity of the farm 
increase from 500 MW to 1 GW.   

DM 1: DM 2: DM 3: 

Owner Operator Consumer 

Decision Alternatives (DA) LCC/MW Availability AEP/MW 
DA1: S1-Accept-5MW $ 4,124,000 93.00% 373,606 
DA2: S1-Offer-5MW $ 4,132,500 93.37% 375,100 
DA3: S2-Accept-5MW $ 6,725,500 89.50% 503,258 
DA4: S2-Accept-10MW $ 7,225,500 89.50% 551,258 
DA5: S2-Offer-5MW $ 6,805,000 92.01% 508,291 
DA6: S2-Offer-10MW $ 7,305,000 92.01% 556,771 
DA7:S3-Accept-5MW $ 5,417,000 91.50% 444,691 
DA8: S3-Accept-10MW $ 5,917,000 91.50% 484,691 
DA9: S3-Offer-5 MW $ 5,426,000 91.87% 446,469 
DA10: S3-Offer-10MW $ 5,926,000 91.87% 486,629 
DA11: S4-Accept-5MW $ 5,192,000 85.60% 528,844 
DA12:S4-Accept-10MW $ 5,692,000 85.60% 568,844 
DA13: S4-Offer-5MW $ 5,272,000 88.00% 530,959 
DA14: S4-Offer-10MW $ 5,772,000 88.00% 571,119 
DA15: S5-Accept-5MW $ 4,681,000 91.50% 429,088 
DA16: S5-Offer-5MW $ 4,690,000 91.87% 433,379  
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As the three objectives in Matrix 1 have different characteristics (i.e. 
LCC is to be minimized while availability and AEP are to be maximised), 
they should be normalised so that the decision-making model can make 
comparisons between them. The initial decision-making matrix was 
normalised to values between 0 and 1 by applying the linear normal-
isation method (Peldschus et al., 2010; Zavadskas et al., 2008). 

If maximising an objective is preferred, 

Uij =
xij − minixij

maxixij − minixij
(8)  

and if the aim is to minimise the objective: 

Uij =
maxixij − xij

maxixij − minixij
(9)  

Matrix 2. (Decision matrix with normalised payoff values)    
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It can be seen in Matrix 2, the normalised matrix, that there is no 
dominant strategy according to all objectives. That is, through a com-
parison of the DAs, none of them can be excluded from the process 
because of their low payoffs with respect to every objective. Generally, 

the optimum DA can be identified as the equilibrium point of the entire 
set; however, there is no equilibrium point in this game since the data 
does not satisfy the equilibrium condition given by Equation (10). 

Fig. 9. DAs ranked based on their estimated TEP values.  

Fig. 10. The highest ranked DAs of each five site locations considered for OWF installation in the Bass Strait.  
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Maximum ​ (Minimum ​ of ​ a ​ row)= ​ Minimum ​ (Maximum ​ of ​ a ​ column)
(10) 

Therefore, the game has no saddle point. A mixed strategy is then 
used to determine the alternative with the highest payoff with respect to 
all three objectives. 

As explained in the methodology, the probability of objectives (qj) is 
calculated to determine the optimal weight of objectives and obtained 
TEPs. This calculation is done by transforming the problem into a linear 
programming problem, and the obtained values are the arrays of vector 
Q* (Equation (11)) 

Q* ​ ={0.29283, 0.32713, 0.38003} (11) 

This means to find the optimum alternative, the first objective (LCC) 
is to be weighed 0.293, the second objective (farm availability) 0.3271 
and the third objective (AEP) 0.38. The TEP of each alternative is then 
obtained by aggregating the normalised values of each strategy of row 
player (objectives) with their corresponding weight from Q*. 

Fig. 9 demonstrates the estimated TEPs of all alternatives that were 
available to the decision-making model. DA6, in which the owner selects 
Site 2, and the operator offers to use MV to increase availability, and the 
consumer offers 10 MW wind turbines to increase the capacity of the 
farm to 1 GW, has shown to have the highest expected payoff and 
represent the optimum choice. The TEP for this alternative is estimated 
to be TEP(DA6) = 0.62206. The second rank DA14, in which the highest 
AEP is expected compared to the other DAs, and select site 4, utilize 
CTV+ and install 10 MW wind turbines. 

DA3, which is to select Site 1, the highest availability, utilize CTV for 
O&M activities and install 5 MW turbines, is ranked 3 in this table. 

As mentioned in Table 7, Site 2 has more average wind speed, and as 
a result, wind turbines installed in site 2 can extract more energy 

compared to sites 1, 3 and 5. By Considering each objective individually 
and given the extracted data from the Bass Strait, DA6 costs more than 
other alternatives, while it ranks third in both availability and AEP 
among other DAs. Using mother vessels and high-rated turbines im-
proves the availability and AEP of DA6, making it the best place to 
implement a WF. Although DA12 and DA14 enable great power pro-
duction capacities and have lower costs than Alternative 6, the harsher 
sea at their sites is estimated to have a significant impact on availability, 
which should not go unnoticed. Fig. 10 illustrates high ranked DAs of 
five sites considered for OWF installation in the north coast of Tasmania 
that proposed as the studied locations. 

This highlights the strength of the presented methodology, which 
can determine the optimal trade-off between the important decision- 
making criteria and the project stakeholders and provides a ranking 
for DAs to reach an agreement about the relative importance of criteria 
in MCDM problems. Such balance will ensure that the project is being 
planned with the highest possible outcome for the stakeholders collec-
tively. Even in the absence of initial evaluations, the proposed method 
provides actual weights and can be applied to decision-making problems 
with many alternatives and objectives. 

3.3. Ecological Effects Policy (EcEP) 

This part shows how providing a new policy affects the cost of 
developing a wind farm. A simple matrix based on the qualitative matrix 
(Table 10) is used to evaluate the environmental impacts of different 
foundations. The numeric value ranges are 3 for small magnitude, 5 for 
moderate magnitude, and 7 for large magnitude. It is assumed that the 
weight and importance of the criteria are the same. 

Although monopiles are the cheapest foundation options for devel-
oping a farm, they have a higher considerable anticipated impact than 
jackets and floating foundations. 

The EcEP encourages decision-makers to choose floating, jacket and 
monopile, in that order. It is assumed that there is a reward if the farm 
follows the EcEP. If the decision-makers choose a jacket, the EcJ would 
be deducted from the LCC, and if the decision-makers choose floating, 
the EcF, EcF > EcJ would be deducted from the LCC. 

To demonstrate the application of the new policy, this recommended 
policy is applied to site 5, as an example. According to Seidel (2021), the 

Table 10 
Qualitative matrix for impact assessment of each type of foundation.  

Environmental factors Monopile Jacket Floating 

Artificial reef 7 5 3 
Wake and scour effects 7 5 3 
Habitat loss 7 3 5 
The score of each potential foundation 21 18 11  

Fig. 11. Proposed Game tree for adopting the Ecological Effects Policy (EcEP).  
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jacket is assessed to be 2% more expensive than a monopile in a 22-m 
water depth. We assume the availability and annual electricity pro-
duction are the same as using monopile. In contrast, the decision-makers 
can use a 10-MW wind turbine when they decide to use a jacket foun-
dation. In this section, an extensive-form game with perfect information 
processes is used as a model for calculating the effect of this policy. It is 
assumed that players decide sequentially wherein the first player makes 
a decision, the second one responds and so on. Fig. 11 represents the 
game tree. An owner (player 1) first chooses between EcEP or not for site 
5. If no EcEP is involved in this stage, player 2 (operator) has the option 
of accepting the base case or rejecting the base case and offering a new 
method, faster O&M vessels in this case. Player 2 receives 0.4% more 
benefit if they reject the base case and accept the offer, while player 1 
receives less payoff. Player 3 has the option to accept the base case or 
reject/offer. As mentioned earlier, monopiles cannot be used for large 
turbines such as the 10-MW turbines that are assumed to improve the 
production of the farm. Because the players are rational and do not 
choose unfeasible options, player 3 (consumer) only has the option to 
accept the base case, the 5-MW turbines, or reject, so when player 3 
refuses, the payoff for all players is 0. As is the case in the previous steps, 
if player 1 chooses the EcEP for site 5, player 1 can choose jacket instead 
of monopile, so the initial cost will be increased because the cost of the 
foundation and installation in this water range is higher when the jacket 
foundation is chosen. However, there is a reward for player 1 for 
selecting the EcEP. Player 2 will choose one of the following actions: 
They either choose the base case or make an offer to increase avail-
ability. Furthermore, because player 1 chooses the jacket, it is an option 
for player 3 to increase the rate of wind turbines to 10 MW and increase 
the electricity production. 

When using the SPNE, the red arrows show the solution to choose the 
best answer and subgame Nash equilibrium for player 2 and player 3. 
The SPNE of the game depends on the payoff of player 1 to choose the 
best location. In other words, the best answer is between “without EcEP, 
Offer, WT:5 MW” and “With EcEP, Offer, WT: 10 MW”. Player 1 will 
choose the EcEP if the payoff for player1 choosing EcEP is less than when 
player 1 chooses no EcEP. In this example, if − 5293459+ EcJ ≤ −

4689666or EcJ ≥ 603,793.32 AUD/MW. Therefore, if there is a 
commitment by the government, for example, to buy the electricity of 
farms that have adopted the EcEP, the environmental damage to marine 
life would decrease, especially for large-scale farms. The value of EcF ,EcJ 

or the value that would be added to the feed-in tariff (FIT) can be 
determined with the provider model. 

Analysis of selecting optimal OWF locations in the Bass strait, using 
the proposed approach, suggests the ranked for all DAs by considering 
conflicts over decision-makers and comparing the cost of each site with 
and without considering environmental impacts by adopting EcEP. The 
suggested methodology can consider different aspects of the conflict and 
incorporate various characteristics of the decision-makers without ag-
gregation of objectives and assist decision-makers by providing some 
understanding into decision-making process that would not be possible 
with traditional decision-making approaches. 

4. Conclusion 

Considerable effort has been made on the research and development 
of clean and alternative energy resources, which have led to significant 
achievements in the decarbonisation of the energy sector. As one of the 
important role-players of this movement, the offshore wind industry is 
projected to grow dramatically until 2030 and beyond. This paper de-
velops a method to accelerate the advances of this industry by improving 
decision-making in project development, with a particular focus on site 
selection and reducing the environmental impacts of OWF projects on 
marine life. 

This paper presents a game theory decision-making methodology for 
offshore renewable energy applications. The parties involved in the 

project may have different objectives when selecting an offshore site. 
That is, owners or investors may seek less investment, while operators 
may prefer higher availability and site accessibility. The consumer, 
meanwhile, may prioritise production. Such conflicts among the parties’ 
interests and the uncertainties associated with available information can 
substantially increase the complexity of the decision-making process. It 
is, therefore, necessary to carefully specify the objectives and prefer-
ences of each major decision-maker for achieving optimal results. This 
paper adopts a game-theoretical approach to develop a decision-support 
tool to account for the interdependencies of influencing parameters and 
possible conflicts amongst the parties. The method has the general 
applicability in multi-objective decision-making to select the most 
suitable sites for implementing offshore wind farms. This methodology 
can be conducted in the decision-making process with objectives that 
affect the decision-making teams. The proposed method can be used 
when a group of decision-makers with conflicting objectives are to solve 
a complex multi-dimensional problem. For instance, in multi-purpose 
offshore facilities, if wave energy converters are added to the farm to 
produce wave energy at the offshore wind site, the annual electricity 
production from waves would be another objective, and the developed 
methodology could provide notionally true weights to the new objec-
tive. Based on data, the optimum location and decision alternative 6, site 
2, with the strategy of using MV and 10-MW wind turbines is deter-
mined. This model’s priority is to select the optimum location for the 
implementation of offshore wind farm equipment. Further, the proposed 
method can be applied to decision-making problems with any number of 
alternatives/objectives. Its practical realisation is limited only by the 
capabilities of the solver of the linear programming problem formulated 
to solve the corresponding zero-sum game. This paper recommends a 
policy to counter the adverse effects of wind farm deployment on the 
marine environment and examines the cost of adopting the policy by 
developing a game-theoretical approach. The results underscore the 
importance of considering the government’s value commitment in 
encouraging decision-making teams to use foundations with less envi-
ronmental impact. 

This research may be expanded in various directions. In terms of 
wind farm availability, this research does not take foundation avail-
ability, offshore substation availability, or electrical network congestion 
into account, which could be addressed in future studies. Furthermore, 
wake effects and intra-network electric losses were considered to remain 
constant throughout the analysis, which could be counted as variables in 
future studies. One of the most significant constraints of research in the 
offshore wind sector is data availability. Further improvements can be 
made in decision-making models for this industry if more data becomes 
available from ongoing local projects. 
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