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Abstract

A stinger is a steel space frame structure, used on pipe-lay vessels, to support the weight of a
suspended pipeline. It is a highly fatigue loaded structure due to environmental loads, vessel
motions and variable pipe loads. In the design phase, predictions for the structural behaviour of
the stinger were made. However, stinger usage and inspection history showed large discrepancies
between the design phase and reality.

A stinger monitoring system was proposed to provide a solution for this problem. The goal of
the thesis was formulated as follows:

Design of an optimised sensor placement method for a stinger monitoring system to localise and
quantify damage.

A damage detection method based on the vibration characteristics of a stinger model was chosen
for damage localisation and damage quantification. This method, called the multiple damage
localisation assurance criterion (MDLAC) method, correlates the measured modal property changes
with analytical modal property changes to identify damaged members and to estimate the damage
extent in these members. A sequential sensor placement method was applied to determine the
sensor locations contributing most to the modes of vibration of the stinger model.

It was shown that the MDLAC method can accurately localise damage for damage situations
in which one member was modelled as damaged. For damage situations with multiple damaged
members, the method is able to correctly identify at least one of the damaged members. To
identify the other damaged members, a modification of the method was proposed in this research.
On the condition of a damage threshold, this modified method is able to localise multiple damaged
members in a selected number of damage situations. A first-order and a second-order damage
quantification method were applied, of which mainly the second-order approximation is able to
give a good estimate of the damage extent in a structural member of the stinger model.
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List of terminologies

Natural frequency

Mode shape

Measured mode shape changes

Analytical mode shape changes

Measured natural frequency changes

Analytical natural frequency changes

Global stiffness matrix

Member stiflness matrix

Stinger

Life matrix

The frequency at which the amplitude of the
motion of a structure is greatest.

The motion pattern of a structure oscillating
in its natural frequency.

Changes in mode shape vectors, in principal
obtained from sensors on a structure.

Changes in mode shape vectors, as determined
analytically based on member stiffness matri-
ces, mode shape vectors and eigenvalues ob-
tained from ANSYS.

Changes in natural frequencies, in principal
obtained from sensors on a structure.

Changes in natural frequencies, as determined
analytically based on member stiffness matri-
ces, mode shape vectors and eigenfrequencies
obtained from ANSYS.

Stiffness matrix of a complete structure, con-
structed of individual member stiffness matri-
ces.

Stiffness matrix of one member. In this re-
search, the member stiffness matrix is placed
in a matrix the size of the global stiffness ma-
trix, corresponding with its location in the
global stiffness matrix.

A steel space frame structure, used on pipe-lay
vessels, to support the weight of the suspended
pipeline during pipe-lay.

A prediction of the operational and transit lo-
cations of a pipe-lay vessel.
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1 Introduction

In this chapter, the historical background of the research in this thesis is presented and the outline
of this thesis is given.

1.1 Historical background

Allseas is a global leader in offshore pipeline installation, heavy lift and subsea construction.
Allseas’ in-house designed fleet consists of eight specialised vessels, of which the Pioneering Spirit
is the largest construction vessel in the world. The vessel is designed for single-lift installation and
removal of large oil and gas platforms and the installation of record-weight pipelines. It is capable
of lifting platform topsides up to 48000 metric tonnes. Another vessel worth mentioning is the
Solitaire, one of the largest pipe-lay vessels in the worlds. This vessel has been operational since
1998 and has a pipe carrying capacity of 22000 metric tonnes, making it less dependent on external
pipe supply. Other pipe-lay vessels are Audacia and Lorelay. Calamity Jane is a support vessel,
Tog Mor is an anchored barge for shallow water offshore construction and Fortitude and Oceanic
are offshore construction vessels.

Multiple ways to lay pipe on the sea bottom exist (Palmer and King, 2004), of which Allseas
vessels use the S-lay technique. Another example of a pipe-lay installation technique is J-lay.
See also Figure 1.1. These techniques are named after the specific shape of the pipeline during
installation. In this report, the S-lay method will be considered. This method provides fast
installation for all pipe diameters over a large range of water depths. Another advantage of S-lay
pipeline installation is the possibility for horizontal pipeline assembly on board the vessel, creating
the possibility for an efficient and fast installation process. A space frame support structure called
a stinger is needed to protect the pipeline from buckling.

The J-lay method is mainly suitable for deep water installation rather than shallow water
because of the steep departure angle of the pipeline. The necessity for a stinger is excluded, but
only vertical assembly of the pipeline is possible, which makes the process relatively slow.

)

Figure 1.1: Two pipeline installation techniques: S-lay (left) and J-lay (right) (Images courtesy of
Allseas)

During S-lay installation, the pipeline is supported by a stinger, a space frame structure con-
nected to bow or stern of the vessel. The stinger introduces the necessary bend to direct the
pipeline to the seafloor. In Figure 1.2, the stinger of Allseas’ pipe-lay vessel Solitaire is shown in
transit mode. During pipe-lay, the stinger is mostly submerged. In transit mode, during stinger
radius adjustment and in Waiting on Weather (WoW) mode, the stinger is out of the water. The
WoW mode is enabled when the weather worsens so much during pipe-lay that the stinger has to
be lifted out of the water to prevent damage. The pipeline on the sea bottom is still connected to
the stinger through a cable. When the weather conditions calm down, the vessel can easily continue
pipe-laying. If not, a sacrificial sling is cut, disconnecting the pipeline from the stinger and the
vessel will sail away. The configuration of the stinger is adjustable and can have different radii
depending on the water depth of the pipe-lay project. The stinger is equipped with rollerboxes,
placed in a V-shape, that provide vertical and horizontal support to the pipeline.
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CHAPTER 1. INTRODUCTION

Figure 1.2: Pipe-lay vessel Solitaire (Image courtesy of Allseas)

A stinger is highly fatigue loaded due to the motions of the vessel it is attached to, the wave
loads applied to it when it is in submerged position, and the variable pipe loads acting on it during
operation. The pipe loads are variable because of varying stinger radii, different pipe weights and
variable environmental loads acting on the pipe. A fatigue analysis is performed during the design
phase of the stinger, aiming at defining the most critical elements and setting the inspection
plan. However, the stinger usage and inspection history revealed that critical locations do not
always correspond with predictions from the fatigue analysis. This raises questions about loading
conditions used during stinger static and/or fatigue design.

Real-time strain measurements were carried out on one stinger joint of the Solitaire (Ermolaeva
and Yu, 2016). These measurements were aimed at local nominal strain variation measurements.
The goal was to validate the local stress range statistical distribution assumption used in the fatigue
assessment of the stinger tubular joints and to compare the measured maximum local stress range
values with the values used in the stinger design. Moreover, it was expected that measured stress
concentration factors (SCFs) could be compared with recommended values. The measurements
were not necessarily meant for global load verification.

The most important conclusion made was that the assumption of the stress range distribution
(the Rayleigh distribution) used in fatigue calculations is not necessarily correct. The Rayleigh
distribution holds when the stinger is out of the water. However, the stress range in different hot
spot stress locations on the joint when the stinger is submerged in water in operational configu-
ration is characterised by different distributions. Moreover, it was recommended that additional
environmental load data could greatly contribute in load case verification.

1.2 Thesis outline

In this thesis, the basis for a design of a stinger monitoring system will be outlined. General
functionalities of the stinger monitoring system will be defined, after which the point of focus will
be on the sensor system for the monitoring system. The result of this research is an optimised
sensor placement method for damage localisation and damage quantification applied to a stinger

Djurre Wolters - MSc thesis 6



CHAPTER 1. INTRODUCTION

monitoring system.

First of all, the problem will be specified in Chapter 2. The objectives to solve the problem
will be specified and the reason behind these objectives will be explained. In Chapter 3, the
stinger design process will be investigated and assumptions in the design process will be listed
and categorised based on uncertainty and consequence. Then, in Chapter 4, a summary of the
literature review performed for this research will be given. The subject of this literature review is
on monitoring systems applied to offshore structures. The goal of the thesis was specified using the
results of the literature review. Chapter 5 will provide background information on damage detection
methods based on vibration characteristics of a structure. Based on the research conducted in this
chapter, a method for damage localisation and damage quantification was chosen. Chapter 6 gives
the basic theory behind vibration characteristics of a structure, after which a sensor placement
optimisation method based on this theory is explained in Chapter 7. Damage localisation is
explained in Chapter 8 and damage quantification is discussed in Chapter 9. In Chapter 10, the
implementation of sensor placement optimisation, damage localisation and damage quantification
is shown using two numerical analyses. Chapter 11 shows the implementation of the proposed
method on the real-life stinger. A summary of the research and conclusions are given in Chapter 12.
Finally, a discussion of the results and recommendations are given in Chapter 13.

Djurre Wolters - MSc thesis 7



2 Problem definition

2.1 What should the system do?

As discussed in the previous chapter, discrepancies in the structural behaviour of the stinger exist
between the design phase and reality. Design predictions do not correspond with observations
for the real-life stinger. This is not a new problem. In fact, there is no model in any branch
of technology, which can 100% resemble reality. A model is always an approximation of reality.
However, the challenge lies in minimising the gap between design and reality and the goal is to
come as close to the real-life situation as possible.

These differences between the design phase and reality can be visualised as in Figure 2.1: the top
half of the figure represents the design phase and the bottom half represents the real-life situation.
Certain design inputs are fed into the black box that is the modelled stinger and certain design
outputs result from simulations. Inputs are environmental parameters like the significant wave
height (H;) or wave period (7) but also vessel movements and pipe loads. Examples of outputs
are stresses and strains in or accelerations of the stinger. In reality, the same inputs and outputs
occur, but these inputs and outputs need to be measured to quantify them. If the inputs and
outputs between the design phase and reality can be compared, the discrepancies between design
and real-life can be localised and minimised. Model updating can be performed and accurate
predictions for the structural behaviour of the stinger can be made.

Therefore, a system should be designed to provide a solution for this problem. The system
shall fulfil the following objectives:

e Validation of modelled loads, modelled load cases and the predicted life matrix.
e Real-time information about the structural state of the stinger.

e Optimisation of inspection intervals.

COMPARE Outputs

REAL LIFE

BLACK BOX

> Inputs STINGER COMPARE

Outputs

Figure 2.1: Discrepancies between stinger design phase and reality

2.2 Why should the system do it?

Stinger models have been built and simulations have been performed in the design phase of the
stinger. These models and simulations work with certain loads and load cases that are based upon
design standards, prior experience and assumptions. In general, these loads give an acceptable



CHAPTER 2. PROBLEM DEFINITION

representation of the true loads acting on the stinger. However, as discussed before, discrepancies
exist between the simulated situation and the real-life situation. Therefore, the to be designed
system should be able to validate the modelled loads and load cases and the predicted life matrix
in order to verify the quality of the models and simulations. A life matrix is a prediction of the
operational and transit locations of the vessel.

The reason for the demand for real-time information about the structural state of the stinger is
twofold. First of all, operators on board the vessel can use the real-time stinger state information
to make a decision about continuing or halting the pipe-lay process when doubting the structural
state of the stinger. On the one hand, this will increase safety. On the other hand, this will prevent
unnecessary and costly temporary stops of the pipe-lay process.

Secondly, it is theoretically possible that loading phenomena are encountered which were not
considered during the design process. Operators can decide whether it is safe to continue pipe-
laying during such a scenario using the real-time information about the structural state of the
stinger.

Optimisation of inspection intervals is desired to reduce the risk of unexpected failure of the
stinger. As such, dangerous situations can be prevented by timely noticing and repairing indicated
damage. Otherwise, inspection is often expensive and time consuming. The operational expendi-
ture in the form of operational down time and inspection man hours can be greatly reduced with
an optimised inspection scheme. In other words, cost factors can be minimised by optimising the
inspection intervals. Cost factors considered here are the cost of failure, the cost per time unit of
downtime, the cost per time unit of corrective or preventive maintenance, and the cost of repairable
system replacement.

2.3 How should the system do it?

The system to be designed should have the following functions in order to fulfil the objectives
stated in Section 2.1:

e The system should be able to map physical properties of the stinger like strain and accelera-
tions. Moreover, environmental parameters used in the stinger design should also be logged.
Examples of these parameters are the significant wave height (H,), the mean wave zero cross-
ing period (73) and the wave direction with respect to the vessel (0). The values of these
properties and parameters can then be compared to the values used in the design phase. This
way, the models used for stinger design can be validated.

e The solution should provide real-time information about the structural state of the stinger.
This information should give a direct advice about the structural state of the stinger in
ternary form: safe, unsafe and something in between. Moreover, criteria need to be defined
to separate these three categories.

e The system should be able to detect damage based on structural response measurements to
optimise inspection intervals. By creating an image of damaged members and the damage
extent in these members, timely maintenance can be performed. In addition, unnecessary
downtime due to an accurate image of the structural state of the stinger can be prevented.
This way, an optimised inspection scheme can be determined.

Djurre Wolters - MSc thesis 9



3 Stinger design process and
uncertainty analysis

During the stinger design process, a number of assumptions and uncertainties play a role. These
assumptions are made based on experience and design standards, but unavoidably, discrepancies
between design phase and reality will exist. If the uncertainties in the design process can be
minimised by validating them with reality, it is expected that the structural stinger response in
the design phase corresponds more with the structural response in reality.

In this chapter, the assumptions in the stinger design process will therefore be listed and cate-
gorised based on uncertainty and consequence. This is done by first gaining insight in the design
process, then listing all assumptions made during the design phase by performing an uncertainty
analysis and finally categorising them. The goal is to find the assumptions which have the largest
influence on the discrepancies between design phase and the real life situation. By minimising the
uncertainty and, if possible, the consequence of these high-risk assumptions, it is expected that
the discrepancies between the design phase and reality can be minimised as well.

As this is confidential information from within Allseas, the remainder of this chapter can be
found in Appendix E.
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4 Summary of literature review

In this chapter, the literature review performed for this thesis will be summarised. The full
literature research report is a separate document and may be requested from the author. In the
previous chapters, it was made clear that discrepancies exist between the stinger design phase
and reality. Therefore, the stinger design process was investigated and the most important design
assumptions were listed and categorised. In the literature review, the focus will be on damage
prevention systems already used in the field. The sensor systems applied for so-called Integrated
Monitoring Systems (IMSs) on offshore structures will be investigated. This will form the basis for
further research in this thesis.

First of all, definitions will be given and the research questions will be presented. After that,
the results of the literature research are discussed. Finally, the conclusions of the research are
presented.

4.1 Definitions and research questions

The focus of the literature review is on sensor systems used for IMSs on offshore structures. An
IMS collects data from different sources to obtain a clear view on the performance, response
and structural integrity of offshore structures (Votsis et al., 2018). It combines measurements
of environmental parameters like wind, wave and current properties with response parameters
like structure motions, global and local strains and cable tensions. This way, input and output
parameters can be coupled to reconstruct the causes for a specific structural response. Offshore
structures include, but are not limited to, spars, jackets, risers, tension leg platforms (TLPs) and
floating production, storage and offloading platforms (FPSOs).

The research questions for the literature review as formulated as follows:

e What is the goal of the measurement system?

e Which quantities are measured and why?

At which locations is measured and why?

What type of sensors are used and why?

What are the measurement frequencies and why?
e Which measurement data "transport” types are used and why?

The sensor data measured by the IMS needs to be post-processed to draw conclusions and observe
trends. Multiple ways of ’transporting’ the measurement data to a data processor are available
and the final research questions investigates which transport types are applied and why. These
research questions will be answered for the IMSs installed on multiple offshore structures as found
in literature.

4.2 Results

An IMS consists of two parts: an environmental measurement system and a response measurement
system. The most frequently appearing environmental measurement systems are systems for wind,
wave and current monitoring. Other, less frequently appearing environmental systems monitor air
properties, tide elevation and sea water properties. The most important response measurement
systems consist of combinations of systems to monitor motions and position, strain, fatigue be-
haviour, risers and mooring lines and hull properties. Some IMSs incorporate visual monitoring
and systems for crack detection as part of the response measurement system. An example of an
IMS is the Monitas system installed on the Glas Dowr FPSO as discussed by Aalberts et al. (2010)
and Van den Boom et al. (2000). See also Figure 4.1.

The goal of the IMS on board the Glas Dowr is to advise on fatigue lifetime consumption
based on fatigue calculations and monitoring data. Lifetime consumption is measured by three
methods. The first method used measured environmental data as input for fatigue calculations.
The second method calculates the lifetime consumption from strain measurements and the third
method uses specialised fatigue sensors to give an indication of fatigue lifetime consumption. The

11



CHAPTER 4. SUMMARY OF LITERATURE REVIEW

Figure 4.1: Glas Dowr FPSO (Aalberts et al., 2010)

environmental measurement system part of the IMS on board the Glas Dowr consists of a 20
MHz sampling frequency wave radar and a wave buoy for wave measurements and an anemometer
with a 1 Hz sampling rate for wind measurements. Response parameters are measured with a
5 Hz sampling frequency Differential GPS (DGPS) for position measurements, Long Base Strain
Gauges (LBSGs) to measure strains in the hull, conventional strain gauges to measure local strains,
pressure transducers to measure slamming pressures, specialised fatigue sensors and a motion
package consisting of accelerometers and angular rate sensors. More explanation on the specific
sensors and ample other examples of IMSs can be found in the separate literature research report.

4.3 Conclusions

The most frequently occurring aim of an IMS is to ensure or increase human and environmental
safety. This can be accomplished by evaluating fatigue damage, monitoring the performance of the
structure, exploring failure mechanics, assessing structural integrity or using the IMS for guidance
during installation. Another goal of an IMS is evaluation or verification of design models and
methods by comparing design data with real-life data. In addition, an IMS can provide input for
inspection and maintenance programs or evaluate the influence of extreme weather conditions on
the offshore structure.

The measured quantities are closely related to the goal of the measurement system but in
general, the most often measured environmental properties are wind, wave and current while many
IMSs incorporate some kind of motion and position monitoring system and a strain monitoring
systems for response parameters.

The locations of the sensors depend heavily on the sensor itself, but also on the specific goal of
the sensor. For example, a wave buoy as mentioned in the Glas Dowr example needs to be placed
far away from the structure to obtain an uncontaminated wave profile. However, strain gauges can
be placed on locations with a low expected stress concentration for fatigue lifetime measurements,
but also on locations with high expected stress concentrations to measure local strains.

Similar sensors were used to measure certain properties in multiple IMSs. For example, wind
measurements were in almost all cases performed with some kind of anemometer. A combination
of DGPS and a motion package consisting of linear accelerometers and angular rate sensors was
used in multiple IMSs to monitor motions and positions.

The measurement frequency was in general between 1 and 10 Hz to minimise data storage.
However, exceptions of a couple measurements per hour to 20 MHz also occurred.

The preferred data transport method was by means of hard-wired electrical signals, although
some IMSs made use of optical fibre methods or offline standalone sensors that need to be retrieved
to process the results.

Djurre Wolters - MSc thesis 12
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4.4 Discussion

The results of the literature review form a basis for the rest of this research. It was proposed
to apply a monitoring system, similar to the monitoring systems as described in the literature
review, to solve the problem described in previous chapters. This monitoring system should fulfil
the objectives as stated in Section 2.1.

The first thing that can be observed is that these objectives are very similar to the goals of the
IMSs as concluded from the literature review. The objectives of the stinger monitoring system are
to (1) validate design data, (2) provide real-time information about the stinger state and (3) use
measurement data to optimise inspection intervals. If compared to the IMS goals as described in
Section 4.3, it can be observed that they correspond well.

Secondly, it was concluded that strain gauges, like electrical resistance gauges, piezo-electric
gauges and Fibre Bragg Gratings (FBGs) may be applied to monitor structural changes in stinger
elements. Moreover, fatigue sensors can be used to determine fatigue damage. And lastly,
Polyvinylidene Fluoride (PVDF) sensor can be applied to detect the onset of cracks. A major
disadvantage of these sensors is that they are generally used for local response measurements.
Prior information on weak spots is needed to determine sensor locations. It might be difficult to
determine these weak spots on the stinger, because of the observed discrepancies between design
phase and reality.

It might therefore be more interesting to look into global response parameters. A combination
of multiple linear accelerometers and angular rate sensors can give great insight in the global
motions of the stinger. Moreover, LBSGs may be applied to determine bending moments in the
stinger as a whole. With these sensors, an image of the global structural response of the stinger
can be obtained.

Environmental parameters are interesting for the stinger monitoring system as well, but Solitaire
is already able to log environmental parameters like wave heights, wind speed and direction and
water depth. Therefore, the focus of the stinger monitoring system will be on response parameters.

A general useful result from the literature review is that a balance should be found between
high and low measurement frequencies. A measurement frequency between 1 and 10 Hz is recom-
mended to minimise data storage, but to preserve important frequency and amplitude information.
Moreover, the recommended data transport method is either by hard-wired electrical signals of by
optic fibres. Standalone sensors are not useful if a real-time image of the structural state of the
stinger should be obtained.

An obvious knowledge gap in literature is an IMS applied to a stinger. However, this does not
mean that no stinger monitoring systems are discussed in literature. Yan et al. (2019) describe a
structural health monitoring system for a stinger using mainly stress sensors. Because they only
look at response measurements, this system does not classify as an IMS. The authors describe a
system where sensors are placed based on theoretical analysis and field investigation. However,
in this thesis, a different approach to sensor placement is needed because of the discrepancies
between the design phase and reality. It is difficult to determine the critical locations on the
stinger to directly measure response parameters at these locations. More research is needed to
determine sensor placement for the stinger.

The second knowledge gap is exactly that: sensor placement methods. From the literature
review, it can be concluded that sensor locations are dependent on the type and function of the
sensor. This is however not sufficient for sensor placement for the stinger monitoring system. More
research is needed in this area.

4.5 Definition of research goal

Based on the results and the discussion of the literature review results, the goal of the thesis is
formulated as follows:

Design of an optimised sensor placement method for a stinger monitoring system to localise and
quantify damage.

The sub questions are stated in the following way:

e What kind of sensors will be used?
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e Which sensor locations should be chosen?
e How many sensors should be used?
e Which methods for damage localisation and damage quantification should be used?

The main focus for this research will therefore be on the structural response measurements
of the stinger. As discussed in Section 4.4, Solitaire is already able to measure environmental
parameters, so a focus on response measurements is more rewarding. This choice means that
the objective of the stinger monitoring system concerning the validation of design data as stated
in Chapter 2 can not be fulfilled. Environmental measurements are needed to validate modelled
loads, modelled load cases and the predicted life matrix. The uncertainty and consequence of
some of the high-risk assumptions as defined in Chapter 3 can therefore not be minimised without
environmental data. The extent to which the objectives of the stinger monitoring system can be
fulfilled will be discussed in Chapter 12.
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5 Damage detection methods

In this chapter, research was conducted into damage detection methods based on vibration charac-
teristics of structures. Changes in vibration properties due to damage are detectable and therefore
useful for structural monitoring. Different methods for damage localisation, damage quantification
and sensor placement will be discussed. The goal is to select a method that will be investigated
further in following chapters.

To design a sensor system for a stinger monitoring system, a number of functions for this sensor
system can be defined:

1. The sensor system must be able to localise possible damage.
2. The sensor system must be able to quantify the damage at these locations.
3. The sensor system must be able to fulfil these functions with a limited number of sensors.

First of all, it is important to properly define damage. All structures that are subjected to
external loads accumulate damage during their lifetime. Crack or other kinds of localised damage
in the structure reduce the stiffness of structural elements. Reductions in stiffness tend to decrease
natural frequencies and modify the modes of vibration of the structures (Shi et al., 2000). These
differences in natural frequencies and vibration modes can be detected. Therefore, in this report,
damage is defined as a reduction in stiffness of a structural element. In this chapter, multiple
methods as found in literature will be described to fulfil the objectives as defined above.

5.1 Damage detection based on vibration characteristics

By taking one step back, the functions as described above can also be fulfilled by visual inspec-
tion. An operator will personally check all stinger elements for signs of damage and determine if
maintenance or replacement is needed based on the amount of damage observed. By using prior
knowledge, the scope of elements that need to be checked can possibly be reduced. Although
this is a thorough method, this method has some major disadvantages. First of all, these checks
can only be performed when the stinger is not in operation. This means operational downtime,
and downtime is both expensive and unwanted for process efficiency. Secondly, human operators
are expensive. The checking process is thorough, but therefore time-consuming. This makes the
process even more expensive. Finally, it is difficult to judge damage by visual inspection only.
Although it might be possible to check according to a certain crack length, it is difficult for an
operator to estimate crack depth. Methods exist to judge damage according to more quantifiable
measures. An example is magnetic particle inspection, in which a magnetic field is induced into
the damaged member and the discontinuity allows for a leak in magnetic flux. This flux can be
detected (BINDT, 2013). However, an operator and equipment is needed in place to perform such
inspections.

As explained above, changes in vibration characteristics can indicate damage in a structure.
Vibration techniques for damage detection have been used for a long time. A rudimentary example
is tap testing for railway wheels (Summerscales, 1990). A railway wheel tapper would walk along
the train tapping each wheel with a hammer. If the wheel was undamaged, it would produce a
sustained, clear note while cracked wheels did not ring as clear and as long as the good ones.
This test can be viewed as a global test, since the whole component is tested by one tap at one
point. This inspection method can be applied to the stinger as well and is much faster than the
visual inspection method described above. Although it is possible to localise damage within one
component, it is difficult to quantify damage. Moreover, human operators are still needed.

In the wheel-tap test, the operator detects differences in the pitch (frequency) and the decay
rate (damping) of the sound that the wheel would produce. The test depends on changes in natural
frequencies and damping of the wheel with damage. These are properties of the whole wheel and
do not depend on the excitation location. However, the human ear is not able to accurately or
reliably analyse these vibration properties. Nowadays, plenty of sensors exist that do have sufficient
accuracy or reliability to analyse vibration properties.

In theory, it is possible to apply sensors to the stinger at all possible damage locations, excite
the stinger with a large hammer-like object and monitor the dynamic response. This response
can then provide valuable information about vibration properties and therefore possible damage
locations. However, not only is it impractical to excite the stinger this way, it is also expensive and
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logistically challenging to use that many sensors. Therefore, an optimal sensor placement method
to capture the dynamic response of the stinger should be found.

Yang et al. (2019) describe an optimal sensor placement (OSP) method for structural health
monitoring based on the effective independence (Efl) method. The Fisher information matrix
(FIM) serves as the fitness function, which represents the linear independence of vibration modes.
The fitness function is defined as follows:

fen = det(®7®) = det(Q), (5.1)

where ® is a mode shape matrix with n x N dimensions; n represents the number of DOFs,
which are candidate sensor locations; N stands for the orders of the selected mode shapes and Q
is the FIM. A higher value of frs indicates a better sensor placement. However, when the number
of located sensor positions is larger than the mode orders, clustering of sensor distribution will
emerge. Another fitness function was created to avoid too near measurements. The combined
fitness function finds an OSP by using a genetic algorithm (GA).

Liu et al. (2008) explain GA as an optimisation algorithm working according to Darwinian
principles of natural selection. It starts with a randomly or heuristically selected initial population
that is encouraged to evolve over generations to produce better designs. These designs are evaluated
according to a fitness function. The fitness functions used by Liu et al. (2008) are the modal strain
energy (MSE) and two forms of the modal assurance criterion (MAC). Assuming the mode shape
matrix ® = [¢1, ¢2, ..., ¢p), where p is the number of mode shape vectors, the MSE fitness function
was given as

PP
Fuse =3 3N |brikesdsl, (5.2)

i=1 j=1re€q scq

where k,.; represents the stiffness element in the rth row and sth column of the stiffness matrix.
¢r; is the deformation of the rth element in the ith mode and ¢,; stands for the deformation of
the sth element in the jth mode. r € ¢ and s € ¢ indicate that r and s are all included in the
measured point set. A larger MSE value on a DOF represents a larger signal-to-noise ratio of
measured response data and makes this DOF a better candidate for sensor placement.

The MAC measures the correlation between mode shapes and is defined as:

e el
MACs = GTo0 (674, (53)

where ¢; and ¢; represent the ith and the jth mode shape vector respectively. The MAC is used
to check the linear dependency of mode shapes. Measured mode shape vectors have to be as much
as possible linearly independent to distinguish identified modes. The MAC matrix will be diagonal
for an optimal sensor placement strategy, so the absolute value of the off-diagonal elements is an
indication of fitness. One fitness function considers the average value of the off-diagonal values
while the other considers the maximum value of the off-diagonal values:

fmact = 1 — average(abs(MAC,;)), 1 # j. (5.4)
Smace =1 — max(abs(MAC;;)), i 7. (5.5)

In case of only a few sensors, the results obtained by GA based on the MAC fitness functions
are better than those obtained by the MSE method. When the number of sensors increases, all
three methods can provide reliable OSP to identify vibration characteristics of the used structure.

Yi et al. (2011a) use the fitness function fyaco as specified in Equation 5.5, but then apply a
generalised GA that can prevent two or more sensors to be placed in one sensor location. They
conclude that the generalised GA works more efficiently and more effectively in solving the OSP
problem than a simple GA.

As an extension, Yi et al. (2011b) propose an OSP strategy based on multiple optimisation
methods. Initial sensor placement was obtained by QR factorisation, the decomposition of the
mode shape matrix ® in an orthogonal matrix and a triangular matrix. Then the optimal number
of sensors was determined by using the MAC. Finally, definitive sensor locations are determined by
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using a generalised GA. The procedure for initial sensor placement is to unselect candidate sensor
locations so that the determinant of the FIM is maximised. This was defined as follows:

1 —1
P=Ella- -0 = | 5#'8] —oQ (5:6)

where @ is the FIM and o is assumed stationary Gaussian white noise variance. Here, ¢ denotes
the coefficient response vector and ¢ is the unbiased estimator of ¢, while E denotes the expected
value. Maximising @ leads to the minimisation of P in Equation 5.6, which yields the best state
estimate ¢. By QR-factorisation of ®*', a decomposition into an orthogonal matrix and a triangular
matrix, an initial candidate set of sensor locations can be obtained.

Then, two methods based on sequential sensor placement (SSP) were implemented to determine
the optimal number of sensors. The forward SSP places one sensor at a time at a position resulting
in the highest reduction in the maximum off-diagonal of the MAC as defined in Equation 5.3. When
the optimum sensor location for the first sensor is found, that sensor location is fixed. The position
of the second sensor is then chosen based on the highest reduction in the maximum off-diagonal
element of the MAC for two sensors, given the first sensor location. This process continues up to
a predefined number of sensors. The second method, the backward SSP, starts with sensor placed
at all DOFs of the structure and successively removes one sensor at the time, based on the same
principle as before. Yi et al. (2011b) recommend a combination of both methods to determine the
required number of sensors.

Finally, the sensor locations are optimised by using a generalised GA as described before by
Yi et al. (2011a). The results obtained by SSP are suboptimal because they were derived in an
iterative manner. It is therefore possible that a local optimum was reached. The generalised GA
tends to get to a global optimum effectively. The authors recommended running the generalised
GA algorithm multiple times and storing the solution of each run into an optimal set of solutions.

Zhou et al. (2004) use the FIM to give an estimate of damage coefficients. They define the
FIM as a summation of the contribution of each DOF or sensor location to the mode shapes of the
structure. The FIM Ay was defined as follows:

Ay = F(K)"F(K), (5.7)

where F' is the matrix of sensitivity coefficients of selected modes to a damage vector dependent
on the element stiffness matrix K of the structure. Maximising the FIM will lead to the best
estimate of damage coefficients. A matrix F was used to place sensors, where the diagonal elements
of the matrix are the contribution from each DOF to the FIM:

B = F(K)[AF(K)" (5.8)

Based on Equation 5.7 and Equation 5.8, the fitness function was defined in the following way:

L L
frim = Z Z Z F(K).F(K)j, (5.9)

i=1 j=1sEm

where 7 and j represent the mode number and s € m specifies that s is confined to all locations
where sensors are placed. By maximising this fitness function fpry, a best estimate of damage
coefficients is found. This optimisation is done using an improved GA.

Worden and Burrows (2001) describe multiple methods for fault detection in a cantilever plate.
Combinations of measures of fitness were used to rank sensor distributions. The first measure of
fitness was the mean square error (MSE), where desired network responses y; were compared with
those estimated by the network ¢;:

N

MSE(9) = oy > (0i(7) — 5:0)), (510)

where i represents the ith output neuron and j stands for the number of training sets running up
to Np. The variance of the output y; is denoted by o7. The fitness of a solution was judged on a
mixed measure of fitness. The average MSE and the maximum MSE were obtained; the number of
misclassifications was also recorded. In a variant, the probability of failure instead of the number
of failures was used.
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Three sensor placements methods were applied: iterative insertion/deletion, GA and simulated
annealing (SA). The iterative insertion/deletion method used an initial population of all sensor
locations or no sensor locations at all. It then inserted or deleted one sensor location at a time
and judged all possibilities according to the mixed measure of fitness. The fittest solution was
singled-out and the process repeated itself until an optimum was found for each number of sensors.

The second sensor placement method used was GA, where the inverse of the probability of
misclassification is used as fitness measure. A penalty function was added to suppress solutions
with the wrong amount of sensors. Although the GA outperforms the methods described above,
GA was in this case only available for a limited range of sensors.

The last sensor placement method described was SA. This method aims to avoid local optimal
sensor placements and wants to arrive at the global optimum. To escape from a local optimum,
the algorithm is therefore allowed to provide less optimal solutions. From here on, the solution
can once again be optimised. This means that large fluctuations appear in the beginning, but the
solution becomes more stable as the algorithm propagates. This method outperformed all other
methods discussed by Worden and Burrows (2001).

Cobb and Liebst (1997) describe a method for prioritising sensor locations for the purpose of
determining damaged structural elements from measured modal data. They look into eigenstruc-
ture sensitivity to structural stiffness changes in elements of a finite element model. They base
both sensor placement and damage localisation on detectability, the amount of change in modal
parameters and colinearity, the direction of change. Detectability looks into DOFs, or candidate
sensor locations, that are influenced by damage changes. If the detectability is under a certain
threshold, the respective DOF can not contribute anything to both sensor placement or damage
localisation. Detectability is defined as follows:

Dy, =3 " |[Véilul, (5.11)

k=11i=1

where V¢, represents the partial eigenvector sensitivity based on the eigenvector for the ith mode
and changes in eigenvalue due to changes in the kth structural element. There are r measured
modes, [ degrees of freedom and p number of elements of the structure.

Colinearity looks into the distinction between eigenvectors of DOFs. If a certain threshold is
not passed for DOFs, that means that eigenvectors for these DOFS are colinear and are indistin-
guishable from one another to changes in structural elements. They can not contribute to sensor
location prioritisation or damage localisation. Colinearity of the eigenvector sensitivity between
DOF [ and DOF m was defined as follows:

St = F S (V6 Vel

i=1

(5.12)

lm

Detectability and colinearity can both be defined as functions of eigenvectors ¢; as well as
eigenvalues A;. Cobb and Liebst (1997) found that increasing the number of measured modes is
more beneficial than increasing the number of sensors.

Kashangaki (1995) focuses on eigenvalue and eigenvector sensitivites as well. While most
researchers discussed above assume that the mass matrix of a structure remains unchanged when
a structure gets damaged, Kashangaki (1995) considers both changes to the stiffness matrix and
the mass matrix of the structure. He introduced the Modal Sensitivity Parameter (MSP) which
measures contribution of each location to modes and frequencies of interest. The MSP was defined
as follows:

S n

MSP;; = %Ajzz

r=11=1

04; 951
9E, OE,

) (5.13)
T

which is the dot product of average eigenvalue sensitivity dependent on the eigenvalues A; and
the stiffness changes formulated as reductions in the Young’s modulus 0F; and the norm of the
average eigenvector sensitivity dependent on the mode shape vector ¢;; and the stiffness changes
OF;. In Equation 5.13, j represents the mode number whereas ¢ stands for the element number as
the loss of stiffness progresses from case = 1 to case r = s. The number of a DOF is depicted by
[ with a maximum of n DOF.
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The placement of sensors focuses on those structural members that contribute most to the
measurable modes; these are the members for which the eigen-pairs are affected significantly by
damage. The MSP is used to identify these eigen-pairs. It was recommended to look into efficient
means of computing the MSP as it computationally expensive.

Sun and Biiyiikoztiirk (2015) propose a method, called the discrete artificial bee colony (DABC)
algorithm, for OSP in structural health monitoring. They use two objective functions based on the
MAC (Equation 5.3). The first objective function is the largest off-diagonal element of the MAC
matrix as defined in Equation 5.5. The second objective function was defined as the sum of the
off-diagonal element least squares:

p
fymacs = Z [MAC;;]°, i+ . (5.14)

i=1,j=1

An optimal sensor configuration for each objective function is obtained when the minimum of
a objective function is found. This optimum is searched for with the help of the DABC algorithm,
that was formulated as follows:

Oki = Opi + [2(rand — 0.5) - (O; — ©;) +rand - (82 — O1,)], (5.15)

where 1 =1,2,...,n; k=1,2,...,Np; © = [/191,'192...19NP]T is the parameter population and O is
the updated population. Here, n represents the number of sensors for the OSP, N, stands for the
DABC population size and ¥ = {61, 6a,...,0,} denotes the sensor locations. In Equation 5.15, j
is a randomly selected integer in [1 Np] and j # k; 'rand’ creates a random number in the range
[0, 1] and |-] rounds the answer to the nearest integer. The superscript b denotes the current best
solution in the population. Basically, the DABC algorithm generates random candidate solutions
by performing perturbations based on the original solution and its neighbourhood, but it uses the
best existing solution as a guide to create better candidate solutions. The purpose is to converge to
a number of positions where sensors are recommended to be located. Sun and Biiyiikéztiirk (2015)
conclude that the use of fyacs as objective function gives a faster and more robust convergence
than the use of fmace-

Papadimitriou et al. (1998) describe an OSP method that most improves the quality in the
estimation of model parameters, taking into account modelling and measuring errors. The model
parameters can be used for damage detection and localisation. The objective function for this
method is the information entropy of the uncertainty of the model parameters. The uncertainty is
calculated using a Bayesian statistical methodology, while a GA is used to solve the minimisation
problem of the information entropy over all candidate sensor configurations. The objective function
is described as follows:

H— H,
N, |’

where H — Hy is the change of the information entropy corresponding to uncertainty changes
in the values of the parameters for § and dy, which are a candidate sensor configuration vector and
a reference configuration vector, respectively. The parameter N, represents the number of model
parameters involved. H — Hy was defined as:

by — L detlQG.a0)]
2 det[Q(d, ap)]

where @ is dependent on either § or §y and on the chosen model and its response at particular
DOFs represented by a. When the parameter-uncertainty ratio s/sg in Equation 5.16 reduces (or
increases), this corresponds to a reduction (or increase) of the entropy. Two sensor configurations
with the same entropy information yield a ratio s/syp = 1. This methodology can be used to
evaluate the benefits of adding more sensors against the benefits of exciting and measuring more
modes using an existing number of sensors. It can therefore guide the design of a sensor system so
that the best, cost-effective quality in the model parameter estimation can be obtained.

Xu and Wu (2012) propose a method for damage detection in space truss structures based
on strain data, called the environmental excitation incomplete strain mode method. The first
step is identification of strain mode parameters. These parameters are determined based on a
cross-correlation function of strain responses under ambient excitation.

- exp [ (5.16)
S0

(5.17)
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Secondly, optimisation of sensor locations is done based on the FIM. Here, the FIM is defined
as follows:
Py =P/ P, (5.18)

where P, is the first-order perturbation matrix for the rth strain mode expressed as:

n

Pa= Y UK, (519)
s=1,s#r o

where 7 is the number of members, 1), and s represent the rth and sth strain mode respectively,

A and A4 stand for, respectively, the rth and the sth eigenvalues of the axial member stiffness

matrix K .. The superscript 1 represents a small change of K. when the structure is damaged.

Sensors on members that contribute the most to the trace values of Py are the best sensor locations,

while sensors on members with less of a contribution should be discarded. This way, an optimised

sensor distribution can be obtained.

Then, damage localisation is done based on the MAC. In this case, the MAC for the jth member

was defined as follows: _

(A’%T - P 1]1)2

MAC., = g .
T (AT Ay - (P P

, (5.20)

where Aty is the change of the first strain mode when the structure is damaged and Plj1 is a
column in P, of the first strain mode. Members with large MAC values were defined as damaged
members.

Lastly, damage quantification was performed based on the perturbation matrix, where a damage
quantification index o was calculated using the following equation:

Pria = Ay, (5.21)

where P11 is the first-order perturbation matrix of the first strain mode. The damage quantification
index « can be determined by the least-squares method. Xu and Wu (2012) concluded that damage
localisation was improved by adding more sensors but this only slightly improved the accuracy of
damage quantification.

Hemez and Farhat (1994) propose an OSP method for damage detection based on strain energy
distribution in a structure. The FIM is modified such that the strain energy F; is obtained as
follows:

By = [¢]1), (5.22)

where:
¥, =C"o,, (5.23)

where C7 is the decomposed stiffness matrix and ®; are the modes of the structure. The fractional
contributions of the sensor locations to the strain energy are assembled into the EMRO vector of
size Ny as follows:
112
[EMROJ, = Y [\IllUZ_E] : (5.24)
T

r=1...m ’

where U and ¥ denote the eigenvectors and the eigenvalues of FE1, respectively. The index k
varies in the range [1 ; Ni| and r = 1...m. Sensor locations that contribute the least to the
vector EMRO are eliminated until eliminating an additional sensor creates a rank deficiency. An
optimised sensor distribution is reached.

The energy-based OSP method places sensors near the critical load paths of a structure. This
way, structural damage becomes more observable. Damage was localised by assessing changes in
identified stiffness matrices due to sensor placement according to the EMRO method. Hemez and
Farhat (1994) concluded that damage detection is highly sensitive to small variations in placement
and orientation of sensors.

Shi et al. (2000) present an OSP method for damage detection in a structure based on the
eigenvector sensitivity method. A subset of all possible DOFs was instrumented and incomplete
modes obtained from these measurements were used to localise and quantify structural damage.
The FIM, as defined in Equation 5.7, was used once again to determine an optimised sensor
distribution. The diagonal terms of the matrix E as defined in Equation 5.8 represent the fractional
contribution of each DOF to the rank of E. The DOFs that contribute the least are removed from
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the candidate sensor set, so that an optimised sensor distribution remains. Then the measured
mode shapes based on the sensor distribution described above were used for damage localisation.
Mode shapes were used because they are more sensitive to local structural damage than modal
frequencies. A correlation similar to the MAC, called the Multiple Damage Location Assurance
Criterion (MDLAC) was used for damage localisation:

{60} - {A®({o AL}

({oe}” - {6@}) - ({AP({0Ac D} - {AP({6A})})
where {6®} is the measured mode shape change vector before and after damage, and {A®} is
the analytical mode shape change vector based on simulated damage {0Ay} at location & in the
FE-model. If element & is indeed a damaged element, the correlation between {§®} and {A®} will
be close to unity. When the MDLAC value is 1, the corresponding damage vector {J Ay} provides
the damage location.

After the damage locations have been preliminary identified, damage quantification is performed
by using modal frequencies. These frequencies are less contaminated by measurement noise than
mode shapes. The quantification equation was defined as follows:

Af=58; 64, (5.26)

MDLAC({0Ax}) = (5.25)

where A f is the frequency change vector and Sr is the sensitivity matrix of frequency with respect

to each damaged element. A single element in Sy was expressed as:
ofi 1 T K ;®;
861,]‘_8']%'71'2 (I)?M<D17

(5.27)

oFf;

where a—ﬁ is the sensitivity of the ith frequency to damage in the jth element. K; represents the
aj

stiffness matrix of element j and M represents the mass matrix of the structure. Shi et al. (2000)

concluded that the MDLAC method is an attractive method because it can work with incomplete

modal data.

5.2 Conclusion

The first obvious conclusion is that most articles described above focus mainly on optimal sensor
placement (OSP) and not necessarily on damage localisation and damage quantification. All
researches use some kind of objective function as an indication of the sensor distribution quality.
In most cases, this objective function was either based on the modal assurance criterion (MAC),
or the Fisher information matrix (FIM). When using the MAC, the off-diagonal elements of the
matrix serve as an indication of the fitness of the sensor distribution. In case of the FIM, either
the determinant of the FIM was maximised or the maximum fractional contributions of sensor
locations to the diagonal of a matrix based on the FIM were determined to provide an optimised
sensor distribution. An OSP method based on the FIM was chosen to be used in this research.

Multiple optimisation methods were used to evaluate the fitness of different sensor distributions,
of which genetic algorithms (GA) were the clear favourite. A GA is able to find a global optimum,
while a sensor insertion strategy, for example, can sometimes remain stuck at a local optimum.

Some researchers also looked into damage localisation and damage quantification, of which Shi
et al. (2000) and Xu and Wu (2012) provided the most elegant solutions. Although Shi et al.
(2000) focus on displacement modes and Xu and Wu (2012) focus on strain modes, their methods
are quite similar. For damage localisation, both articles provide a correlation between analytical
modes and measured or tested modes. See also Equation 5.20 and Equation 5.25. For damage
quantification, a damage vector was determined based on changes in either strain modes or modal
frequencies. Either a perturbation matrix (Equation 5.21) or a sensitivity matrix (Equation 5.26)
aided to quantify structural damage.

Both the MAC parameter (Equation 5.20) and the MDLAC parameter (Equation 5.25) are
statistical measures to distinguish patterns for potential damage sites. However, higher-frequency
mode shapes can change significantly when an element is damaged (Messina et al., 1998). This
can make it difficult to match modal pairs from undamaged to damaged states. An important
advantage of the MDLAC method is that only 10 to 15 modes are necessary for reliable damage
localisation (Messina et al., 1996). Because of the modest number of modes required, the MDLAC
method was chosen over the MAC method for implementation in this research.
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6 Vibration characteristics
theory

In the following chapters, the methods for sensor placement optimisation, damage localisation and
damage quantification will be explained. After that, these methods will be applied to two numerical
analyses using a truss structure and a simplified model of the stinger.

In this chapter, the theory behind damage detection based on vibration characteristics of struc-
tures will be explained. This will form the basis of the methods for sensor placement optimisation,
damage localisation and damage quantification. This chapter will show the derivation of the sen-
sitivity of modal properties to damage in a structure. Modal properties are mode shapes, natural
frequencies and corresponding cigenvalues of a structure. Based on these sensitivity parameters,
sensor placement optimisation, damage localisation and damage quantification can be performed
as will be shown in the next chapters. The theory in this chapter is based on the work of Shi et al.
(2000) and Chen et al. (2015). Most equations in this chapter originate from their work.

As explained in Chapter 5, structural damage is defined as reductions of the stiffness properties
of a structure with no changes in the mass properties. The proposed method is applicable to
lightly damped structures, where the stiffness changes do not significantly affect the damping
properties of the structure. A stinger can be considered as a lightly damped structure under
certain circumstances. When the stinger is in the up position, thus out of the water, it may be
regarded as a lightly damped structure. However, when the stinger is submerged, this assumption
is no longer valid.

Reductions in stiffness tend to decrease natural frequencies and to modify vibration modes of a
structure. In this chapter, the sensitivity of mode shape changes to damage will first be explained.
Secondly, the sensitivity of frequency changes to damage will be discussed. Lastly, the relationship
between the global stiffness matrix and individual memberal stiffness matrices will be described.

6.1 Sensitivity of mode shape changes to damage

Different mode shapes of the same structure react differently to damage in certain members of the
structure. For damage in one member, the displacements of the structure in one of its natural
frequencies might change more violently compared to the displacements in another one of its
natural frequencies. Also, the displacements of one node of the structure might be more affected
by a damaged member than the displacements of other nodes.

Therefore, in this section, the sensitivity of different mode shapes of a structure to damage in
each member will be derived. Based on the modal properties (mode shapes, natural frequencies and
eigenvalues), the stiffness matrix and the mass matrix of a structure, the mode shape sensitivity
matrix will be derived. Using the mode shape sensitivity matrix, analytical mode shape changes
can be derived. The mode shape sensitivity matrix and the analytical mode shape changes will be
used as the basis for damage localisation, as will be explained in Chapter 8.

The starting point of the derivation of the mode shape sensitivity matrix is the equilibrium
equation for structural vibration for lightly damped structures with n degrees of freedom (DOFs):

(K = AiM)¢,; =0, (6.1)

where K and M are the stiffness and the mass matrix of the structure. Both K and M are
symmetric matrices having a dimension of n by n. The scalar value \; and the vector ¢, are the
ith eigenvalue and eigenvector, respectively. The length of ¢, is n. For a small perturbation in
stiffness, Equation 6.1 becomes

[(K+AK)— (A +AXN)M](¢p; + Agp;) =0, (6.2)

where AK, A); and A¢, are small changes due to damage in the stiffness matrix, the ith eigenvalue
and the ith eigenvector, respectively. As stated in the definition of damage, no loss of mass is
assumed in case of damage. Therefore, no AM appears in this equation. When higher-order
terms are neglected, Equation 6.2 can be transformed into

(K — \M)Ag; = A\Mo, — AK,. (6.3)

22



CHAPTER 6. VIBRATION CHARACTERISTICS THEORY

According to Fox and Kapoor (1988), A¢, can be expressed as a linear combination of mode shapes
of the original system in the following way:

b, =Y dixy, (6.4)
k=1

in which d;, is a scalar factor and n represents the total number of modes of the n-DOF system.
By substituting Equation 6.4 into Equation 6.3 and by multiplying both sides of Equation 6.3 with
T (r # 1), this becomes

> did! (K = \iM)dy, = Aig M¢; — ¢/ AK ;. (6.5)

k=1

Using orthogonality, Equation 6.5 may be simplified as follows:

¢, AK ¢,

dip = — .
)\'r_/\i

(6.6)
In case of r =i, A¢; + A¢p; is normalised in the unit-mass mode shape as follows:

(¢, + Ap,) " M(¢p, + Agp,) = 1. (6.7)

When Equation 6.4 is substituted into Equation 6.7 and by using the orthogonal relationship, it
can be concluded that d,.,. = 0 when higher-order terms are neglected. Equation 6.4 can therefore

be written as .
—¢, AK¢;
}j e (68)
r;ﬁz

It is assumed that the reduction of structural stiffness due to damage may be expressed as the sum-
mation of the stiffness matrix of each member of the structure multiplied by a damage coefficient.
Using this assumption, AK can be expressed as follows:

L
AK = Z@kKk (=1 <oy, <0), (6.9)
k=1

where K}, and oy are the stiffness matrix and the corresponding damage coefficient for member
k, respectively, and L represents the number of members in the structure. By substituting Equa-
tion 6.9 in Equation 6.8, the change of the ith mode shape due to damage can be written as
follows:

n T
Z% OBy p(K)0A

Ar— A
r;éz
6.10)
—HI K\, —H Ko, K9, (
Z_: N O Z o P Z non
r;éz r;éz r;éz
5A={041 (6] OéL}T.

In Equation 6.10, F'(K); represents the vector of sensitivity coefficients of the ith mode shape to
damage in member k represented by damage coefficient vector A, where kK = 1,2,..., L. The
vector JA is constructed from damage coefficients ay representing damage in member k. The
vector A¢, is called the analytical mode shape change vector. When m modes are considered,
A¢ becomes the analytical mode shape change matrix and F(K) would become the mode shape
sensitivity matrix for the used modes. This can be formulated as follows:

Ap = F(K)JA, (6.11)
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where
A¢y F(K);
A F(K
Ag = fﬁz . F(K) = (: )2 (6.12)
A, F(K),,

6.2 Sensitivity of natural frequency changes to damage

Similarly to the mode shapes of a structure, different natural frequencies of a structure react
differently to damage in members of the structure. Therefore, in this section, the sensitivity of
different natural frequencies to damage in each member will be derived. The modal properties will
be used to calculate the analytical frequency change matrix, which is used to derive the analytical
natural frequency changes. The frequency change matrix and the analytical frequency changes
form the basis for damage quantification. This is explained in Chapter 9.

To calculate the sensitivity of frequency changes to damage, Equation 6.5 provides the starting
point. For clarity, this equation is repeated here:

Z dir) (K — \iM)gy, = AN M, — ¢ AK . (6.13)
k=1

From Equation 6.1, it can be stated that (K — A\;M)¢, = 0. Therefore, Equation 6.13 can be
simplified as follows:

T
Ax = 2OKO (6.14)

¢ Mo,

The relation between eigenvalue \; and natural frequency f; is as follows:

N\ = 4n? f2. (6.15)

Using this relation, Equation 6.14 can be rewritten as follows:
1 ¢ AK,
8m2fi o Mo,

By applying Equation 6.9, the change of the ith natural frequency to damage can be expressed
similarly to Equation 6.10:

Afi =

(6.16)

Z ¢i Kid: = G(K);6A

fi= 87T2fz T Mo,

GK) — L (1Ko, 6 Ka0, ¢! K10, (6.17)
Cosnlf; \¢i M, i Mo, T ¢ M,

5A = {0{1 a9 e ()AL}T,

in which G(K); is the vector of sensitivity coefficients of the ith natural frequency to damage in
member k represented by the damage coefficient vector § A. The vector Af; is called the analytical
frequency change vector. Once again, if m modes are used, Af becomes the analytical frequency
change matrix and G(K) would become the frequency sensitivity matrix. This is formulated alike
Equation 6.11:

Af =G(K)/A, (6.18)
where
Afy G(K):
Afy G(K),
Af = : , G(K)= : (6.19)
A:fm G(K)m
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6.3 Member stiffness matrices

In Equation 6.9, the relation between the reduction of structural stiffness and the stiffness matrices
of individual members was described as a summation of each member stiffness matrix multiplied
with a damage coefficient for that member. This is not as straightforward as it looks, as will be
explained in this section. This section explains the relation between the global stiffness matrix,
the member stiffness matrix and the member stiffness matrix placed in the global matrix.

The relation between the global damaged stiffness matrix and the member stiffness matrices
can be formulated as (Contursi et al., 1998):

~

L

K = Z Bl o, KBy, = Z K¢, (6.20)
k=1 k=1

where the Boolean assembly matrices By position the relevant values for each member of the
structure within the global matrix as follows:

K¢ -~ BIK . B;. (6.21)

In this equation, K f represents the member stiffness matrix placed in the global matrix cor-
responding with its location in the global stiffness matrix. The explanation above is visualised
in Figure 6.1. The left side of the figure shows the way individual member stiffness matrices are
placed in the global stiffness matrix. The right side of the figure shows the member stiffness matrix
of member 1 placed in the global matrix. The grey squares represent the member stiffness matrices
and the rest of both matrix K and K¢ are filled with zeros. It should be noted that K and K¢
are of similar size.

K, _ K,

Figure 6.1: Schematic placement of member stiffness matrices in the global stiffness matrix of a
6-member structure (left) and the member stiffness matrix of member 1 placed in the global matrix
(right). Each square represents an individual member stiffness matrix while the rest of both the
matrix K and the matrix K¢ is filled with zeros.

For Equation 6.10 and Equation 6.17, the member stiffness matrix placed in the global matrix
K¢ is used. For the rest of this research, the superscript G will be left out.
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7 Sensor placement optimisation

Now that the theory behind the sensitivity of mode shapes and natural frequencies to damage
in different members is known, the subject of sensor placement optimisation is introduced in this
chapter. The ideal situation to capture the behaviour of a structure would be to place a sensor
on each DOF of the structure with n-DOFs. This way, the displacements of each DOF can be
determined, giving an optimal image of the mode shapes of the structures. In practice, the DOFs
of a structure can run into thousands, making this not a feasible option. The aim of this chapter is
to find a method to place N, sensors within the n candidate locations to collect as much information
as possible to estimate the damage coefficients.

The solution used in this research is to optimise the number of sensors based on the Fisher
Information Matrix (FIM). This theory is based on the work by Chen et al. (2015) and Shi et al.
(2000). See also Chapter 5. Most equations used in this chapter are based on their work. The
FIM is a summation of the contribution of each DOF to the mode shapes of the structure and is
defined as follows:

Q= F(K)" - F(K), (7.1)

where F(K) is the mode shape sensitivity matrix as defined in Chapter 6. By maximising Q with
an efficient unbiased estimator, the best estimate of damage coefficient vector 6 A can be obtained.
This can be shown by rewriting Equation 6.10 on page 23:

6A = [F(K)] - F(K))|” F(K)] Ag,, (7.2)

3

where the part between the square brackets corresponds with @ as defined in Equation 7.1. All
DOFs have a different contribution to the FIM. When the contribution of a DOF is small, this
DOF should be discarded as a possible sensor location. On the other hand, DOFs with a large con-
tribution should be kept as candidate sensor locations. This way, an optimised sensor distribution
can be obtained.

The amount of information that each DOF contributes to the FIM was defined as the rank of
the matrix E as defined by Kammer (1991). The diagonal of E represents the contribution of each
DOF. The matrix E was defined as follows:

E=F(K)[F(K)" - F(K)|" F(K)". (7.3)

According to this equation, the columns of F'(K) must be linearly independent, otherwise F/(K )T
F(K) can not be inverted. It can be shown that this is not the case by substituting Equation 6.9
into Equation 6.10 on page 23:

n T T T
F(K), = Z(‘ Kby 4= TK2¢Z'¢T+...+—_¢TKL¢Z¢T),

—1 )\r - /\z )\r - )\z )\r - )\z
r#i
6 Kad quKLd)Z
_ . 7.4
I R 2
r#£i r;éz

Using orthogonality, this equation can be rewritten as follows:

" 'K K
P03 | S e e |
ot oy
& 'K K
Z f\s:_§¢l¢ ) Z q;_iqb . (7.5)
r;i r;ﬁz

Equation 7.4 and Equation 7.5 show that the columns in F(K) are linearly dependent and
therefore, Equation 7.3 does not hold for this situation. As an alternative, Chen et al. (2015)
proposed to take the 2-norm of @ as a way to measure the contribution of DOFs to the FIM. This
2-norm corresponds to the largest eigenvalue of the matrix . The 2-norm is defined as follows:

1QIlz = [|F(K)" - F(K)|l2 = Amax(@Q)- (7.6)
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CHAPTER 7. SENSOR PLACEMENT OPTIMISATION

Using the 2-norm of @, a sequential sensor placement method can be defined. The starting point
of this method is that all n DOFs of the structure are candidate sensor locations. Then the
DOF resulting in the smallest reduction of the 2-norm of @ is removed from the candidate sensor
locations. The configuration with the smallest reduction is then taken as the new candidate sensor
distribution. After this, another DOF resulting in then the smallest reduction of the 2-norm is
removed from the new candidate sensor distribution. This process is repeated until a predefined
number N, of candidate sensor locations is reached. These remaining DOFs are the optimum
sensor locations. Placing a sensor on these locations will give the most information for damage
localisation. This sequential sensor placement is shown in the flow chart in Figure 7.1.

[ Start: N, = n candidate sensor locations ]

True False
While: A, > N,

- ~ 3
> For: F=1:n [ End: distribution with Np]
L ) sensors

Remove sensor r

Evaluate ||Q||.

' N
Select best distribution 4{ N.=N,-1 ]

Figure 7.1: Flow chart showing the algorithm for sensor placement optimisation for a n-DOF
structure with a predefined desired number of NV, sensors.

The sensor placement algorithm as shown in Figure 7.1 is an example of a backward sequential
sensor placement method. On the other hand, a forward sequential sensor placement method
could also be applied. This method works by first selecting the DOF contributing most to the
mode shapes of the structure. This corresponds to the DOF for which the 2-norm of @ is largest.
By fixing this location as a sensor location, the second sensor location can be determined as the
DOF that, together with the already fixed sensor location, increases the 2-norm of @ the most.
This process repeats itself until a predefined number of sensor locations is obtained.

The contribution of DOFs to the mode shapes of the structure is dependent on the structure
and on the chosen modes. A different selection of modes will yield a different contribution of each
DOF to the mode shapes of the structure. Therefore, forward and backward sequential sensor
placement would result in the same, optimised sensor distribution, given the same predefined
number of sensors.
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8 Damage localisation

In this chapter, damage localisation based on the optimised sensor distribution as discussed in the
previous chapter will be explained. Based on the changes in mode shapes of a structure, a method
will be proposed to localise damage in individual members of a structure. This will be done by
correlating measured mode shape changes with analytical mode shape changes as explained in
Chapter 6. The Multiple Damage Localisation Assurance Criterion (MDLAC) parameter will be
used to reach this goal. See also Chapter 5.

In this and subsequent chapters, an important distinction between measured modal properties
and analytical modal properties (i.e. mode shape changes or natural frequency changes) will be
made. Measured modal properties are in principle obtained from real-life sensors. Analytical modal
properties are calculated based on a numerical model and the theory as explained in Chapter 6.

Messina et al. (1998) first proposed the sensitivity- and statistical-based MDLAC method to
localise structural damage. They used natural frequency changes to localise and subsequently
quantify damage in a structure. In this research, changes in mode shapes will be used to localise
damage, while natural frequency changes will be applied to quantify damage. Mode shape measure-
ments are more distributed over the structure and are therefore more sensitive to local structural
damage (Shi et al., 2000; Chen et al., 2015).

The partial mode shapes as obtained by the optimised sensor distribution as described in the
previous chapter, will be directly correlated with their analytical counterparts at the same measured
DOFs. This way, damage localisation can be performed by calculating the MDLAC parameter.
The MDLAC parameter was defined as follows:

067 - Ap(5A,)?
(00" - 3¢) - (AB(3A,)" - Ap(04,))]

in which d¢ is the measured mode shape change vector before and after the occurrence of damage
in the structure. This vector has a length of the product of the number of measured modes and
the number of sensors. The vector A¢(dA,) is the analytical mode shape change vector as part of
the analytical mode shape change matrix A¢ as derived in Equation 6.10 on page 23. This vector
represents the mode shape changes at the same DOFs as the measured mode shape change vector
0¢. It is dependent on the damage coeflicient vector § A,, where p represents the number of the
analytical damage case.

There are three ways the calculate the MDLAC parameter: the first method considers all
possible damages cases d A, with all possible amounts of damage. This method is called the
complete method and is explained in Section 8.1. The second method, the intermediate method,
assumes that an member is either damaged or undamaged and thus greatly reduces the amount
of possible damage cases. This method is explained in Section 8.2. The last method, called the
simplified method, assumes one member to be damaged at a time. This method will be explained
in Section 8.3. Finally, a separate method based on the MDLAC values per mode is explained in
Section 8.4.

MDLAC(3A,) = (8.1)

8.1 The complete method

The method to calculate all possible analytical damage cases is illustrated using a simple example.
In Figure 8.1, a one-dimensional system with three masses and three springs is shown. Each of the
springs is considered as a possibly damaged member. It is assumed that the damage coefficient oy
spans from -1 (100% damaged) until 0 (no damage) with steps of 0.1 in between, where k represents
the member number.
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AL ] m A

Figure 8.1: A one-dimensional 3-mass 3-spring system

Because the system has three possibly damaged members and eleven possible damage amounts
per damaged member, 112 = 1331 possible damage cases exist. These damage cases are shown in
Table 8.1.

Table 8.1: Possible damage cases for the complete method. The factor ay, spans from -1 to 0 with
steps of 0.1 in between for each member separately. For the 3-mass, 3-spring system, this results
in 1331 possible damage cases.

0A,
Member 1 | g
Member 2 | a2
Member 3 | ags

By calculating the analytical mode shape change vector A¢(dA,) according to each damage
case as shown in Table 8.1, the MDLAC value for the measured mode shape change vector j¢ and
A@p(dA,) can be determined using Equation 8.1. The MDLAC value acts as a damage indicator
for each damage case 0 A,,. If the pth damage case is a true damage case, the MDLAC value will be
close to unity. This means that the two vectors A¢ and d¢ are approximately similar. When the
MDLAC value is small, this means that the two vector are less correlated. This way, the damaged
member(s) can be preliminary localised. This can be expressed mathematically as:

d Atrue = max[MDLAC(5A)]. (8.2)

The advantage of the complete method is that accurate correlation values may be expected for both
single damage cases and multiple damage cases. However, as the number of members of a structure
increases, the number of possible damage cases grows exponentially. For the simple example of the
3-mass, 3-spring system in Figure 8.1, already 1331 possible damage cases exist. For a structure
with 7 members, the number of possible damage cases is already 117, which corresponds with
around 20 million possible damage cases. This method is extremely computationally expensive
and will therefore not be further investigated.

8.2 The intermediate method

A simplification of the complete method is assuming a binary difference between damaged and
undamaged members, where all possibly damaged members are once again taken into account. For
the 3-mass, 3-spring system in Figure 8.1, eight possible damage cases § A exist. They are shown
in Table 8.2.

Table 8.2: Possible damage cases for the complete method. A damaged member is indicated by a
1.

0A; | 0Ay | A3 | 0A4 | 0A5 | 0Ag 0A; | 0Ag
Member 1 0 1 0 0 1 1 0 1
Member 2 0 0 1 0 1 0 1 1
Member 3 0 0 0 1 0 1 1 1

Once again, the MDLAC values for the correlation between the measured mode shape change
vector d¢ and the analytical mode shape change vector A¢ are calculated, where A¢ is dependent
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on damage case 0 A, as shown in Table 8.2. The damage case for which the correlation value is
closest to unity will be the true damage case.

The advantage of the intermediate method relative to the complete method is that this method
has a more limited amount of possible damage cases and is therefore computationally less expensive,
while it may still be expected to accurately localise damaged members for both single-damage and
multiple-damage cases. As can be seen in Table 8.2, eight possible damage cases exist for the 3-
mass, 3-spring system. However, there are already 128 possible damage cases for a structure with
seven members and already 2'° = 32768 possible damage cases for a 15-member structure. Also
for the intermediate method, an exponential relationship exists between the number of members
and the number of possible damage cases. Therefore, as a lot of CPU time is needed, this is once
again not a feasible method for larger and more complex structures.

8.3 The simplified method

The last method to calculate the MDLAC values and the largest simplification assumes one member
to be damaged at a time for all the members. The assumption here is that the MDLAC value
for a group of damaged members can be represented by a group of MDLAC values for individual
damaged members. This would result in only three possible damage cases for the example in
Figure 8.1, as shown in Table 8.3. Knowing this, it can be concluded that A¢(dA,) corresponds
with the columns of F'(K) in Equation 6.10 on page 23. Therefore, Equation 8.1 can be rewritten
as follows:
0p" - F(K);|?

(69" - 3¢) - (F(K)L - F(K)y)

where k represents the damaged analytical member. This way, the measured mode shape change
vector d¢p would be correlated with the kth column of F(K). It yields here that when the kth
member is the true damaged site, the value of MDLAC is close to unity. In contrast, MDLAC
will be small for other members. This way, the damaged member(s) can once again be preliminary
estimated.

The advantage of this method is that the number of possible damage cases is limited and therefore
this method is also applicable to larger structures. However, the accuracy of the method decreases
due to the assumption for individual damaged members.

MDLAC), =

: (8.3)

Table 8.3: Possible damage cases for the simplified method. A damaged member is indicated by a
71’

0A1 | 0As | 0A3
Member 1 1 0 0
Member 2 0 1 0
Member 3 0 0 1

8.4 Correlation values per mode

Up until this point, the MDLAC values are calculated with d¢ and A¢ both having a length
of the product of the number of measured modes and the number of sensors. This is shown
in Equation 8.4, which is a recurrence of Equation 6.11 and Equation 6.12 on page 24. In this
equation, F(K); represents the sensitivity of mode i to damage in each of the possible members,
where 7 spans from 1 until the number of measured modes m. Not all modes are equally sensitive
to damage in a certain member. Therefore, it is theoretically possible that the MDLAC value for
member k is far below one, even though member k is indeed a damaged member. The reason for
this is that one or more modes in A¢ are relatively insensitive to damage in that specific member
and therefore incapacitate the damage localisation method.

A¢ = F(K)JA,
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A¢,y F(K)
A = Afﬁz . F(K)= F({{)z (8.4)
A, F(K),,

A solution that is proposed here is to determine the MDLAC value per mode. In this manner, the
modes that are insensitive to damage at that specific member can be separated from the modes
that are sufficiently sensitive. This way, the MDLAC method can still be used to localise damage.
Equation 8.1 is rewritten as

T
MDLAC(3A,); = 00 - A (04" (8.5)

(0] - 0¢p,) - (A, (0AL)T - Ap,(5A,))’

where i represents the mode number. The length of both 6¢iT and Ag; is in this case the number
of sensors. The average of the MDLAC values over all modes is taken as the final MDLAC value. A
disadvantage of this solution is that it gives more noise since the sensitivity of modes to undamaged
members contributes more. This method for damage localisation per mode can be applied to the
complete method, the intermediate method and the simplified method as explained above.
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9 Damage quantification

The damage localisation method using the MDLAC parameter as explained in the previous chapter
provides a damage coefficient vector indicating damaged members of the structure. In this chapter,
two methods to quantify the indicated damage in the structure are presented. This way, damage
can not only be localised, an estimation of damage extent can also be provided. The theory in
this chapter is based on the work of Messina et al. (1998). All equations originate from their
work. Damage quantification is performed based on changes in the natural frequencies of the
structure. As mode shapes are more distributed over the structure and are therefore more useful
to localise damage, measured natural frequencies are less contaminated by measurement noise
than mode shapes. Therefore, natural frequency changes are more suitable to quantify damage.
First the way to determine the relative amount of damage between damaged members will be
explained in Section 9.1. After that, Section 9.2 will provide a first-order approximation for damage
quantification and in Section 9.3, a second-order approximation will be explained.

9.1 Relative amount of damage

Before the two damage quantification methods will be explained, the relative amount of damage
between different damaged members must first be determined. From the previous chapter, the
result was a vector with a binary difference for each member between damaged or non-damaged.
However, it is possible that one member is more extensively damaged than another member.
To determine this, the MDLAC parameter will be calculated for measured frequency changes.
Similarly to Equation 8.1, the MDLAC for natural frequency changes was defined as follows:

OfT - AF(5A,)?
(" 8F) - (AFOA)T - AF(6A,))

where ¢ f is the measured natural frequency change vector and A f is the analytical natural fre-
quency change vector. The derivation of Af is shown in Equation 6.18 on page 24. Both vectors
have a length of the number of measured modes. The vector A f is dependent on damage coefficient
vector § A. For each damaged member, the damage range in steps of 0.1 each time is defined as
(=1 < ay <0), where —1 represents 100% damaged and 0 represents no damage at all. The result
in Equation 9.1 would be the damage vector for which the correlation between measured frequency
changes 0 f and analytical frequency changes A f is closest to unity. This damage vector provides
the relative damage between the damaged members as localised with the method from the previous
chapter. A first-order and a second-order approximation can be applied to quantify damage.

MDLAC(5A,) = (9.1)

9.2 First-order approximation for damage quantification

The MDLAC formulation in Equation 9.1 provides a damage vector 0 A giving the relative amount
of damage at each member, but this is not an absolute estimate. The reason is that the linear
assumption embedded in Equation 6.17 means that multiplying the solution vector by a constant
does not influence the correlation value. However, the actual frequency change vector § f is known
and can be used to estimate the absolute damage vector.

If the model of the structure would be an exact match with the real-life structure, the measured
frequency changes ¢ f would be identical to the analytical frequency changes A f. In reality, a model
is always an approximation of reality. To account for the differences between model and reality
due to modelling assumptions, measurement errors and construction faults, a scaling factor C is
introduced, such that

of =C-Af. (9.2)
Based on Equation 6.18 on page 24, this equation can be rewritten as
0f =C-G(K)iA, (9.3)

where 0 A is the damage coefficient vector as determined in Equation 9.1. The scaling factor C
could be obtained from the frequency changes for any on of the measured modes. For mode 7, this

yields:
of;

Ci = G(K)0A’

(9.4)
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where G(K ;) represents the ith row of the frequency sensitivity matrix G(K), corresponding to
the sensitivity of mode ¢ to damage at each member. Due to the effects of errors in the measured
frequencies and the first-order assumption in calculating G(K), a more reliable and accurate value
of C' can be obtained by averaging C for all measured modes. This is expressed mathematically as

1
C=— Z C, (9.5)

where m is the number of measured modes. The scaling factor C' can now be estimated such that
C - 0 A gives the actual percentage damage in the structure.

9.3 Second-order approximation for damage quantification

A second-order approximation for damage quantification is introduced to give a more accurate
estimation of damage in a structure and to compensate for non-linearities between damage and
natural frequency changes. Using a Taylor series, the difference in eigenvalue for the damaged
state \; and the undamaged state A for mode i can be expanded as follows:

T 0%\ 02N T
day ooy r da? T dagday, day
ON; o\; dap 1 dae day
=N = 22 - . 9.6
¢ Oay dar, : * 2 : : (96)
(5OzL 5OzL 02/\1‘ 02)\1_ (50[L
[ dardoy T a2
In simplified form, Equation 9.6 can be written as
A=A +g,0A + %5ATHZ-5A withi=1,...,m, (9.7)

where §A is the damage coefficient vector containing the relative amount of damage obtained in
Section 9.1 and m represents the number of modes. In Equation 9.7 each element of the Hessian
matrix H; for mode ¢ may be written as (Lin and Lim, 1993):

a(lkaaj - 7;1( e T) 'ﬁ(])““ ’ [ﬁ( )zr - B( ')rz]
Tk (9.8)
where 8(k),; = %’

where all elements in Equation 9.8 are evaluated for the undamaged state. In Equation 9.7, the
vector g, represents the ith row of the eigenvalue sensitivity matrix. For mode 7, the vector g, can
be expressed similarly to Equation 6.17 on page 24:

g — |91 O Ko, ¢ K19, (0.9)
"o leiMe, o Mg, i Mo,
To obtain the scaling factor C;, the following quadratic equation for mode ¢ must be solved:
1
(36ATHSA)C? + (9.0 A)C; + (4n>(F — f7)) = 0. (9-10)

Once again, the average value over all modes should be obtained to give a more reliable value.
Then, C - 0 A gives the actual percentage damage in the structure according to the second-order
approximation.
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10 Numerical analysis

In this chapter, the theory about sensor placement optimisation, damage localisation and damage
quantification will be illustrated using two relatively simple structures. The first numerical analy-
sis is damage localisation and damage quantification performed for a two-dimensional 7-bar truss.
The second analysis applies sensor placement optimisation, damage localisation and damage quan-
tification for a simplified two-dimensional model of the stinger. In both examples, the structures
are modelled using ANSYS Mechanical APDL (ANSYS, 2018), with LINK180 elements without
internal nodes. This element is a uni-axial tension-compression element with two DOFs per node.

The frequency changes and mode shape changes are obtained by performing a modal analysis in
ANSYS.

10.1 7-bar truss structure

A two-dimensional 7-bar truss structure is used to illustrate the working principle of the proposed
method. The structure is shown in Figure 10.1, where the material parameters of the structure are
also mentioned as the Young’s modulus F = 210 GPa, density of the material p = 8050 kg/m?,
horizontal and vertical length between nodes L = 1 m and cross-sectional area A = 0.010 m?.

| L=1m |
20 4
@

E = 210 GPa
p = 8050 kg/m3
A =0.010 m2

&

) ®
A 3 e 5.
Figure 10.1: 7-bar truss structure

The 7-bar truss structure is modelled with 5 nodes of which node 1 is constrained in x- and y-
direction and node 5 is constrained only in y-direction. This leaves a 7-DOF structure where nodes
2, 3 and 4 are able to move in both x- and y-direction and node 5 can move in x-direction only.
As this is a 7-DOF structure, the structure has seven natural frequencies and mode shapes. All
frequencies and mode shapes were used for the calculations. Four damage situations are modelled
for the numerical analysis and are shown in Table 10.1. The damage in a member is modelled
in ANSYS as a reduction of the Young’s modulus E of the corresponding member. The ANSYS
commands are shown in Appendix L.

Table 10.1: Damage situations for the 7-bar truss structure

Damage situation | Damaged members | Damage extent
Situation 1 1 30%

Situation 2 3 15%

Situation 3 1,2 30%, 20%
Situation 4 4,5 10%, 10%

A modal analysis was performed in ANSYS before and after the application of damage. For the
undamaged situation, the following properties were obtained from ANSYS: the natural frequencies,
the mode shape vectors, the global mass and global stiffness matrix and the stiffness matrix for
each member individually. These properties were used to calculate the analytical frequency changes
A f and the analytical mode shape changes A¢. The derivation of these analytical modal property
changes can be found in Chapter 6. After the application of damage, the natural frequencies
and the mode shape vectors for the damaged structure were obtained from ANSYS. Using these
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properties and the natural frequencies and mode shape vectors for the undamaged structure, the
measured frequency changes § f and the measured mode shape changes d¢ could be determined.

As this structure has only seven DOFs, the sensor placement optimisation is left behind for now.
The number of members in the structure is also only seven, so this means that a comparison can
be made between two damage localisation methods: the intermediate method and the simplified
method. This is explained in Section 10.1.1 and Section 10.1.2. The complete method for damage
localisation is neglected, since it would result in almost 20 million possible damage cases. The
damage localisation method per mode will be illustrated in Section 10.1.3. Damage localisation in
general was explained in Chapter 8. Lastly, both the first-order approximation and the second-order
approximation for damage quantification will be shown. Damage quantification was explained in
Chapter 9.

10.1.1 Damage localisation using the intermediate method

As described in Chapter 8, the measured mode shape changes d¢ and the analytical mode shape
changes A¢ can be correlated according to Equation 8.1 on page 28. As the structure has seven
members, a total of 27 = 128 possible damage cases exist. Based on these damage cases, the
analytical mode shape changes as shown in Equation 6.10 on page 23 are calculated. In this case,
the analytical mode shape matrix A¢ in Equation 6.12 on page 24 has a dimension of 49 by 128,
which corresponds with the product of the number of modes and the number of sensors by the
number of possible damage cases. Each column of A¢ was correlated with the measured mode
shape change vector d¢ and the damage case generating the highest MDLAC value was regarded
as the true damage case. The results for damage localisation according to the intermediate method
are shown in Figure 10.2 to Figure 10.5.
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Figure 10.2: Damage situation 1. Damage case 65 (shown in green) corresponds with the true
damage case. The dashed red line indicates 75% of the maximum MDLAC value.
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Figure 10.3: Damage situation 2. Damage case 17 (shown in green) corresponds with the true
damage case. The dashed red line indicates 75% of the maximum MDLAC value.
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Figure 10.4: Damage situation 3. Damage case 97 (shown in green) corresponds with the true
damage case. The dashed red line indicates 75% of the maximum MDLAC value.
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Figure 10.5: Damage situation 4. Damage case 13 (shown in green) corresponds with the true
damage case. The dashed red line indicates 75% of the maximum MDLAC value.

From Figure 10.2 to Figure 10.5, it can be observed that the intermediate method is not able
to provide a unique solution. Per damage situation, two peaks can be observed with a MDLAC
value closest to unity. One of the two ’primary’ peaks corresponds to the damage case indicating
the true damaged member(s) (shown in green), but the other 'primary’ peak corresponds to the
damage case indicating all members except the true damaged member(s) as damaged. To illustrate,
the two peaks closest to unity for damage situation 1 correspond with damage cases 64 and 65.
Damage case 64 indicates all members except member 1 as damaged members, while damage case
65 pinpoints member 1 as the damaged member.

Moreover, multiple other high peaks can be observed per damage situation. Especially for
damage situation 4, the MDLAC values of the two second highest peaks come close to the MDLAC
values of the two highest peaks. If these damage cases should also be considered, the question rises
where the line between damaged and undamaged should be drawn. This question will be discussed
in Chapter 13. For now, the line between damaged and undamaged was drawn at 75% of the
maximum MDLAC value. This corresponds to about 0.75, since the maximum MDLAC values
are close to unity. In the above figures, this is indicated by a dashed red line. When these
‘'secondary’ damage cases were inspected, it was found that these damage cases correspond to
the vector indicating the true damaged member(s) along with another undamaged member 6r the
vector indicating all members as damaged except for the damaged member(s) along with another
undamaged member. For damage situation 1, the secondary peaks correspond to damage cases 32
and 97. Damage case 32 indicates members 1 and 2 to be damaged, while damage case 97 indicates
members 3, 4, 5, 6 and 7 to be damaged. The primary and secondary damage cases for all damage
situations are shown in Table 10.2. The primary damage cases are shown in bold. The members
that are indicated as damaged are listed as well.
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Table 10.2: Indicated damaged members per damage situation. The damage cases corresponding
to the highest MDLAC values are shown in bold.

Situation 1 Situation 2 Situation 3 Situation 4
Damage | Indicated Damage | Indicated Damage | Indicated Damage | Indicated
case members case members case members case members
64 2,3,4,5,6,7 | 17 3 32 3,4,5,6,7 13 4,5
65 1 112 1,2,4,5,6,7 | 97 L2 116 1,2,3.67
32 3,4,5,6,7 48 2,4,5,6,7 64 2,3,4,5,6,7 | 45 2,4, 5
97 1,2 49 2,3 65 1 52 2,3,6,7

80 1,4,5,6,7 7 1,4,5
81 1,3 84 1,3,6,7

10.1.2 Damage localisation using the simplified method

The second damage localisation method is the simplified method, that assumes one member to be
damaged at a time. This method is explained in Section 8.3. For the 7-bar truss structure, this
results in seven possible damage cases; one for each member. This would result in an analytical
mode shape matrix A¢ with dimension 49 by 7, which corresponds with the product of the number
of modes and the number of sensors by the number of possible damage cases. Each column of A¢
was correlated with the measured mode shape change vector d¢ according to Equation 8.3 on
page 30 and the damage case corresponding with the highest MDLAC value was regarded as the
true damage case. As each damage case corresponds with a possibly damaged member, the results
in Figure 10.6 were directly shown as a function of the members of the structure.
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Figure 10.6: Results for the simplified damage localisation method. The true damaged members
(shown in green) are (a): member 1, (b): member 3, (c): members 1 and 2 and (d): members 4

and 5.

From Figure 10.6, it can be concluded that the simplified damage localisation method can
accurately localise the damaged member for damage situations 1 and 2. As the correlation value
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is close to unity, the damaged member can be detected with high certainty. For damage situations
3 and 4, one of the two true damaged members per damage situation is identified as a damaged
member for it has the highest MDLAC value. However, in comparison with the single-damage
situations 1 and 2, the MDLAC value is less close to unity. Moreover, the second damaged member
can not be distinguished from non-damaged members. To combat this, the MDLAC values are

calculated per mode.

10.1.3 Damage localisation per mode

Instead of calculating the MDLAC values for the total number of modes, the MDLAC values can
be calculated per mode to account for modes that are insensitive to damage at certain members.
The MDLAC correlation is performed according to Equation 8.5 on page 31. The results for the
four damage situations for the 7-bar truss structure according to damage localisation per mode
are shown in Figure 10.7. Damage localisation is performed per mode in combination with the

simplified method.
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Figure 10.7: Results for the damage localisation method per mode. The true damaged members
(shown in green) are (a): member 1, (b): member 3, (c): members 1 and 2 and (d): members 4
and 5. The dashed red line indicates 75% of the maximum MDLAC value for that specific damage

situation.

It can be concluded that for single-damage situations like damage situations 1 and 2, the damage
localisation method per mode is, once again, clearly able to localise the true damaged member.
However, it can be observed that the correlation values for other undamaged members are higher
than in case of the simplified method. For the multiple-damage situations like damage situations
3 and 4, the highest peaks once again correspond with one of the damaged members per damage
situation. If the line between damaged and undamaged is drawn, in accordance with Section 10.1.1,
at 75% of the maximum MDLAC value, the second damaged member can also be identified. The
choice for 75% was an arbitrary choice, discussion on this will follow in Chapter 13. In this way,
the damage localisation method per mode is a slight improvement of the simplified method.
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10.1.4 Damage quantification

The last part of the numerical analysis for the 7-bar truss structure is damage quantification.
Quantification is performed using the natural frequency changes of the structure. This is explained
in Chapter 9, in which the first-order method and the second-order method were derived. The first
step is to determine the relative amount of damage with respect to other damaged members for
each damage situation. This is irrelevant for damage situations 1 and 2, since only one member
is damaged. However, for damage situations 3 and 4, it is relevant to determine the relative
damage of one damaged member to the other one. The damage vector giving the relative damage
is determined using Equation 9.1 on page 32.

Using the damaged members as detected by the damage localisation method per mode, an
estimation of the damage extent is given by the first-order approximation and the second-order
approximation for the 7-bar truss structure. The results are given in Table 10.3.

Table 10.3: Damage quantification for the 7-bar truss structure

Detected damaged
T Detected damaged | True damage extent

member extent 15torder  2"d-order

Situation 1 1 30% 34.54% 31.64%

Situation 2 3 15% 16.33% 15.23%

Situation 3 1 30% 31.72% 30.10%

2 20% 21.14% 20.07%

Situation 4 4 10% 10.01% 9.57%

5 10% 11.12% 10.63%

For all damage situations, the first-order damage quantification gives results with a maximum
deviation of about 5% from the true damage extent. The second-order approximation increases
this accuracy to a deviation of 2% from the true value. It can be observed that the second-order
approximation gives a significant better estimate of damage than the first-order approximation.
The MATLAB code for the 7-bar truss structure can be found in Appendix H.

10.2 Stinger model

The second example of the numerical analysis is a two-dimensional model of Solitaire’s stinger.
The 2D model is shown in Figure 10.8. In this section, sensor placement optimisation, damage lo-
calisation and damage quantification will be performed for this stinger model. Damage localisation
will be performed according to the simplified method and the per mode’ method.

The stinger model in Figure 10.8 is based on a schematic drawing of the stinger. This drawing
can be found in Appendix F. The model is again created in ANSYS, using LINK180 elements
without internal nodes, as explained in the beginning of this chapter. The angle between different
stinger sections is 10° and the stinger is constrained in node 1 and node 22. In node 1, the stinger
is constrained in both x- and y-direction, while in node 22, the stinger is constrained in y-direction
only. The constraint in node 22 is a simplified version of the stinger hang-off cable keeping the
structure in place. The chosen material is steel with a density p of 7800 kg/m?, a Young’s modulus
E of 210 GPa and a uniform cross-sectional area of 0.070 m?. This choice of this cross-sectional area
is based on values as found in design documents (Allseas Engineering, 2017). In reality, different
members of different stinger sections all have other cross sections. One stinger section was chosen
and the mean of the cross-sectional areas was taken as the value for the stinger model.
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Figure 10.8: Simplified two-dimensional model of Solitaire’s stinger. The numbers represent the
member numbers.

The stinger model is modelled with 38 nodes each having two DOFs. As node 1 is constrained
in both directions and node 22 is constrained in one direction, 73 DOFS remain. This means that
the model has 73 natural frequencies and mode shapes. Only the first ten modes were used for the
calculations, as only a limited number of modes can be measured in reality. The first ten mode
shapes and their corresponding natural frequencies for the undamaged structure can be found in
Appendix A. The ANSYS commands are shown in Appendix M.

The same properties as the 7-bar truss structure were obtained for the stinger model from
ANSYS: the mode shape vectors and the natural frequencies before and after the application of
damage, the global mass matrix, the global stiffness matrix and the stiffness member for each
member. The mass and stiffness matrices were obtained for the undamaged structure.

Five damage situations were simulated for the stinger. They are shown in Table 10.4.

Table 10.4: Damage situations for the stinger model

Damage situation | Damaged members | Damage extent
Situation 1 17 15%

Situation 2 58 10%

Situation 2 40, 52 30%, 30%
Situation 3 1, 37 10%, 30%
Situation 4 10, 30, 66 10%, 10%, 10%

The stinger model has 73 truss members. If the complete method for damage localisation would
be applied, this would result in a number of possible damage cases in the order of 107, Also for
the intermediate method, the number of possible damage cases would be in the order of 102!, As
both are computationally extremely expensive, only the simplified method for damage localisation
was applied. Moreover, it is impractical in reality to equip all 73 DOFs with a sensor. Therefore,
an optimised sensor distribution was proposed to reduce the number of sensors to 20.

10.2.1 Sensor placement optimisation

In this section, the optimised sensor distribution for the stinger model based on the first ten
measured modes is shown. The sequential sensor placement method based on the 2-norm of the
Fisher Information Matrix @ was explained in Chapter 7. The sensor placement optimisation was
performed until an optimised distribution consisting of twenty sensors was reached. The choice
for twenty sensors was made based on what is feasible in practice. This is further discussed in
Chapter 13. The final sensor distribution is shown in Table 10.5. A visual representation is shown
in Figure 10.9.
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Table 10.5: Optimised sensor distribution for the stinger model

Node | Direction Node | Direction
2 Y 20 Y
3 Y 21 X
4 X 23 Y
4 Y 24 Y
5 Y 25 Y
6 X 27 Y
12 Y 31 Y
14 Y 35 X
17 Y 37 X
19 Y 38 Y

18 22 24 28

32 . -
A 36 @ Xx-direction
15 19 40
29 44
BT b 50
6 |/ wdeo |0 2 P54 @ Yy-direction
34 58
38 [ 4 51 -
48 2
59 66
52 63 70
56 57 73

60
64 e

68

Figure 10.9: Visualisation of the optimised sensor distribution for the stinger model. The numbers
represent the member number of the stinger model.

The 2-norm as shown in Equation 7.6 on page 26 was calculated for the situation in which all
DOFs would be equipped, for the optimised sensor distribution and for a few randomly generated
sensor distributions with an equal number of sensors. These sensor distributions were generated
using MATLAB. The randomly generated distributions are visualised in Appendix B. Through
this comparison, the quality of the optimised sensor distribution can be measured. The results are
shown in Table 10.6. It can be observed that the optimised sensor distribution has the highest
norm for a 20-sensor distribution.

Table 10.6: 2-norm for multiple sensor distributions

Sensor distribution | 2-norm ||Q||2 | Number of sensors
Full-DOF 3.82e-4 73
Optimised 2.20e-4 20
Random 1 1.51e-4 20
Random 2 7.60e-5 20
Random 3 1.29e-4 20

The MATLAB code for the sensor placement optimisation for the stinger model can be found in
Appendix 1.

10.2.2 Damage localisation using the simplified method

Based on the optimised sensor distribution as shown in Figure 10.9, damage localisation is per-
formed according to the simplified method based on the first ten measured modes. As the structure
has 73 members, 73 possible damage cases exist as well. The size of the analytical mode shape
matrix A¢ from Equation 6.12 on page 24 is 200 by 73, corresponding with the product of the
number of measured modes and the number of sensors by the number of possible damage cases.
The results for the five damage cases are given in Figure 10.10 to Figure 10.14.
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Figure 10.10: Situation 1: simplified method. Member 17 (shown in green) is the true damaged
member. The dashed red line indicates 75% of the maximum MDLAC value.
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Figure 10.11: Situation 2: simplified method. Member 58 (shown in green) is the true damaged
member. The dashed red line indicates 75% of the maximum MDLAC value.
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Figure 10.12: Situation 3: simplified method. Members 40 and 52 (shown in green) are the true
damaged members. The dashed red line indicates 75% of the maximum MDLAC value.
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Figure 10.13: Situation 4: simplified method. Members 1 and 37 (shown in green) are the true
damaged members. The dashed red line indicates 75% of the maximum MDLAC value.
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Figure 10.14: Situation 5: simplified method. Members 10, 30 and 66 (shown in green) are the
true damaged members.The dashed red line indicates 75% of the maximum MDLAC value.

It can be observed that for single-damage situations like situation 1 and situation 2, the true
damaged member can be accurately identified. In accordance with previous sections, the line for
a member to be damaged was drawn at 75% and no other correlation value for a member reaches
this threshold. For damage situation 3, it can be observed that member 40 is correctly identified as
a damaged member since it has the highest MDLAC value. One other peak crosses the threshold
of 75% and this is the second true damaged member; member 52.

For damage situations 4 and 5, one true damaged member was identified as the one having the
highest correlation value. However, for both damage situations, a lot of other members pass the
threshold of 75% of the maximum MDLAC value, of which none are true damaged members. For
these damage situations, the damaged members can not all be localised.

10.2.3 Damage localisation per mode

Instead of correlating the measured mode shape changes and the analytical mode shape changes
for all ten modes at once, damage localisation is performed per mode. The localisation is still based
on the optimised sensor distribution. The results for the stinger model are given in Figure 10.15
to Figure 10.18.
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Figure 10.15: Situation 1: MDLAC values per mode. Member 17 (shown in green) is the true
damaged member. The dashed red line indicates 75% of the maximum MDLAC value.
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Figure 10.16: Situation 2: MDLAC values per mode. Member 58 (shown in green) is the true
damaged member. The dashed red line indicates 75% of the maximum MDLAC value.
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Figure 10.17: Situation 3: MDLAC values per mode. Members 40 and 52 (shown in green) are the
true damaged members. The dashed red line indicates 75% of the maximum MDLAC value.
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Figure 10.18: Situation 4: MDLAC values per mode. Members 1 and 37 (shown in green) are the
true damaged members. The dashed red line indicates 75% of the maximum MDLAC value.
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Figure 10.19: Situation 5: MDLAC values per mode. Members 10, 30 and 66 (shown in green) are
the true damaged members. The dashed red line indicates 75% of the maximum MDLAC value.

For single-damage situations 1 and 2, it can be concluded that the highest peak corresponds
with the true damaged member, but, for situation 1, two other undamaged members pass the
threshold of 75% as well. For the 7-bar truss structure, it was already observed that noise increases
in case of the damage localisation method per mode. In damage situation 1, noise increased
so much that members 15 and 19 can not be excluded from the possible damaged members.
For damage situations 3 and 4, it can be observed that the highest peak corresponds with one
damaged member and that the secondary damaged member is the only member that crosses the
threshold. For damage situation 5, where there are three true damaged members, five members
were indicated as damaged. Two of these are not true damaged members, but the other three
indicated members correspond with the true damaged members. In this damaged situation, the
two misjudged members can not be excluded from the group of damaged members. It needs to
be mentioned that the choice for the threshold line at 75% of the maximum MDLAC value is
an arbitrary choice. This will be discussed in Chapter 13. A summary of all indicated damaged
members according to the damage localisation method per mode is given in Table 10.7.

Table 10.7: Damage localisation per mode for the stinger model

. . True damaged | Detected damaged | Misjudged
Damage situation
members members members
1 17 15, 17, 19 15, 19
2 58 58 -
3 40, 52 40, 52 -
4 1, 37 1, 37 -
5 10, 30, 66 10, 14, 26, 30, 66 14, 26

The MATLAB code for the damage localisation for the stinger model can be found in Appendix J.
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10.2.4 Damage quantification

After the damaged members have been preliminary identified, damage quantification is performed
for the stinger model. The first step was again to obtain the damage vector containing the relative
damage extent according to Equation 9.1 on page 32. Then, damage quantification was performed
according to the second-order approximation, as it showed significantly better results in the 7-bar
truss structure example. All indicated damaged members from Table 10.7 were considered. The
results are shown in Table 10.8.

Table 10.8: Damage quantification for the stinger model

Detected damaged
B dtmion Detected damaged | True damage extent
member(s) extent 2°4_order
15 0% 0%
1 17 15% 15.33%
19 0% 0%
2 58 10% 10.08%
3 40 30% 31.89%
52 30% 31.89%
4 1 10% 9.02%
37 30% 36.07%
10 10% 10.08%
14 0% 0%
5 26 0% 0%
30 10% 10.08%
66 10% 10.08%

From Table 10.8, it can be observed that even though some members were wrongly identified
as damaged members, the damage quantification method is able to filter out these misjudged
members. For damage situations 1 and 5, the members for which the true damage extent is 0%
are correctly quantified as being undamaged. Moreover, the damage quantification process for the
stinger model is able to give an estimation of damage extent with a maximum deviation of about
6% from the true value. A drawback of the damage quantification method is that the number
of possible damage cases exponentially increases as the number of detected damaged members
increases. With this increase of damage cases, computational time also quickly increases. For
damage situation 5, the number of detected members is five, giving a number of possible damage
cases for damage quantification of 11, equal to around 16000 possible damage cases. To successfully
quantify damage, the number of detected damaged members needs to be limited. For seven detected
damaged members, MATLAB gives an error stating the calculations would become computationally
too expensive.

The MATLAB code for the damage quantification of the stinger model can be found in Ap-
pendix K.
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11 Implementation of sensor
distribution

In the previous chapters, an optimised sensor placement method for the stinger was proposed
and it was demonstrated how damage localisation and damage quantification can be performed.
Damage localisation was performed based on changes in the mode shapes of the structure, while
damage quantification was done based on natural frequency changes. In this chapter, a choice for
the type of sensor will be made and it will be shown how such a distribution with these sensors
can be implemented in reality. It will be demonstrated how measurements can be performed such
that natural frequencies and mode shapes of the stinger can be obtained. Although the actual
implementation of the sensor distribution is out of the scope of this research, it is considered
important to show how the proposed method will be applied. This way, a general idea behind the
real-life application of the proposed sensor placement method for damage localisation and damage
quantification can be obtained. The implementation will be explained using previous research
assignments done within Allseas.

First, the sensor choice will be discussed in Section 11.1. Secondly, the determination of natural
frequencies will be explained in Section 11.2. Finally, different ways to obtain the mode shape
vectors from these natural frequencies will be shown in Section 11.3.

11.1 Sensor choice

In this section, a choice for sensors applied to the sensor placement method as proposed in this
research will be made. This choice is made using literature on damage detection and structural
health monitoring.

Ideally, structural health monitoring for a complex structure like a stinger is performed by
direct measurements. This means that sensors are placed on critical locations, that are determined
beforehand by means of numerical modelling. However, construction errors, variable loading con-
ditions and unintended structural behaviour are hard to take into account and can invalidate the
modelling assumptions (Jo and Spencer, 2014). This can result in different and unexpected struc-
tural behaviour. Therefore, as concluded in Chapter 4, it is essential to look into global measuring
methods instead of local measuring methods.

Acceleration measurements are generally considered to contain information about the global
behaviour of structures. Accelerometers are convenient to install and their signal-to-noise ratio
is relatively high (Sim et al., 2011). However, damage is typically a local phenomenon and re-
lying solely on global measurements has therefore its limitations (Law et al., 2005). Moreover,
accelerometers are accurate in capturing high-frequency behaviour, but possess some weakness
in the low-frequency domain (Palanisamy et al., 2015). Therefore it is recommended to use a
multi-metric measurement approach to increase the accuracy of damage localisation and damage
quantification.

Jo and Spencer (2014) suggest a hybrid structural health monitoring approach consisting of
both strain and acceleration sensors. Strain measurements are particularly effective for local mea-
surements in the low-frequency domain, while accelerometers are useful for global measurements
in the high-frequency domain. Moreover, both are low-cost, easy to install and easy to use. By
applying these two types of sensors, a complete and accurate estimate of the structural responses
can be obtained. It is therefore recommended to apply acceleration sensors and strain sensors for
the sensor placement method as proposed in this research.

11.2 Determination of natural frequencies

In this section, the way to determine the natural frequencies of a stinger is discussed. This is
done using research from within Allseas (Koomen, 2010; Ren, 2008). For this approach, the
measurements obtained from accelerometers are used. However, a similar approach is also valid
for strain sensors.

Koomen (2010) created a FE model of the stinger of Solitaire to gain insight in dynamic
behaviour and to improve fatigue calculations. The FE model was verified with the real-life stinger
by performing acceleration measurements. Data loggers capable of measuring both linear and
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rotational accelerations were placed at locations on the stinger as specified in Figure 11.1. Three
sensors were placed on the stinger and two sensors were placed on the vessel. A logging rate of
10 Hz was used and measurements were done in the time domain. Measurements were stored in
30 minutes files, of which 25.7 minutes were used for post-processing to account for start-up and
close-down effects.

#®/ rets
Figure 11.1: Sensor locations on the stinger (Koomen, 2010)

The measurement results were accelerations in the time domain. They were detrended to
correct for small drift errors and the signal of 25.7 minutes was divided into 300 samples. Leakage
was corrected for by applying a window function that drops amplitude at the sample end points
to zero and prevents cut-off problems with the samples. A detrended acceleration signal with a
length of 25.7 minutes is shown in Figure 11.2. This acceleration signal was recorded at the stinger
tip (RB15 in Figure 11.1) for the heave direction.

n

T T T

sk

&
[

Aeoskration [mis]
b o ‘
R o R

T T T 7 g T 1 1)

oIS

L - v -
=000 10000
| | sampies (10 Hz)

Figure 11.2: Time signal, heave accelerations at stinger tip. The framed part corresponds to a
sample of 25 seconds (Koomen, 2010).

To gain insight in the eigenfrequencies of the stinger, a Power Spectral Density (PSD) plot
of the signal was made. A PSD is a plot of the energy of the signal in the frequency domain.
The Fast Fourier Transformation was used to transform the signal from the time domain to the
frequency domain. The PSD for the translational accelerations is shown in Figure 11.3. The
highest peak is seen around 0.1 Hz, which belongs to the vessel rigid body modes. The remaining
peaks corresponded reasonably to the analytical eigenfrequencies of the stinger.

Djurre Wolters - MSc thesis 48



CHAPTER 11. IMPLEMENTATION OF SENSOR DISTRIBUTION

4 Power Spectral Density
e ; T T T T 7
E \ x-acc
E . y-acs []
Eol z-acc [
|
o \
|I |
Ll II 3
Ea A q
C |
B
Ik
RN
| i ™ b
10° = | |1 I'l Al -
1 I D I o E
" 1 (] I I\ . | \ |
& ki I| \ I [ ] \ [l ]
é r I | || | |I II | o \ II | , ]
| | | 5 [ b | A
o [ l | | |I i Lo [ A fy
\ \ I \
w0l | I i [ AN / - | A e
S ) [\ W AR R\ E
= 1 | \ Y \ X q
R \ \ \ -
L i A I i / \ - o Y ! S N
L bt \ | \ ! e \ by £y
] VNS e Y o il A f\A
| L} b Ko iz 4 . i o { \
10“5 3 \/\‘/ II .II:I- \\‘_’/ /\ III III Jl} ) \.'_'
£ i 1% g i J o\ 3
E o ) \__/—-f‘\/ \__/'\—ﬂ--x/”“\—-'-\_// \—.\h_/ﬁu_‘/—-a—‘j % L ]
& [ [ [ [ [
W 1] 05 1 15 2 25 3
Frequency [Hz]

Figure 11.3: PSD accelerations stinger tip, translations (Koomen, 2010)

11.3 Derivation of mode shape vectors

To obtain the mode shape vectors of the eigenfrequencies, three methods were proposed:
1. Operational modal analysis
2. Peak picking

3. Frequency Domain Decomposition

11.3.1 Operational modal analysis

An conventional technique to obtain eigenfrequencies, damping and mode shape vectors of a system
is the use of Frequency response functions (FRF):

H(w) = Flo)’ (11.1)
where X (w) is the output and F'(w) represents the input of the system. For the acceleration mea-
surements on board Solitaire, only the output was measured. No input data, like wave excitation,
were measured and therefore it was difficult to derive the FRF. However, methods exist that as-
sume a random input excitation and use the output response to derive system properties. Such an
analysis type is called Operational modal analysis (OMA). One of the methods of OMA is called
the Natural Excitation Technique (NExT) (James et al., 1995).

The NEXT is a four-step process that can estimate modal parameters of structures excited in
operating conditions. The first step is to acquire response data, as was done with acceleration
measurements on the stinger of Solitaire. Other measurements like strain, displacement or velocity
can also be used.

The second step is to calculate auto- and cross-correlation functions from these time signals. For
randomly excited systems, correlation functions are usually applied. These correlation functions
can be expressed as summations of decaying sinusoids. Fach of these decaying sinusoids has a
damped natural frequency and a damping ratio that is identical to the corresponding structural
mode.

The third step is using a time-domain modal identification scheme to estimate modal parame-
ters. This can be done by treating the correlation function as free vibration responses, namely sums
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of decaying sinusoids. A technique called the Least Squares Complex Exponential (Brown et al.,
1979) can be used to extract modal frequencies and damping ratios. Another research assignment
done within Allseas (Ren, 2008), provides a detailed derivation of this technique.

Finally, mode shape information is extracted using the identified modal frequencies and modal
damping ratios.

According to James et al. (1995), it is not possible to calculate mass-scaling for the mode
shapes. This requires measurements of input forces, which is not possible with natural excitation.
Ren (2008), who worked with acceleration measurements on the stinger of Solitaire as well, con-
cluded: "Mode shapes found in different series data and different reference locations have poor
consistency. This requires further investigation." (Ren, 2008). Koomen (2010) concluded that al-
though eigenfrequencies corresponded with peaks in PSDs (see also Figure 11.3), the mode shapes
found using the NExT depended heavily on the chosen DOF for the reference signal. To use OMA
for implementation of the work done in this thesis, requires therefore additional research.

The use of the NEXT in the context of OMA will not be further explained in this research.
More information and explanations can be found in work by James et al. (1995), Zhang et al.
(2004), Mohanty and Rixen (2004) and Ren (2008).

11.3.2 Peak picking

Another method of obtaining mode shapes is by use of peak picking in the response spectrum.
Nearby resonance, the FRF is dominated by the contribution of the vibration mode for that res-
onance while contributions of other vibration modes are negligible. Therefore, the multiple DOF
system can be treated as a single DOF system in the vicinity of that resonance. The modal param-
eters associated to that mode, assuming modes are sufficiently separated, can then be extracted.
It is assumed that each peak in the FRF corresponds to one natural mode. This is an important
assumption; not all peaks in the FRF are necessarily eigenfrequencies. Some peaks have their
origin in the input spectrum. The amplitude of each peak for each DOF at each sensor location
can then be stored in a vector, resulting in the mode shape vectors of the structure.

Some additional disadvantages play a role in peak picking. The PSD does not contain phase
information so this has to be taken into account when correlating the measured mode shapes with
analytical mode shapes. Moreover, measuring peak FRF values is difficult, raising doubt about
the accuracy of the mode shapes. Lastly, the assumption for a single DOF system in the vicinity
of resonance is questionable, in practice nearby modes will most likely contribute in some way.

11.3.3 Frequency Domain Decomposition

Another method that estimates modal parameters without knowing input excitation is the fre-
quency domain decomposition (FDD). (Brincker et al., 2000). It has similar simplicity and user-
friendliness as the peak picking method, but it gives a higher accuracy and works even when
individual modes are very close. FDD is based on the principle of taking the Singular Value De-
composition of the spectral matrix. The spectral matrix is then decomposed into a set of auto
spectral density function, where each function corresponds to a single DOF system. From each of
these single DOF systems, the modal properties can then be determined.

The results of the FDD method are accurate in case of white noise loading, a lightly damped
structure and geometric orthogonality of the mode shapes of close modes. If these premises are
not met, the decomposition into single DOF systems is approximate, but still more accurate than
the peak picking method.

11.4 Conclusion

In this chapter, it was shown how the natural frequencies of the stinger can be obtained using an
optimised sensor distribution as described in previous chapters. The Fast Fourier Transformation
(FFT) was used to transform the response signal from the time domain to the frequency domain.
The result is an PSD plot from which the natural frequencies can be determined. The peaks in
the PSD plot corresponding to vessel modes or those originating from the input spectrum must be
corrected for.

Three methods were presented to obtain the mode shape vectors from the PSD matrix. All
methods were based on the use of Frequency Response Functions (FRF). The first method, Op-
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erational Modal Analysis (OMA) uses the Natural Excitation Technique (NExT) to extract mode
shape information. The peak picking method singles out each peak in the PSD plot and stores peak
amplitudes in mode shape vectors. The last method, Frequency Domain Decomposition (FDD), is
based on the decomposition of the spectral matrix in auto spectral density functions, from which
the modal properties can be determined.

As stated before, the implementation of the optimised sensor distribution is out of the scope of
this research. However, it was shown that methods exist that can extract mode shape information
from the sensor data. Additional research is needed to realise this implementation in reality, since
the three methods described in this chapter have a number of major disadvantages.
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12 Summary and conclusions

In this chapter, a summary of the complete research will be given and conclusions will be drawn.
The conclusions will regard the goal of the thesis, the corresponding sub questions and the results
in general.

12.1 Summary

In this research project, a sensor placement method for damage localisation and damage quantifi-
cation for a stinger monitoring system was presented. A stinger is a highly fatigue loaded truss-like
structure subjected to environmental loads, to loads due to vessel motions and to variable pipe
loads. A prediction for the behaviour of the stinger was made in the design phase, but discrepan-
cies exist between the predicted behaviour and the real-life situation. A solution was needed that
could contribute in fulfilling the following objectives:

e Validation of modelled loads, modelled load cases and the predicted life matrix.
e Real-time information about the structural state of the stinger.
e Optimisation of inspection intervals.

A validation of modelled loads can be realised by mapping environmental loads and stinger
responses and comparing these measurements with design data. Real-time information about the
state of the stinger can give important feedback to the crew whether it is safe to continue operation
or not. Lastly, by using the measurement data from the system, the risk of unexpected failure can
be prevented by timely noticing and repairing damage.

To identify the discrepancies of the stinger response behaviour between the design phase and
reality, the stinger design process was analysed and design assumptions and simplifications were
listed and categorised. This categorisation was based on uncertainty and consequence, where
assumptions with high uncertainty and high consequence were considered worth further investigat-
ing. These assumptions pose the largest risk to the final stinger design. This list of assumptions
consists of assumptions concerning the environmental loads the stinger is subjected to, but also
assumptions concerning the structural response of the stinger to these environmental loads. By
minimising the uncertainty and, if possible, the consequences of these high-risk assumptions, it is
expected that discrepancies between the design phase and reality can be minimised as well.

A literature review was performed to investigate which kind of monitoring systems were ap-
plied in the field of offshore structure monitoring. The point of focus for this review was Integrated
Monitoring Systems (IMSs), which consider both environmental parameters as well as structural
response parameters to this environmental loading. This way, input and output parameters can
be coupled and a complete image can be obtained. An overview of sensor systems applied to IMSs
on offshore structures was obtained. A conclusion was drawn that the pipe-lay vessel equipping
the stinger is already able to measure most environmental parameters. Moreover, an important
distinction between local measurements and global measurements was found. Based on these two
conclusions, the decision was made to focus mainly on global response parameters for the stinger
monitoring system. This meant that the objective of the stinger monitoring system concerning the
validation of design data could not be fulfilled in this research. The research goal was formulated as:

Design of an optimised sensor placement method for a stinger monitoring system to localise and
quantify damage.

To reach this goal, the kind of sensors, the number of sensors and the sensor locations should
be investigated. Moreover, a damage localisation technique and a damage quantification method
should be chosen.

The chosen method was the so-called multiple damage localisation assurance criterion (MDLAC)
method, a method that correlates measured modal properties with analytical modal properties.
Based on changes in natural frequencies and changes in the mode shapes of a structure, damage
can be localised and quantified. The MDLAC method uses the sensitivity of modal properties to
damage at specific members of a structure as a basis. In addition, this sensitivity to damage was
used to determine an optimised sensor distribution by calculating the Fisher Information Matrix
Q. The matrix @ represents the summation of the contribution of each degree of freedom (DOF)

52



CHAPTER 12. SUMMARY AND CONCLUSIONS

to the mode shapes of a structure. By iteratively calculating the 2-norm of @, the DOF contribut-
ing the least can be discarded as a possible sensor location. This process repeats itself until an
optimised distribution with a predefined number of sensors is reached.

Damage localisation was performed based on changes in mode shapes of the structure. In
comparison with natural frequencies, mode shape measurements are more distributed over the
structure and are therefore more sensitive to local damage. Four methods of damage localisation
were proposed: the complete method, the intermediate method, the simplified method and the
per mode method. The complete method considers all possible damage cases and is only feasible
for extremely small structures of about five members. Larger structures would increase the num-
ber of possible damage by such a large amount that the computational time would become too
much. Therefore, this method was considered not worth further investigating. The intermediate
method assumes a binary difference between damaged and undamaged and considers all possible
damage cases with this boundary condition. As structures become larger than about 15 members,
this method becomes too computationally expensive as well. The simplified method assumes one
member to be damaged at a time and generates all possible damage cases based on this condi-
tion. Lastly, the 'per mode’ method determines the correlation per mode to account for modes
insensitive to damage in a specific member.

The first step in damage quantification was to determine the relative damage in a structure.
This was done based on changes in natural frequencies, as they are less contaminated by mea-
surement noise. After that, a first-order approximation and a second-order approximation were
presented to give an estimation of damage extent in a structure.

The sensor placement method, the damage localisation method and the damage quantification
method were demonstrated using two numerical analyses; the first was a two-dimensional 7-bar
truss structure and the second was a two-dimensional stinger model.

Finally, a sensor choice was made and the implementation of the sensor distribution on the
real-life stinger was shown. Although the implementation is out of the scope of this research, it
was considered important to show the general idea behind the real-life application of the sensor
distribution. But first a recommendation for sensor types was provided, where a combination of
acceleration sensors and strain sensors was recommended. Accelerometers are accurate in capturing
the high-frequency domain, where strain sensors operate well in the low-frequency domain. A
combination of both was recommended to obtain an accurate estimate of the structural response
properties of the stinger.

The implementation of the sensor distribution was illustrated using earlier research work from
within Allseas. Measurements were performed using accelerometers, but the shown method is
also applicable for strain sensors. By using for example the Fast Fourier Transformation, the
obtained measurement signal can be transformed from the time domain to the frequency domain.
From there, the natural frequencies can be obtained. Three methods were subsequently described
to obtain the mode shape vectors corresponding with these natural frequencies. This way, the
measured natural frequency changes and the measured mode shape changes can be obtained.

12.2 Conclusions

The goal of the thesis was to design an optimised sensor placement method for a stinger monitoring
system to localise and quantify damage. The optimised sensor distribution was determined for a
two-dimensional stinger model based on the 2-norm of the Fisher Information Matrix. The sensor
number was defined as twenty sensors, as this is still a feasible number to implement in practice.
The number of sensors is further discussed in Chapter 13.

Damage localisation and damage quantification were performed based on the MDLAC method.
It was concluded that the full damage localisation method was computationally too expensive
to investigate further. The intermediate damage localisation method was demonstrated using a
7-bar truss structure. The conclusion can be drawn that this method is not able to provide a
unique damage case that corresponds with the true damage case. In all four damage situations,
the intermediate method would either pinpoint the true damage case, or the damage case for
which all members were damaged except for the true damaged members. This will be further
discussed in Chapter 13. The simplified damage localisation method was applied to both the
7-bar truss structure and the stinger model. For damage situations in which only one member
was damaged, the simplified method could accurately localise the damaged member. For damage
situations where more members were damaged, one of the damaged members could be localised as
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the member with the highest correlation value. The second and/or third damaged member could
in most cases not be localised. To combat this problem, the 'per mode’ localisation method was
proposed in this research. Although the correlation values of other undamaged members increased,
the per mode localisation method was able to indicate a selection of members in which the true
damaged members were included for the shown examples. This was on the condition of a threshold
for damage at 75%. This threshold will be discussed in Chapter 13. Moreover, the 'per mode’
method sometimes mistook undamaged members for damaged members. All in all, the damage
localisation method was especially useful for single-damage cases and to localise one damaged
member in multiple-damage cases.

The first conclusion from the damage quantification process is that the first-order approxi-
mation gives a reasonable estimation of the damage extent in a structure, but the second-order
approximation gives significantly better estimates. Moreover, the conclusion can be drawn that the
damage quantification method can filter out misjudged members, if they were marked as damaged
by the damage localisation method. A drawback of the damage quantification method is that
the number of possible damage cases and computation time exponentially increase as the number
of detected members increases. This yields that damage quantification is effective for a limited
number of detected members. The results for damage localisation and damage quantification are
summarised in Table 12.1.

All in all, an optimised sensor placement method for damage localisation and damage quantifi-
cation was proposed. It is worth checking to which extent such an optimised sensor distribution
can fulfil the objectives as stated in the problem definition. These objectives were also mentioned
in Section 12.1. Using the sensor system, the main contribution is in providing real-time infor-
mation about the structural state of the stinger and to aid in optimising inspection intervals. If
real-time information can be provided, needs to researched further. The assumptions for the pro-
posed method are valid for lightly damped structures and this assumption is not always valid for
the stinger.

The sensor system is able to localise and quantify damage. Therefore, it can give a clear image
about the state of the stinger, whether it is safe to continue pipe-lay operations or if inspection is
needed. One thing in which the system is lacking is in the validation of modelled loads, modelled
load cases and the predicted life matrix, as discussed in Chapter 4. For validation, input from
environmental parameters is still needed. Solitaire is able to perform environmental measurements,
but the coupling between the proposed sensor system and the environmental measurements still
needs to be investigated. This is further discussed in Chapter 13.

Table 12.1: Summary of the conclusions regarding damage localisation and damage quantification

Method Conclusion

Full damage Computationally too expensive to be investigated

localisation ' S e Co e

Intermediate damage | Not able to uniquely determine the relevant damage case.

localisation Computationally too expensive for structures with more than 15 members.

Able to correctly identify the damaged member for single-damage situations.

Able to correctly identify one damaged member for multiple-damage situations.

Not able to correctly identify more damaged members for multiple-damage situations.
Able to correctly identify the damaged member for single-damage situations.

Simplified damage
localisation

Simplified damage
ocalisation per mode

Able to correctly identify one damaged member for multiple-damage situations.
On the condition of the damage threshold, able to correctly identify more damaged
members for a selected number of multiple-damage situations.

15 order damage
quantification

Able to give a reasonable estimate of damage extent.
Computationally too expensive for more than six detected damaged members.

274 order damage
quantification

Able to give a good estimate of damage extent.
Able to filter out misjudged members.
Computationally too expensive for more than six detected damaged members.
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13 Discussion and
recommendations

In this chapter, a discussion of the results will be presented. Together with the discussion, recom-
mendations for future work are given. First of all, the implementation in reality will be discussed in
Section 13.1. Secondly, a recommendation for research to the minimum number of sensors needed
for the proposed method will be presented in Section 13.2. After that, a discussion follows on the
intermediate method for damage localisation in Section 13.3. Subsequently, the threshold value for
damage localisation will be discussed in Section 13.4. Then, a recommendation for the coupling of
environmental measurements and response measurements is presented in Section 13.6. Finally, a
discussion on the sensor choice is provided in Section 13.7.

13.1 Implementation in reality

In this research, a sensor placement method for a two-dimensional stinger model was presented.
The obvious next step is to apply this method for a three-dimensional model of the stinger and sub-
sequently implement the optimised sensor distribution on the real-life stinger. This way, measure-
ment data can be collected and damage localisation and damage quantification can be performed.
The implementation for a three-dimensional model is relatively simple, since the main difference is
the dimension of the structure. This would increase the number of possible damage cases, but the
method stays similar to the two-dimensional situation. An important difference is the inclusion of
more DOFs. For the 2D situation in this research, the displacements in x-direction and y-direction
were considered. For a 3D model, displacements in x-direction, y-direction and z-direction should
be considered, but also rotational displacements can be regarded. A recommendation for further
work is to include both linear and rotational displacements and investigate the accuracy of the
method.

In this research, the measured modal property changes were obtained directly from a modal
analysis in ANSYS. In reality, these measurements should be obtained from sensors on Solitaire’s
stinger. This brings along practical challenges like measurement errors and sensor accuracies.
Messina et al. (1998) and Shi et al. (2000) showed an implementation of the MDLAC method for
simple structures like a 21-bar test structure consisting of aluminium rods and a 61-bar steel truss
structure. These experimental validations were performed in laboratory conditions and satisfactory
results were obtained. This is still completely different from implementation into a rough offshore
environment, so additional research and experimental validation is still needed to accomplish this.

13.2 Minimum number of sensors

The second point of discussion is the number of sensors used for the optimised sensor distribution.
The proposed sensor placement method starts from considering all DOFs as candidate sensor
locations and eliminates the least contributing DOF until a predefined number of sensors is reached.
For the stinger model, that predefined number was selected to be 20. This was an arbitrary choice,
as it is a feasible number to implement in reality. This raises the question of what the minimum
number of sensors to accurately localise damage is. As the optimised sensor distribution with
twenty sensors is able to accurately localise damaged members in single-damage situations and at
least one damaged member in multiple-damage situations, a recommendation for future work is to
determine the minimal amount of sensors to achieve the same goal.

13.3 Discussion of the intermediate method

The third point of discussion is the intermediate method, as applied to the 7-bar truss structure.
In Section 10.1.1, it was demonstrated that the intermediate method either points out the damage
case indicating the true damaged member(s), or the damage case indicating all members to be
damaged except for the true damaged member(s). By assuming that the number of damaged
members is always smaller than the number of undamaged members, the correct damage case can
still be localised. However, from a mathematical point of view, the true damage case can not be
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singled out. The meaning of the similarity of these two damage cases is that the analytical mode
shape changes for both damage cases have an equal correlation with the measured mode shape
changes. Looking into these analytical mode shape changes, it was revealed that the mode shape
change vectors, that correspond with the displacement per measured DOF, are equal in magnitude
but opposite in direction. This means that the analytical mode shape changes predict the same
mode shape of the structure, but in opposite direction. It is unknown what causes this behaviour
and further research is needed to investigate this.

13.4 Threshold value for damage localisation

To localise the secondary and, if applicable, the tertiary damaged member in a structure, a thresh-
old of 75% of the maximum MDLAC value was instituted for a member to be marked as damaged.
This value was arbitrarily chosen. However, it is interesting to look further into this problem.
Based on the 'per mode’ damage localisation results for multiple-damage situations, it can be ob-
served that there is clearly one damaged member that can be more easily localised than the other
damaged member(s). Tt is interesting to look into the reason behind this. Tt could be that the
measured modes are more sensitive to damage in that specific member, but the type of member or
the amount of damage could also play a role. To illustrate, a small variation study was performed
for damage situation 5 for the stinger model. Members 10 and 66 were damaged, while the third
damaged member was varied over members 30, 31, 32 and 33 respectively. This is shown in Fig-
ure 13.1. After this, the damage localisation process was performed, where the results are shown
in Figure 13.2 to Figure 13.5.
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Figure 13.1: 2D model of the stinger. The varied damaged members are shown in red, blue, green
and yellow, respectively.
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Figure 13.2: Simplified method for the 2D stinger. Members 10, 30 and 66 (shown in green) are
the true damaged members. The dashed red line indicates 75% of the maximum MDLAC value.
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Figure 13.3: Simplified method for the 2D stinger. Members 10, 31 and 66 (shown in green) are
the true damaged members. The dashed red line indicates 75% of the maximum MDLAC value.
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Figure 13.4: Simplified method for the 2D stinger. Members 10, 32 and 66 (shown in green) are
the true damaged members. The dashed red line indicates 75% of the maximum MDLAC value.
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Figure 13.5: Simplified method for the 2D stinger. Members 10, 33 and 66 (shown in green) are
the true damaged members. The dashed red line indicates 75% of the maximum MDLAC value.

It can be observed that the results for damage localisation are very different for each situation,
although the only thing that varies is the third damaged member. The amount of damage is
kept constant throughout all damage situations. This raises the question if the type of member
influences the damage localisation process. From Figure 13.1, it can be observed that the type
of member varies between horizontal members, vertical members and diagonal members. Further
research is needed to determine the relationship between the ability to localise damage and the
member type. Also the amount of damage could influence the damage localisation ability. A final
interesting question on this topic is that, if a member turns out to be undetectable, what is the
influence of that member on the structural behaviour of this stinger? And if it turns out that its
influence is marginal, is it then even worth repairing? Based on the results of such an investigation,
a more substantiated threshold for damage localisation could possibly be formulated.

13.5 Structure dependence of sensor distribution

The optimised sensor placement method as proposed in this research is based on the Fisher In-
formation Matrix @ as explained in Chapter 7. The matrix @ is calculated using the mode
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shape sensitivity matrix F(K) as explained in Chapter 6. The matrix F'(K) is calculated using
mode shape vectors, member stiffness matrices and eigenvalues for different modes and is therefore
structure-dependent. The stinger model in Chapter 10 is composed of three sections, with each
section having an angle of 10°. This is the configuration as used in this research. However, multiple
configurations of the stinger are used in reality. Since the sensor distribution is structure depen-
dent, it can be questioned whether the sensor distribution as proposed in this research is valid for
other stinger configurations as well. This is illustrated in the figures below. Figure 13.6 represents
the stinger distribution as proposed for the stinger configuration in this research and Figure 13.7
shows the stinger distribution for the configuration where the stinger sections are rotated 5° with
respect to the previous section. This rotation is not shown, only the sensor distribution is of im-
portance. Some agreements can be seen, but most importantly, clear differences can be observed
between the two stinger configurations. The conclusion can be drawn that the sensor distribution
is indeed dependent on the configuration of the stinger.

It is therefore recommended to either apply a generic distribution providing the most informa-
tion for all configurations of the stinger or select a stinger configuration for which measurements
should be performed. The sensor distribution can be determined for that specific stinger configu-
ration.
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Figure 13.6: Visualisation of the sensor distribution for the stinger model as proposed in this
research.
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Figure 13.7: Visualisation of the alternative sensor distribution for a different configuration of
the stinger, where the sections are rotated 5° with respect to the previous section. This different
configuration is not shown, only the alternative sensor distribution is shown.

13.6 Environmental measurements

To fulfil the objectives as stated in Chapter 2, environmental measurements should be considered
as well. This way, validation of modelled loads, modelled load cases and the predicted life matrix
can be performed. Using the Vessel Position Monitoring (VPM) system on board the Solitaire,
environmental parameters like wind speed, wind direction, wave height, wave direction, wave pe-
riod, current speed and current direction are all logged. In addition, vessel motions (pitch, roll and
heave) and the vessel heading are also monitored. By combining these measurements with response
measurements as proposed in this research, a complete image of the loads acting on the stinger
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and the response caused by these loads can be obtained. This way, design data can be validated
and model updating can be performed to increase the accuracy of stinger behaviour predictions.

13.7 Sensor choice

In Chapter 11, a recommendation for sensors for the optimised sensor distribution was given. A
combination of acceleration sensors and strain sensors was recommended to perform measurements
in both the high-frequency domain and the low-frequency domain. However, additional research is
needed to determine which part of the sensor distribution should be responsible for measuring ac-
celerations, and which part for strain. Moreover, the high-frequency domain and the low-frequency
domain remains unspecified for now. Further work is needed to determine whether overlap exists
between the measurement regions of strain and accelerations sensors or if an additional sensor type
is still needed to bridge the gap between the two regions. Lastly, practical information like the
measurement frequency should be investigated.
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A Mode shapes stinger model

Mode shape 1, f; = 1.33 Hz

Mode shape 5, f5 = 11.84 Hz
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APPENDIX A. MODE SHAPES STINGER MODEL

Mode shape 10, fi9 = 29.53 Hz
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B

Sensor distributions

In this appendix, three randomly generated sensor distributions for the 2D stinger model using
MATLAB are shown. For comparison, the optimised sensor distribution as proposed in this research

is shown first.
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Figure B.1: The optimised sensor distribution for the 2D stinger model
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Figure B.2: A randomly generated sensor distribution for the stinger model
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Figure B.3: A randomly generated sensor distribution for the stinger model
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Figure B.4: A randomly generated sensor distribution for the stinger model
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