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Abstract / Summary

The present study focuses on understanding theteffdoad and temperature on Acoustic
Emission (AE) signal propagation in an Aluminium220T3 panel. In addition, the ability
of an AE system to locate damage under these epestind environmental conditions was
evaluated. The work was performed in two stagestdge one, the wave group velocities of
guided Lamb waves were measured for a range ofamnpes from -40 °C to 70 °C. At
each temperature level, six different static loadse applied that ranged from 0 MPa to 250
MPa in increments of 50 MPa. A mathematical anedytimodel for the effect of
temperature on the wave group velocities was reymred in order to verify it through
experimental and FEM results. Furthermore, expertaieand FEM results have been
obtained for the effect of load and the combineskcdt was observed that the variation of
temperature and load altered the wave group vedsciThe results showed that an increase
in the temperature resulted in a decrease of theewpoup velocity and vice versa.
Furthermore, external applied loads resulted thatchange group velocity varies linearly
with increasing stress and has a sinusoidal depeedeith the angle between sensor path
and loading direction. Which meant that the wawugrvelocity decreased for small angles,
increased for large angles and varied with a sidasdoehaviour for the other angles
between the propagation path and the loading drecThe effect of temperature and load
can be super imposed onto each other. Experimgrmtiathined wave group velocities with
temperature were within an error of 6% to the aizdl solution and for the FEM results
this was within 3%. In stage two, a representatMe signal, simulating a fracture
phenomenon was emitted from a randomly selectedt.pbising values of wave velocity
measured in stage one, the location of the reptaben AE signal under these conditions
was calculated and errors were determined. It wasd that the location algorithm was not
sensitive to wave group velocities changes duengerature and loads, thus providing an
accurate location of the source within 1cm, forpecsmen size of 65 by 60 cm. The
experimentally obtained localization results welsoasupported with results from a
numerical model that calculated location errorsif@ny locations in and outside the array.
The effects of temperature and load were taken actmunt in the Time Differences Of
Arrival (TDOA) function for a known location. ThegFe®DOA were then fed into a location
algorithm (Geiger’'s method). It was found that lkoma errors due to temperature or load
were within 1.5 cm and were at some areas moreifisgmly affected than at other
locations. The reduced location accuracy of thesecg locations can be related to the angle
dependent effect of load on wave group velocitlesurce locations that have an angle
between most sensors paths and loading directiah fits the largest change in wave
velocity were found to be more significantly afedt The experimental results also
presented problems with threshold selection dutiregexperiments. A low AE threshold
could translate into too much noise in the acqusigmals, which can result in wrongfully
triggering, while a high AE threshold could translainto incorrect group velocity
measurements because a later part of the wavefautdvoe used for triggering. Therefore
the development of an threshold independent triggechanism is a recommendation for
further research as well as investigating the effefic EOC in complex or composite
structures.
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AE
CBM
CTE
EOC
FE(M)
GW

SHM
NDE
NDT
OBS
SHM

SH

Y
TDOA
TOA/TOF

Acoustic Emission

Condition Based Monitoring
Coefficient of Thermal Expansion
Environmental and Operational Conditions
Finite Element (Method)

Guided Wave

Structural Health Monitoring

Non Destructive Evaluation

Non Destructive Testing
Optimum Baseline Subtraction
Structural Health Monitoring
Shear Horizontal wave

Shear Vertical wave

Time Difference of Arrival

Time of Arrival / Flight



Frequently used symbols

p Density

) Angular frequency

At Time step

o Stress

Ao Anti-symmetric natural wave
d;; Piezoelectric coupling matrix
E Stiffness matrix

fh Frequency-thickness

f Frequency

k Wave number

Le Maximum element size of mesh element
So Symmetric natural wave

Vg Group velocity

VL Longitudinal velocity

Vp Phase velocity

VT Tangential velocity
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Chapter 1: Introduction

In order to ensure structural integrity, aircraftistures are subjected to regular maintenance
programs. Early damage detection is preferablehahos to reduce maintenance and repair
costs. However, these regular maintenance progiaased on manual non-destructive
inspection can involve complicated time-consumipgrations impacting the maintenance
costs [1]. Reduction in operational and maintenaoasts of aircraft structures can be
achieved using Structural Health Monitoring (SHMW)ethods, which provide continuous
assessment of structural integrity during servigg Elastic waves travelling inside the
structure can be used for Non Destructive TesthiQT) of the structural health and so are
useful for application in SHM techniques in a réale operational environment. Aircraft
contain many thin walled (plate-like) structurespecially in the skin) which facilitate
propagation of elastic waves, also referred towadegl Lamb Waves. This means that the
waves are guided by the structural elements ofiranaft. These waves can be detected via
arrays of embedded or permanently attached trapsdhatworks in structures. The presence
of damage inferred with the monitoring system ofiegain either the active or passive
mode. The active mode involves actuation and detedf these waves, while the passive
mode involves only detection of the waves dynarjcgénerated from a damage site [2].
These SHM techniques have the ability to assesstthetural health on a real time basis
while the aircraft is in-service, which can posly influence aircraft maintenance
procedures and enable the transition from beingdde driven to becoming condition
based. This can lead to a reduction in the schddolaintenance time, a reduction in
maintenance cost and can help to maintain saféty [2

During its lifetime the aircraft structure facesmyalifferent Environmental and Operational
Conditions (EOC), sustaining fatigue, loads andregre temperature variations. These
conditions also affect the wave propagation indtnecture and the SHM system’s response.
The influence of these EOC on the measured sigeatl io be understood to be able to
correctly detect and localize damage in a real toperational service environment. Load
and temperature have been reported as the mogémtithl EOC on received signals [3-4].
The thesis described in this report is focused maetstanding how loads and temperature
affect the propagation of acoustic waves and thktyabf AE algorithm’s to detect and
localize damage in a structure.



1.1 Research Problem

Environmental and Operational Conditions (EOC)panticular temperature and loads affect
the properties of guided Lamb waves and as suchdhgity to correctly detect and localize
damage in SHM applications. In recent years, retean these EOC in the field of acoustic
based SHM mainly focused on understanding the teffeEOC for the active guided Lamb
wave approach. Furthermore the literature hasowtsied on investigating combined effects
of multiple EOC. Sohn [3] states that environmeiatadl operational variation is one of the
main obstacles for deploying active SHM system ifeservice structures because these
changes can often mask subtler structural charagesed by damage [4].

Less attention has been given to investigate howC Eifect the AE technique. The
advantage of AE is that the recorded signal isr@gticaused by the damage and the EOC
will affect the wave propagation properties. The Agproach has no influence of an
actuated signal as is in the active SHM approatie. dctuated signal makes it difficult to
recognise the part of the signal that is relatedidmage, which is important for damage
detection. Therefore, false positives due to eftddEOC may not be so much of a problem
in AE approach as compared to the active apprddoiever, the waveform of an AE signal
is not a Hanning window, which is optimized to reduhe bandwidth. Therefore it is more
prone to dispersion, which is the phenomenon that wave velocity depends on the
frequency. For localization purposes one constatdcity of the wave is desirable. These
differences between the active and AE SHM appraeastlt that the waveform and velocity
of an AE signal is affected differently to temperat and loads than the active SHM
approach. Gagaat al. [5] have shown that AE signals can be measuredinmplex wing-box
structures. They showed that there is signal coggbietween the spar and the skin, which
enables signal transfer from spars to skin, progdhat the AE technique is effective for
location analysis in complex structures. As such iR promising technique for damage
location analysis. It is therefore valuable to stigate how AE signals are affected by EOC
and how that influences the localization capabiiityorder to assess this technology for a
real time operational service environment. The doatibn of these two techniques in a
hybrid (active-passive) SHM system can potentigllgvide reliable results. To develop a
hybrid system, first the effects of EOC on AE sgstshould be understood to be able to
understand how to combine both systems in one.



1.2 Research Objective & Research Questions

As already stated in the introduction this resegnasject aims to understand the effect of
EOC (in specific; temperature and load) on AE dgreand therefore the objective can be
formulated as:

To understand how and to what extent load and temtye affect Acoustic
Emission signals and damage localization in a sanpktal plate structure
and to assess this technique for real time mompof aircraft structures in
an operational service environment.

Based on the afore mentioned objective, the maeareh question can be formulated as
follows:

How and to what extent does load and temperatufectithe measured
Acoustic Emission signal and the ability to deteud localize damage?

The present study was focused on understandingffeet of load and temperature on the
AE signal propagation and the ability of an AE systto identify and locate damage, both
numerically and experimentally. In order to answe main research question three sub
guestions have been developed and can be statetbas:

1) How does load or temperature affect the propagatioperties of elastic waves?
2) How load or temperature affects the capabilityoiwalize damage of AE signals?

3) How do FEM simulations with influence of EOC comp&p experimentally obtained
results in metallic plates?

To indicate the boundaries of this research prageshort discussion about what is out of
scope will follow now. First of all Ostachowie al. [6] described four factors of effective
diagnostics for SHM. From those four factors thieesis focussed on detection and
localization of damage and not on identificatiorpoediction of damage and future safe life.
Secondly the sensitivity change of the sensor watmperature was out of scope. This
research focused on simple metal plate like strast@nd not on complex or composite
structures. Furthermore, this thesis focused oretfeet of homogenous temperature change
and static loads, all other EOC were not investidasuch as humidity, fatigue etc. Also
damage is simulated by a source and real damageshwaeinvestigated.



1.3 Research Approach

To answer the research question outlined abovechiosen methodology consisted of a
combination of the FE method and an experimentalystThe overview of the work to be
performed has been organized as shown in Figur#&.1.3

1) Literature review on
effect of temperature
andload on wave

propagation

3) Write program for
analytical theory of
effect of Temperature on
Dispersion curves

h 4

2) Obtain experimentally
and representative AE
signals for further

experiments

4) Experimental tests for
temperature and loading
on wave group velocities

5) FE modelling in
Abaqus environment for
temperature and loading
effect on wave group
velocities

6) Experimental tests for
AE signal localization
under temperature and

loading

7 Compare the effect of
temperature and load on
wave group velocities
calculated by analytical
program, FEM and
experimental results.

8) Analysis of waveform
characteristics of

experiments.

A

9) Write matlab model to
calculate location and
calculate locations under
change temp and load.
Compare these results
with experimental results

of AE signals

Input Testing Analysis
Figure 1.3.1: Overview of project scope.

The remainder of this thesis was performed in tistages. The first step in this work was to
perform a literature review to understand the ouretate of the research in this field. More
specifically it meant to investigate the currentlerstanding of the effect of temperature and
load on the acoustic based SHM methods for thinaingates. Also a representative AE
signal has been acquired with a pencil lead brestk(Hsu-Nielson test, [7]).

In the second stage of this work an mathematicalytinal program that incorporates the
effect of temperature on the dispersion curvegpsaduced from the literature to be able to
verify this theory with experimental and FE resuiliee wave group velocities under varying
conditions of temperature and load have been medsaxperimentally in an active
approach. These experiments have been verified theH-E method in the (Abaqus/CAE)
modelling environment [8]. In order to understahd éffect of temperature and applied load
on the AE signals, a homogenous temperature frobn°@l to 70 °C in 9 steps was
considered. At each temperature level, six differsgatic loads were applied that ranged
from 0 to 250 MPa (in steps of 50 MPa). Also a gesf experiment study was conducted
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in order to evaluate the effect of both temperatanmed loads on AE signal localization using
the representative AE signal emitted from a ranttmzation.

Then in the third stage of this thesis the analygis done to compare the result of the FEM
modelling, analytical and the experimental resaftthe change in wave group velocity due
to temperature and load. Also a location algoritf@®eiger's method) has been written to
calculate locations of many simulated sources. ffaeel time from source to sensors of
these simulated sources is updated for the changsave velocity due to temperature and
load. In this way, location errors that were idwoed in the location algorithm due to the
effect of temperature and load could be measuredul® from this program were also
compared to the experimental results obtained.

1.4 Report structure

The remaining part of this report has been strectuas follows. Firstly in Chapter 2 the

results of a literature review about the effectevhperature and load on wave propagation
are presented. Next, the third chapter describesattalytical solutions for the effect of

temperature on the dispersion curves. In this @rgptmperature invariant points are also
discussed. Then, in chapter 4 the test methodoleggxplained, also the details of the

experimental setup and the FE models are discu€depter 5 will present the results from

the changes in wave group velocities with tempeeatund load. Furthermore, experimental
results of location sensitivity of AE signals undemperature and load is provided. Then,
Chapter 6 numerically investigates the localizateouracy under the effects of temperature
and load. Finally, Chapter 7 discusses the cormhgsiof this research and provide

recommendations for further research.






Chapter 2: Literature Study

The current literature study discusses the effaatscurrent problems of EOC (in particular
temperature and load) on guided Lamb waves for $ktMitoring purposes. In recent years,
research into these EOC on the field of SHM hasniyaocused on understanding the

individual effects of several EOC for an activedpd Lamb wave approach. However less
attention has been given to passive approachesai&E. Propagation of waves in thin

plates for the active approach is described by Laalees. For AE in thin plates the 2D

assumption that is made in the Lamb wave theoryatsm be made resulting in the same
physical description of how waves propagate fohbapproaches but with changes in the
waveform. Therefore the effects of EOC on bothvacand passive SHM approaches are
discussed in this chapter. However, the passiveoapp will only be focused on AE. The

literature from the active approach is used to tstdad the AE approach. As discussed in
the introduction, temperature and load not onlge@fthe way in which the wave propagates
but also affects the SHM system sensitivity by effeg the properties of the transducers.

The structure of this chapter is based on how ithreaspropagates through the SHM process.
The active approach for SHM starts with actuatirgjgmal with a transducer while for the
passive approach the signal is actuated by a feagiuienomenon inside or on the plate. The
wave then propagates through the plate to sevarsducers where it can be recorded. After
the signal has been received, post processing stad the analysis of the signal is executed
by establishing whether damage is present in toetste.

The flow of the signal as described above resnlthé following structure of this chapter. It
starts with background information about the curr@pproach how to maintain safety of
aircraft structures, followed by a general introgut to Lamb waves and SHM. Section 2.3
deals with the AE technique and the signal featoffetypical AE signals and Section 2.4
will explain the workings and properties of piezmmgtic transducers which are used for
measuring elastic waves in structures. Sectiond2dls with the effect of temperature and
load on the wave propagation properties in theepfar the active approach. Next, in
Sections 2.6 compensation techniques for the efbéctemperature in an active SHM
approach will be discussed. Section 2.7 discusszdization of damage for both active and
passive SHM approaches. Finally Section 2.8 sunm@srthe main conclusions that are
important regarding the modelling and further paftthis report.



2.1 Background

When aircraft structures are in service damagenéviiable and can occur due to four
degradation mechanisms: fatigue, environmentalgantal damage [9] and overloading. To
maintain structural integrity or in other words #dality of a structure to function as required
[10] a maintenance program is needed. Maintenaacebe defined astle process of
ensuring that a system continually performs itemadied function at its designed-in level of
reliability and safetyby Kinnison [11, p. 34].

There are basically three design paradigms appliedircraft structures: the ‘safe life’,
‘damage tolerant’, and ‘fail safe’ approaches. Titet one assumes that fatigue failure is not
supposed to occur in the design life of a struttal@ment which, is assured by testing a
component for fatigue and replacing it at the ehthis life [10]. Therefore it is also called
‘safety by replacement’. The second approach is dhmage tolerant approach, which
accounts for damage and is based on worst-caggridagrowth calculations, thus ensures
that fatigue cracks don’t grow beyond a certairgter{10]. This approach is supported by
inspection intervals also based on the crack groatih and it is therefore also called ‘safety
by inspection’. Thirdly the ‘fail safe’ concept & damage tolerant approach based upon
multiple load paths. When one load path fails dudamage all the load is taken by another
load path, this is therefore also called ‘safetydbgign’.

Most aircraft parts are designed based on a dan@geant philosophy and therefore
inspections are required in the maintenance progyrdimis takes the aircraft out of service
for its scheduled maintenance check. NDT methods a@ready used during these
maintenance checks. However bringing these mettmds operational environment is the
next step. The maintenance approaches used ddfeype of failure, which can be gradual,
time delayed or sudden failures. The different $ypé failures can be maintained with
different approaches. Such maintenance approacmebe divided into preventive (actions
before functional failure) and corrective maintecaiactions after functional failure) [10].
All these maintenance programs involve complicaiext-consuming operations impacting
the maintenance costs [1] and safety. SHM metha@l® hhe ability to change aircraft
maintenance procedures from scheduled driven tditon based. This will lead to many
advantages: 1) cutting down on period on whichcstines are offline, 2) cost savings and
reducing labour, 3) confidence levels in operatimgstructure would increase, and 4) safety
of the users is better ensured [2]. Therefore ar®space industry addresses an increasing
demand for lower operational and maintenance cbgtgointing to Structural Health
Monitoring (SHM) strategies that can assess thettral integrity during service [12].

2.2 Introduction to Acoustic based SHM

This Section discusses general concepts of acobaied SHM and compares the active
approach to the AE approach, to see how they redagach other.

SHM as discussed in the introduction is a way déckeng and characterizing the structural
damage, and can be described tie ‘process of acquiring and analyzing data from on
board sensors to evaluate the health of a structde, p. 4]. The health of a structure
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relates to the structural integrity which is definey J. Homan asA' measure of the quality
of construction and the ability of the structureftmction as required[10, p. 10]. When the
structural health is maintained the structuralgnitg is also preserved. The effectiveness of
SHM approaches can be characterized according tackiswvicz [6] in four levels: 1)
detection (whether damage exists), 2) locationatiog the damage), 3) identification
(Determining damage type & size) and 4) predictiProviding information regarding the
remaining safe operational time until next rep&M systems can be broadly defined into
two approaches; active and passive approachese lactive approach a signal is actuated bu
the user at a specified time. The signal propagtitesigh the plate and is affected by
attenuation, EOC and the damage. As discussediiosd.?2 it is difficult to distinguish the
effect of EOC from signal changes due to damagectwleads to an increase of false
positives. In the passive SHM approach such ash&Esignal originates from a damage site
in the plate. The signal is then affected by theratation, dispersion and EOC during
propagation in the plate. Detecting damage in do®nded signal in the AE approach does
not require the subtraction of the actuated sigsain the active approach. Therefore any
recorded signal is already due to damage and will be affected by EOC. Therefore the
lack of actuated signal in the AE approach willdea fewer false positives due to the effect
EOC. On the other hand, the type of waves in theve@pproach can be controlled in
frequency content and time of excitation, which adgantages as will be shown later in this
Section. In the active approach the state of thectstre can be also assessed at any given
time but with the passive approach only indicatiohstructural degradation can be assessed
when they occur and therefore this doesn’t givewerview of the current structural health.
Table 2.1 summarizes the previously discussed piiepe of both approaches for
comparison.

Table 2. 1: Properties of both active and passive-B/ approach.

Active SHM approach Passive SHM approach
Measurement of structural health ¢ Indication of damage only during structu
always take place and takes a short timg.degradation, monitoring is continuous.
Recorded signal contains an actuated WIP@COI’dEd signal avecontains possibl
from and possible signal changes from thgignal changes from the damage and EO(
damage and EOC.
False positives may occur because False positives due to EOC are less likel
actuated wave is affected by EOC. occur, due to lack of a user actuated signdl.

Actuated waveform can be controlled. [[Waveform cannot be controlled.

Wave affected by temperature and load.| Wave affected by temperature and load.
Received signal gives overviewthe Received sign. indicatestructural
damage in the entire specimen degradation but it does not give overview pf
. the entire structural health.

Location where the signal is actuated is || Location where the signal is actuated is
the damage location. damage location.




The types of waves that are used to describe thygagation of waves in plates in both the
active and passive approach are Lamb waves. AcaptdiCroxfordet al.[14] Lamb waves
are very useful for SHM: Acoustic waves in the tens to hundreds of kilohexte are
arguably the only detection mechanism that comhbieasonable sensitivity to damage with
significant propagation range[14, p. 2961]

Guided waves (GW'’s) are a type of elastic wavesbse they propagate in elastic mediums
along the path of the structure. Lamb waves areegliwaves that are bounded by two
surfaces and can be divided into longitudinal P-egaand shear waves (Shear Vertical SV or
Shear Horizontal SH). Depending on the distributddrdisplacements two forms of Lamb
waves can be distinguished which are the symmatades, written as¢S S, $...S,, and
the anti-symmetric modes, written asg, A1, Ax...A,, both forms are represented in Figure
2.2.1. The &is also called the extensional wave while theifAcalled the flexural wave,
both are called natural waves.

a) _ ) ) b)
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. /s . 7 \\ / . yd N 4 N # N ’

N g

Figure 2.2.1: Schematic representation of Lamb wavmodes in cross Section of a finite plate; a) syminie
(longitudinal P-wave); and b) anti-symmetric (out d plane SV- & SH-wave) [15].

The guided Lamb waves can be actuated and sen#iegiezoelectric transducers. When a
piezoelectric transducer actuates a Lamb wave &sgimmetric and an anti-symmetric wave
will be sent out simultaneously. The two symmetid anti-symmetric Lamb waves have
their own sensitivities to damage and as such #reyuseful in different applications. The

sensitivity of the natural symmetric mode @rd@pends on the depth of discontinuity and it
is therefore good for measuring cracks. The seitginf the natural anti-symmetric mode or

Ao has greatest sensitivity on the surface of theatbjand can serve as an indicator of
delamination, transverse cracks and layer separatioomposites [6].

Guided Lamb waves propagate large distances ir9lait they are dispersive, which means
that the velocity depends on the material properied the frequency-thickness product of
the wave and plate. This results in dispersion esiref which an example is given in Figure
2.2.2. Because every wave travelling at a partictrtequency has its own velocity when
interpreting the signal it is most convenient tovéha frequency range that is as narrow as
possible (narrow bandwidth). Therefore one advantagt the active method has over the
passive method is that using a narrow band cannmzgi the dispersion, and for example
this can be achieved by applying a Hanning windblis window combines a carrier wave
and modulation wave into a wave packet as indicaitédigure 2.2.3.
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Figure 2.2.3: Wave packet as a superposition of a carriavave and a modulating wav; a) carrier wave
(frequency = 325 kHz);b) modulation wave; c) wave packet (Hanning window) d) 3 wave packets with enveloy.

Waves in general have phase and g-velocity, which are especially recognizable in we

packets. The phase velocity is the speed of theithéal frequency components, and it ¢
be calculated with:

A
py=to® 1)

Wherel, w, T and k are the wavelength, angular frequenaye tperiod an wave number
respectively.The group velocity is the speed at which a waveéeiafgroup of frequencie:
travels, or in other wordshe group velocity is the rate at which the vaoias in amplitude
of the wave propagate through sy [16], mathenatically it can be calculated:

a
vy = o (2.2)
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The group velocity is used for measuring the Tinid=l@yht (TOF), from which the distance
travelled or the velocity can be calculate by ughmgbasic formula for isotropic materials:

t=— (2.3)

Where t, d and yare the TOF, the distance travelled and the pmtpay velocity (group
velocity) respectively. One aspect of propagatirayes apart from dispersion is attenuation.
Attenuation is the decrease in amplitude of a wawle propagating. During this
propagation in a plate the energy is constantlweded back and forward between kinetic
and elastic potential energy, a loss in this cosieer results in decrease of the amplitude
[17]. According to D. Egle in [18, p. 91] there a@veral sources that can cause attenuation.
Firstly, there is the geometric spreading becabhsewave spreads in all directions of the
plate and therefore the energy of the wave is dividver a greater area the further it travels.
Secondly, there are energy loss mechanisms suitte a®nversion of mechanical energy to
thermal energy (due to internal friction). Thirdlthere is dispersion that can lead to
attenuation and finally there is scatter and diticn, which can occur at complex
boundaries and discontinuities. Fourthly, there bana loss of the signal at the structure
sensor interaction, the sensors itself, in the DAtguisition system or during post
processing of the signal can also lead to losgyobs

2.3 Acoustic Emission

This Section discusses AE waves, how they origiaatetheir characteristics. AE is defined
by the International Organization for StandardmatiISO) as: & class of phenomena
whereby transient elastic waves are generated bydpid release of energy from localized
sources within a material, or the transient wavesgeneratetl[19]. Other names for the
same phenomena are: stress wave emission and se@mic activity. AE waves have
measurable amplitudes for a frequency range oftalf@fukHz to 400 MHz [9] [20].

AE signals are excited during fracture phenomenthénmaterial [20]. There are several
sources of AE but 80% of the signals are emitted sesult of events near the crack tip [21]
[22]. Sources of AE in metals are due to the itigia and growth of cracks, slip and
dislocation movements, melting, twinning, and phasasformations. Gagast al. [23]
classified the AE sources associated with cracks tinree groups. The first is related to
crack extension. The second group is plasticithatcrack tip resulting in emissive particle
failure (e.g. non-metallic inclusions) at the onigif the crack tip. Since these particles are
less ductile than the surrounding material, theylte® break more easily when the metal is
strained, thus resulting in an AE signal [20]. Thyr events such as fretting at material and
crack surfaces which are related to the rubbingratk surfaces and slip failure can cause
AE signals.

Once damage/fracture occurs, the released energyatslated to elastic wave that

propagates through the medium. Because this répmrses on thin plates, it is assumed that
the AE waves in our study propagates as a guidee waough the plate. The shape and the
frequencies in the moving wave packet do not fomoptimized signal as in the case of an
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active Lamb wave signal, and so the AE signal isentispersive as compared to a Hanning
windowed burst signal. In the AE technique the pé&ectric sensors of SHM system are
constantly listening to the structure, once a semsceives a signal that is above a pre-
defined threshold it starts recording. With TDOAthwals the location can be calculated,
this will be explained in more detail in a latercBen. The signal generated by AE is

between 50 and 300 kHz as can be seen in the fieguspectrum of Figure 2.3.1. The

frequency spectrum may well be different in eagmnal which is why a broadband sensor
should be used. The non-linear sensitivity overftagquency range of most sensors should
be accounted for.

i I i i L i I i
u] a0 00 150 200 250 300 350 400 450 500
Frequency [kHz)

Figure 2.3.1: Frequency spectrum of typical AE soure of pencil lead break:

Gagaret al. [5] has shown that AE signals can be measurednmptex wing-box structures.
They showed that there is signal coupling betwdengpar and the skin, which enables
signal transfer from spars to skin. This showed tia AE technique is effective for location
analysis in complex structures. As such AE is amsog technique for location analysis.
The velocity of wave depends on the frequency arckmess of a wave and plate, but also
on temperature and load. AE signal are dynamicahgited across a wide range of
frequencies and their propagation characteristicghase frequencies will be affected
differently due to temperature and load, and tleffeets will be described in more detail in
later parts of this chapter. Understanding howehefects affect the signal propagation is
important in order to determine how to localize dgeusing AE.

Gagar in [9] showed that during a life cycle ofatigue crack the moment of excitation does
not only occur at maximum stress levels as caneka rom Figure 2.3.2 which shows the
distribution of AE signals with cyclic stress. Thinglicates that various sources produce AE
signals at different lengths of crack growth, whelmows the potential to measure crack
length of different sizes with SHM applications.

! Data for Power spectrum of typical AE source byqidead break tests is obtained from D. Gagaaf@eld
University).
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Figure 2.3.2: AE hit density in loading cycles [9].

2.3.1 Parameters of AE burst signal

The AE burst received at the sensor is charactétimea rapid increase to the maximum
amplitude and then a near exponential decay tdeted of the background noise [24] as
illustrated in Figure 2.3.1. This signal can be cdéed according to a set of signal
characteristics. Some of the most common charatiteyiare the following and come from
ISO 12716 2001:

Hit & Event: One can speak of a ‘hit’ when a measured sighegeds a threshold, where
one waveform corresponds to one hit. The waveforastmot be confused
with individual waves that make up a waveform. Aer@ can be described as
the source of a signal; one event can lead to phelthits because every
sensor can receive the hit and its reflection@xiperimental setups the signal
is measured for an indicated time after the thrieshas been reached.

Count: The count is the number of times a signal excéedthreshold, in Figure
2.3.3 nine counts can be observed. Another forrftaint’ is the ‘count to
peak’, which is the number of times that a sign@eeds a threshold until the
peak of the signal is reached.

Amplitude: Amplitude is the magnitude of the received signal.

Rise time:  The rise time is the interval from the triggeritige of the AE signal to the
time of peak amplitude.

Peak-
amplitude:  The highest amplitude in the signal envelope.
Enerqy: Energy is the area under the envelope of theasig

Duration

Rise time
<

Amplitude (dB)

Threshold

INwweV.Tivilin in T i pn
UU\J\]UUVUV \/\/ Y

Count

HEESS789
«—>

>
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1
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Figure 2.3.3: AE signal parameters [20].
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2.4 Transducers

Piezoelectric transducers are often used for amobsised SHM because they can both
receive and send guided Lamb waves and are thereftmal for active and passive
approaches for SHM. A transducer is a general famany sensor or actuator, but all three
names are often used in the literature. Piezoaettemsducers are lightweight and easy to
apply and are therefore often used in acousticch&¢M systems [2]. This Section will
discuss the working principle of piezoelectric sdncers and how it is influenced by
temperature and load.

Piezoelectric transducers are built from ceramitenms that have a piezoelectric effect as
originally described by Jacques and Pierre CurE880 [25]. The piezoelectric effect relates
to the generation of mechanical strains due tamtat charge and conversely the generation
of electrical charge due to mechanical strains. Pplezoelectric effect is caused by the
crystal structure of the material. On a nano-seatdarge distribution is created due to the
positive and negative ions in the crystal structi#@]. A medium contains many small
domains with different charge orientations. Wheplgpg an electric field these domains
align in the direction of the electrical field. Bhiesults in a polarized material as shown in
Figure 2.4.1. When removing the electrical fieloe ferromagnetic domains will not move
back to their original directions but will move tead to a domain formation that has a
minimum state of energy that is close to the dioacof the electrical field [26]. This effect
results in hysteresis loops in the electrical figketsus polarization relation as shown in
Figure 2.4.2.
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Figure 2.4.2: A typical hysteresis loop, electricdield vs. polarization [27].
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When deforming the material once the material leenpolarized will lead to a deformation
of the crystal structure and therefore a changeharge. The inverse is also true because
when applying a charge the crystal structure wamedapt to the charge and so this results
in a material deformation. This piezoelectric effean be described by a set of strain-charge
constitutive relations (Strain-charge form), whasie given in tensor form by [27]:

Sij = SiEjkal + dkjiEk (24&)
D; = dy Ty + €l Epe (2.4b)

Where S, T, E, Df are the strain, stress, electric field, electf@arge tensors and the
temperature variation from ambient temperature eetdeely. s; ;. is the compliance tensor
that couples strain per unit stredg,; andd;,; is the piezoelectric coupling tensor in two
forms (one of the forms is the transverse of th)fic;, is the permittivity matrixg;; is the
Kronecker delta. This formulation can also be wntin three other forms that relate the four
field variables in different forms [28].

To measure guided Lamb waves under temperaturesta@ss the constitutive relations of
piezoelectric materials can be reduced to a fdwah telates stress to charge. This means that
there is no electrical potential applied. The riésglformula can be found in relation 2.5.

Ty

T,
Dy dq11d12d13d14d15d16 T
{Dz}:= [d21d22d23d24d25d26] 7? (2-5)
Ds d31d32d33d34d35d36 T:

Te

The piezoelectric coupling matrix contains manygewhich is the result of the direction of

polarization. Piezoelectric materials can be pa&tiin many directions leading to several
different possible motions. SHM techniques gengrale piezoelectric transducers that are
polarized along the thickness direction. This Hesadvantage that the properties in all the
directions in plane will be the same, see Figu#e32for an example of such a sensor. This
means that this type of sensors actuates and nesaguided Lamb waves with the same
sensitivity in all direction in the plane of theaps.

I 1 poling

Figure 2.4.3: Through thickness polarized piezoelétc transducer.

This polarization through the thickness leads &ftlowing piezoelectric coupling matrix:

0 0 0 04dys0
d31ds3;dszz 0 0 0
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It is common for the manufacturer of the piezoelecteramics to provide the material
constants. It is often the case that due to thetallpgraphic arrangement of the material,
ds1 = dsp and ds = by [29]. Raghavaret al. in [30] investigated the bonding layer of
piezoelectric transducers for a temperature raf@« to 150°C. They concluded that the
Epotek 353ND is a suitable bonding agent that da#sdegrade under thermal variations
(the sensor amplitude and the shape remained wifteimargins of error).

2.5 Wave propagation with EOC

Propagation of waves can be described by velociilps of the dispersion curves as has
been as has been discussed in Section 2.2 andgatkd in Figure 2.2.2. These curves relate
the frequency-thickness of the wave and plate coation to the speed of the wave and
thereby describe the way the wave propagates. Rdwyt describing the wave propagation
of Lamb waves in isotropic media without EOC wataleléshed in 1917 by Horace Lamb
[31]. In the active approach a Hanning window camrew the amount of frequencies to a
small band and so the velocity of the wave candmeided. AE signals are dynamically
excited across a wide band of frequencies whiclpaate at different velocities according
to the dispersion effect, which makes it diffictdtpredict which velocity the wave has. The
wave velocities are affected with temperature aadl| This Section therefore focuses on the
previous research conducted on the effect of teatper and load on the dispersion curves.
It is divided into three sub- Sections, firstly tbiect of temperature is discussed, followed
by the effect of loading and finally a combinatitboth is considered.

2.5.1 Effect of Temperature on Lamb Waves

Thermo-elasticity can be defined as the way in Whi@ve speeds change with temperature.
Leeet al.[4] experimentally observed that the effect of pemature change on an aluminium
plate is so substantial that it outweighs the digiteanges observed when damage is
introduced and analysed with an active system. Higy found no presence of hysteresis
effects between heating and cooling steps. Ondeffitst to analytically investigate the
effect of temperature on guided waves performe&hbgrmaet al. [32] who developed an
analytical theory that included a separate termtlier effect of temperature in the thermo-
elastic constitution equation, however all the mateproperties were assumed to be
constant.

Konstantinidiset al. [33] experimentally investigated an aluminium pland showed that
temperature has an effect on time shift and frequehift. Time shift can be attributable to
three phenomena, firstly, there is the thermal egjga/contraction of the specimen, which
changes the propagation distance, density andnbssk secondly, there is the change in
Young’'s modulus that affects the propagation pridpeiof the wave and thirdly there are the
temperature induced changes in transducers andbbeds that can results in delay of the
signal. The effect of transducers and the bondbeaminimized if adhesives and transducers
are carefully selected. A frequency shift of a maxm value of 135 Hz was measured over a
temperature range of 10°C. This frequency shiftsdumvever have very little effect (-55dB)
on the change in propagation velocities and isefloee not so significant when compared to
the effect of changes in Young’s modulus (-26 dB&d.0 °C temperature change). In Figure
2.5.1 the effect on the signal of four effectshiswn for a 10 °C temperature difference. It
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shows that the effect of change in thickness awogaggation distance on frequency shift is
very small. The Figure also shows that the Youmngpslulus has the most significant effect.
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Figure 2.5.1: a) Error with temperature variation (T, is 25 °C) due to; 1) change in plate thickness; 2hange in
propagation distance; and 3) change in Young's modus. b) Error caused by frequency shift [33].

Raghaveret al. [30] investigated the effect of considerable terapge variations (20°C -
150°C) on Lamb wave propagation for the use of GM3n spacecrafts. They reason that
Young’s modulus, piezoelectric properties, therragpansion; damping and pyroelectric
effects are influenced by temperature, however thrdy investigated the first three effects.
Thermal expansion can be calculated when the Ckiaaen and very small. The other two
effects are represented in Figure 2.5.2 where fbeoplectric properties change by a
maximum of 7% over the temperature range whereas dlastic properties change
significantly over the given temperature rangethie same article [30] it was concluded that
the amplitude drops significantly with temperating there is negligible shape distortion.
Damage detection of a half-plate thickness indartawith temperature compensation was
very difficult above 80°C but a through thickneséehwas detectable at all temperatures.
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Figure 2.5.2: Young’'s modulus of aluminium alloy 7@5 (static) with temperature, alloy 5052 (dynamicj30].

Gandhiet al. [34] investigated the effect of temperature ondispersion curves by using a
perturbation theory, which amounts to an approxiomaof reality. Dodson [35] states that
until 2012 the majority of the analysis of thermeffects on dispersion curves was
numerically and empirically based. He therefore estigated how dispersion curves
analytically change with temperature over a largege of frequencies. In a later article
Dodsonet al. [36] extended the dispersion curve theory of Heraamb by including the
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effect of temperature in the equation of motion aslo acknowledging the effect of
changing young’s modulus with temperature. Theyewahle to use this approach because a
change in temperature will expand / contract thessate in all directions, the properties
remain the same in all those direction and theeefeotropy can still be assumed. They
developed the change in velocity for a range ofpeeratures as can be seen in Figure 2.5.3.
The Figure shows that two temperature invarianhgsoexist for a frequency of 2.642 and
3.251 MHZ-mm. In theory these points have a consgmoup velocity for varying
temperature conditions. These invariant pointsifayhe frequency-thickness area where
higher modes occur therefore these two points ateeally applicable when limiting the
frequency range to natural modes.

Sensitivity of Phase Velocity

Sensitivity of Group Velocity
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Figure 2.5.3: Normalized Sensitivity of a) phase \ecity b) group velocity [36].

2.5.2 Effect of Load on Lamb Waves
Acousto-elasticity can be defined as the changdastic wave speeds with stress [37]. This
Section discusses previous research into the azelesstic effect on the dispersion curves in

plates.

Gandhiet al.[38] were one of the first who investigated thieeff of uniaxial stress on Lamb

wave propagation. They numerically simulated angkeeimentally verified how the effect of

stress on plates affects the propagation charatibarof the received signal. They concluded
two effects, which are changes in strain and tloeisto-elastic effect. The strain affects the
dimensions, which in turn influences the transdulistance and the acousto-elastic effect.
The strain makes an isotropic plate anisotropi@pylying load and so the propagation of
waves becomes directionally dependent. Thereforgetwerate a theory describing these
effects the Christoffel equation for anisotropic di@eis used, which is mathematically

described as:

(pw?8im — Cigimkik)upm = 0 (2.6)
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Wherep, w, ki, k; are the density, angular frequency, wavenumbé&rand wavenumber in

| respectively.u,, is the displacement in nt;,;,, IS the elasticity tensor andl,, is the
Kronecker delta. The variation of phase velocityeésy close to linear whereas the angular
dependency closely fits a sig(Rcurve. The absolute value of these results cadijhae
generalised because it depends on the frequen@y.fdliow up article by Michaelst al.
[39] the effect of stress compared to damage waererentally demonstrated and they
concluded that signal changes from considerabldslaae significantly larger than those
from damage (in this case with a mass). They tbesebdvocate that damage detection,
which rely upon signal change coefficients, areslifkto fail in the presence of loading
variations.

Gandhiet al.[37] also studied the effect of bi-axially stredg#ates. The already developed
theory to predict Lamb wave propagation was agaedufor initially isotropic plates in
biaxial applied stress. They merely verified thedty by means of a uni-axial test, but stated
that the directional effects of both uni-axial lsazhn be superimposed on each other. Once
again as in their previous research, they concludatphase velocity changes linearly with
increasing stress and that it has a sinusoidalrdkgree with the angle between sensor path
and loading direction for a single frequency as banseen in Figure 2.5.4. The angle
dependent profile also results in a loading invar@oint around 27 degrees for thergode
under uni-axial loading for an aluminium 6061-T@tpl They also investigated these effects
under changing frequencies, which is shown forAhenode and §mode in Figures 2.5.5a
and 2.5.5b respectively. It can be seen that ®iQmode the angle under which the loading
invariant point exist decreases when the frequéhicjkness increases. However this seems
to stabilize at 45 degrees when the frequency-tieisk goes above 4 MHz-mm. For thg A
mode the has an isotropic change in phase velsditiea frequency-thickness product of
0.187 [MHz-mm], which means that there is stillege in wave velocity with temperature
however there is no angle dependent change in waleeity. It is important to note that the
group velocities were not calculated by these astho
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Figure 2.5.5: Change in phase velocity versus fregacy in aluminium under 100 MPa loading
at various angles; a) gmode; b) Ay mode [37] [40]. [39]

The theory seems to follow the same trend as tperarental results that Ganddti al. [37]
produced, however they only experimentally focusedsignal change coefficients and
change in phase velocities. They reason that difiezs between theory and experiments are
related to difficulties in accurately obtaining rthiorder elastic constants. Le¢ al. [41]
compared experimentally the anisotropic effect ppled loads on the direct arrivals of
various Lamb wave modes for the phase velocityamdpared those to both the theory and
to the isotropic effect of temperature. They codeldhat ‘results are in good agreement
with theory and time shifts caused by applied loadsof the same order as those caused by
temperature changes and cannot be ignored in timeegd of structural health monitoritig
Leeet al.[41, p. 181].

Songet al. [42] investigated the effect of the pre-stresskadepwith piezoelectric transducer
interaction to GW propagation. They are the ficsinvestigate both tensile and compressive
stresses. They observe increasing phase velogifibsincreasing tensile stress and vice
versa for the compressive case for themfode. However, they only look at the change in
phase velocity for the direction in line with treatling and therefore they don’t observe the
anisotropic effect described by Ganeébal.in [37].

To compensate for the anisotropic effect of loadBig et al. [43] developed an inverse
method based on the theoretical work of Garethal. [37]. The inverse method estimates
applied loads from observed changes in phase veléwi propagation paths at multiple
angles. The method cannot meet the accuracy dhggeuges. They reasoned the main
advantage of the inverse method is the lack ofteadil sensors. This method was not
applicable when multiple EOC occur simultaneousgduse the observed changes in phase
velocity were the result of all EOC and not onlgdo
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2.5.3 Effects of both Temperature and Loads on Lamb Waves

The literature addressing thermo-elastic effectsudised in the previous Section shows that
homogenous temperature variations influence: expaftontraction of the substrate,
piezoelectric properties and so the dispersionsesurThe literature addressing acoustic-
elastic effects shows that pre-stresses affectéfiermation of the substrate, piezoelectric
properties, the dispersions curves and it addilipmaakes the substrate anisotropic which
means that properties of the wave depend on teetatin of propagation.

Until now this Section has separately discusseddbearch that has been carried out on both
temperature and load effects on dispersion cuiveshe writers knowledge so far there has
been only one researcher, Dodson [35], which fealss combining both effects into one
theory. Dodson starts with the theory developed@andhiet al. [38] that describe the
dispersion curves with pre-stresses, he then use<hristoffel equations for anisotropic
media. The analytical work, which has been develdpe isotropic media, is rewritten for
anisotropic media. Then these two are combinedargmgle theory, which results in a new
thermo-acoustic-elastic tensor, which describes di@nges in acoustic-elastic behaviour
with temperature.

2.6 Compensation methods for effect of Temperaturmactive approach

The literature describes that the major EOC is tyatpre, and therefore researchers have
developed several compensation techniques, whitthhevidiscussed in this section. These
methods are however only applicable to the actidM&pproach.

Baseline subtractiorinterpretation of raw signals might be very corogled because of the
multiple reflections found in complex aerospaceicttires. To avoid this interpretation of
the raw signal baseline subtraction techniquescanemonly used. One major drawback is
that significant signal changes be created duegX@ Buch as temperature and loads. Lowe et
al. [44] state that the ideal amplitude level of tiesidual signal after baseline subtraction
should be close to -40 dB relative to the amplitatithe first arrival because reflection from
defects are likely to produce levels of -30 dBawér.

Optimal baseline subtraction (OB3)his approach uses multiple baselines for everg E®
reduce the error with that specific EOC. A probleith OBS is that multiple EOC require a
baseline for every combination of the EOC. Thisl|wilcrease the set of baselines
increasingly faster with every factor that needsdlen into account. Konstantinidis et al.
[33] state that memory is becoming very cheap tliess and is therefore not the limiting
factor for this approach.

Signal StretchSignal stretch is an approach that dilates theasigo that it matches the
reference baseline signal. Uniform temperature glaesults in a change in wave velocity
and a expansion/contraction of the structure itSgie signal stretch strategy compensates
for these effects by applying an inverse dilatiohe time axis of the current signal and then
subtracts the baseline signal. When dilating theetaxis the individual wave packets are
also dilated which results in a frequency shifywbwer this frequency shift does not occur in
reality [45]. The frequency shift can be rathemngdigant for large temperature variations but
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compensation is not necessary when OBS is applieetefore the time-stretch model is not
generally true [46]. Croxford et al. [14] assumattkemperature causes a shift in time of
arrival of the signal. Starting with formula 2.3rfthe TOF, which is t = dfv and
differentiating it with respect to temperature lgao:

L322 (2.7)

The t,6, d and y are the time, temperature, length of the platethrdgroup velocity. The
relation between distance and temperatuﬁ;% s ad wherea is the Coefficient of Thermal
Expansion (CTE). They assume that the relation éetwwave velocity (due to changes in

. . @ . .
stiffness) and temperature can be wrltte%;és: B . This together result in:

st=2 (a - ﬁ) 5T 2.8)

Vg

With this method they calculate errors betweenlihseline and thermal variations in the
presence of damage.

Several different signal stretch approaches haea lbdeveloped: 1) Optimal Signal Stretch
(OSS): this approach is an optimization strategyfifaling a scale factos that minimizes
the squared error between a baseline and a meagat®d?) Local Peak Coherence (LPC):
this approach is an estimation technique basedoprogimating a stretching operation as a
series of time-dependent delay operations. 3): eSleslariant Correlation Coefficient
(SICC): This is an approach to optimize a scaléofadike OSS. This last approach is faster
than the other two.

Wilcox et al. [47] conclude that when signal strets used a subsequent time shift may also
improve the performance (especially convenient wéemsor properties change with EOC.
Croxford et al. [48] repeat the same research &sgdd conclude that a combination of both
OBS and BSS is a practical solution to temperatcoepensation. However these
approaches discussed above are still applied tp thiel effect of temperature. Other EOC
introduce more effects that need to be compendsatedmaking it difficult to find one
method that can compensate for all effects. Theseto current problem for the active
approach is to find new methods that can comperisathe effects of multiple EOC so to
be able to find the signal changes due to damage.
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2.7 Damage localization

Section 2.5 discussed the effect of temperature laad on the wave velocities in the
dispersion curves. The change in wave velocitidsimpact the location algorithms and so
the accuracy of the calculated location. This ®ectwill discuss damage localization
approaches for both active and passive approadippsoaches differ because for the active
approach the location is known where the signalcisiated, while for the AE approach the
location is unknown. This Section is divided inttsub sections; first localization methods
used in the active approach are discussed to uaddrdhiow temperature and load affect
localizing the damage. Then secondly damage |adadiz for the AE approach is discussed.

2.7.1 Damage localization for the active GW approdc

Damage localization with the active approach isedagn extracting time of arrival. The
actuated signal starts the recoding and by compaitie time difference between the
actuated and signal and received signal the TOAbeaobtained, which can then be used to
perform the localization. Mostly one point on thawsform is used for calculation of the
travel time of the wave (more often called Time Afival TOA). This point is often the
peak value because the Hanning window is focussedefrequency and the peak value in
the waveform is a stable point.

Damage localization for isotropic media which ac¢ affected by temperature variation or
loading can be calculated with an ellipse methagheated by Konstantinidist al. [33]. A
subtracted time signal éan be used through the following formula to gateemtensity;lof
damage at every location:

L(6y) =f, (t _ J(xt—x)z+(yt—y)2+J(xr—x)2+(yr—y)2) 2.9)

Vg

This will lead to an ellipse of the maximum integsivhere the foci are thd" jtransducer
pair. Where (X, y) is the coordinate of the imagep fi(t) = the subtracted time series;, (x
yy) are the coordinates of the actuator andy are the coordinates of the receiver agtsv
the group velocity of the wave. In order to locdégects, the crossings from the ellipse from
each transducer pair indicate potential locatidrdamage. This can be done by summing up
the intensity of the ellipses of all the transdygairs:

I=3" 1 (2.10)

Where n is the amount of transducer pairs availablthe array of transducers. Damage
localization in materials that are anisotropic doere-stresses (or in composite materials)
result in an angle dependent velocity profile, vahioakes it difficult to select one velocity

for the location algorithm. For anisotropic matésithe ellipsoid becomes angle dependent
and so the ellipse shape transforms into an ireegiape dependent on velocity profile and
the frequency-thickness of the material. Metllal. [49] extended the ellipse method for this

anisotropic behaviour. They recognise that the fratim the actuator to the damage and the
path from the damage to sensor are susceptiblgfépesht propagation properties as can be
seen in Figure 2.7.1a. The group velocity of batthp depends on the angle, frequency-
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thickness and EOC. Therefore the total TOA is etu&he sum of travel time from actuator
to damage and the travel time of damage to sensihematically this is:

TOA = TOA + TOA, (2.11)

By filling the geometric relations of formula 2.1J&hd 2.13 into formula 2.11 result in
formula 2.14 which can give a solution for the upjpngle of Figure 2.7.1a:

sin (6>) _ sin(63)
TOFycgr(fd 61 +T,EOC) L (2.12)
sin (6,) __sin(63)
TOFyCgr(fd,~0,+T,EOC) L (2.13)
. o
TOF sin (r — 6, — 05 = L sin(6,) Lsin (61 (2.14)

cgr(fd,01+7,EOC) ~ cgr(fd,m—6,—7,EOC)

This relation contains two variables and cannot dedved analytically; hence it is

transformed to an error function, which has to benerically solved for zero. The new
relations formula 2.12 to 2.14 result in non-elbpt curves as a result of the anisotropic
wave propagation in a plate, this can be seengarki2.7.1b.
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Figure 2.7.1: a) Schematic for damage localizatioim anisotropic plate-like structures [49]; b) Non-dliptical curves
as a result of the anisotropic wave propagation ithe plate [49].

This approach requires a priori knowledge how wsetcities change with the angle,
demanding better knowledge of the effect of tenjpeeaand load on the group velocity.
This method can improve localization however itasnputational expensive and the a priori
knowledge of the changing wave velocities will affee unknown because the strength of
the EOC can vary freely, therefore this is not ideareal time monitoring.
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2.7.2 Damage localization for the Acoustic Emissioapproach

The passive approach (such as AE) is based onghal grossing a predefined threshold to
start the recording after which it is recorded daspecified amount of time. This means that
the AE signal can actuate at a certain momenmie,tafter which it travels and reaches the
sensors, which will start the recording once theeghold is crossed. This approach will
result in Time Difference Of Arrival (TDOA) of thérst hit signal with respect to all the
other sensors, from which a location can be caledlaVhen the wave has been generated
damage localization can be performed in two st&ps.first is to establish the arrival times
and the second is to locate the damage from thaselatimes [50], which requires
estimates of wave speed [9].

To obtain TDOA a reference point in the waveforrowdd be used to calculate the TDOA.
The reference point in the waveform taken for thigsually the first threshold crossing, but
also the peak amplitude can be used. Both have ddgantages and disadvantages. When
measuring an AE wave the first threshold crossiaig loe influenced by attenuation of the
signal, which can result in longer TDOA than inlitgaOn the other hand, peak amplitude
changes with dispersion and attenuation and idylitee be less stable than using the first
threshold crossing. This is because the peak amplitan shift more due to an AE wave
packet containing many different frequencies thakenup the wave and each frequency has
its own speed [50]. Once these TDOA have been mddaiocalization algorithms can
calculate locations of the source. Current apprescire limited in use because they all
assume a constant group velocity. In a 1-D cageTIOA can be calculated with formula
2.15.

d; = %(D-Atw) (2.15)

Where ¥,’ is the group velocity of the wave, ‘D’ is the tiace between the transducer pair,

‘d;’ is the distance from the source to the closestslucer andAt’ is the TDOA measured
at both transducers, this can be seen in Figurg.2.6
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Figure 2.7.2: Schematic for one dimension localizan using TDOA.

The relations for 2D localizing damage in isotropiaterials are given by formula 2.16-2.18.
The distance between two points in a 2-D planexpgessed by formula 2.16 and can be
extended to 3-D. The TDOA method in the AE approamplicates localization.

di® = (x; —x)% + (v, — y.)? (2.16)
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Each TDOA is a difference in distance to the tracgd relative to the distance to the first hit
transducer, which mathematically can be expressed a

d;—d
At =t —t; = —

(With 2< i < # of transducers) (2.17)

When combining formula 2.16 and 2.17 it results in:

Va2 + 0=y )2~ G =22+ 71—y

Vg

Atl=[

(2.18)

Where ¥;’ and ‘y;’ is the unknown location of the source;*and ‘y;’ is the location of the
sensors, ‘d is the distance from the source to sensor ‘i, i¢ the travel time from the
source to the sensor that received the first siinalther words the closest sensor) affl °

is the travel time to the remaining sensors. THeerdince between; — t;is the TDOA.
Equation 2.18 has two unknowns and therefore thregesducers are minimally required to
solve it, but four and five transducers can be usedbtain less ambiguous results [51].
When more than three sensors are added then andetemined system of relations is
obtained and a regression analysis such as leaatesymethod can help to solve it.

Ernst and Dual [52] introduced a new approach ¢tatil® AE sources in 2-D with one sensor
through a numerical approach that uses the disgersature of guided wave in a time

reversal simulation approach. This method can bepcadational expensive and therefore not
ideal for real time monitoring. They state that dese this approach uses the entire
waveform it has the potential to be more accurtadam [TOA/TDOA methods because of an
uncertainty principle making it difficult to exagtlocalize a signal in both frequency and

time-domain.

2.8 Analysis of Literature study

EOC such as temperature and load can affect thdeedunvaves in SHM systems. Signal
changes due to these EOC can be more significantthtie signal changes due to a defect for
active approaches, which make it difficult to deéteignal changed due to damage. Several
attempts have been taken to develop methods to exsape for temperature effects.
However, methods are still limited in applicatioechuse they require large amounts of
baselines. Furthermore there have not been attetnptempensate for combined effects
from temperature and load. This is affecting impatation of active SHM approach for real
time monitoring in operational environment. AE agarhes do not require compensation
methods for distinguishing signal changes due toaadpge because the signal is actuated by
the damage. However, for localization effects ofE§hould be understood.

There have been several studies to identify thevichahl effects of temperature and load.
Temperature influences many properties but mosifggntly impacts the stiffness, density
and thermal expansion coefficients. The stiffnass density changes directly influence the
lamb wave relations resulting in changes in vejoaitith temperature. Other studies
investigated the effect of load on Lamb wave prapiag. Load affects the local stress
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distribution and the distance between the sen3drs.stress distribution makes a material
anisotropic and wave velocities become directialegendent and change linearly with load,
however these results have not experimentally beenfied for the group velocity.
Furthermore, these effects of temperature and leae been investigated for the active
SHM approach. However, for the passive approach sascAE, the effect of EOC can be
very different because there is no actuated sitral needs to be distinguished for signal
detection. The combination of these two techniqneshybrid (active-passive) SHM system
can potentially provide reliable results.

To develop a hybrid system, first the effects ofE@n AE system should be understood to
be able to understand how to combine both systenmne. Therefore understanding the
impact of EOC on the acoustic emission approaclsf¥ is important to be able to assess
this technology for real time monitoring in an og@wnal service environment.
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Chapter 3: Analytical description of effect of Temgrature on Lamb waves

The literature study showed that temperature is) s&e one of the largest effects on
propagating waves. Furthermore, the theory developg Dodson & Inman is not
experimentally verified. Therefore this chapter aldges the analytical modelling of the
effect of temperature on the dispersion curvesalaminium 2024-T3. Section 3.1 starts
with the analytical relations from Dodse al. [36], which describes the dispersion curves
with temperature and how these curves have beaeddkratively. Section 3.2 discusses
the changes in material properties with temperat8extion 3.3 gives the results of the
changes in wave speed with temperature. Then lizigter ends with Section 3.4 which will
focus in more detail on the temperature invariann{s that were described by Dodson and
Inman [36].

3.1 Isotropic thermo-elastic Lamb wave relations

The derivation of the isotropic thermo-elastic lamdwve relations are based on the equation
of motion as a function of temperature in combratwith the continuity stress/strain
equation. The mathematical derivations of theseatgus are beyond the scope of this
research study. However, the presented formulatidhis Section can be used as the basis
for a dispersion curve equation as a function wigerature.

Dodson and Inman [36] have developed the Lamb wale¢ions for free infinite plates with
homogenous temperature changes; statéd@st) = 6(t)). Because the plate thickness is
very small compared to the other two dimensionaglstrain is assumed. The starting point
for these relations is the equation of motion, Whitathematical can be expressed as:

(A(8) + n(8))VVi(x, t) + u(O)IVAu(x, t) = p(0)i(x,t) (3.1)

Here 0 stands for the absolute temperature [°K], aié), 1(8), u(6) are the temperature
dependent mass density, and the two Lame’s elasimuli respectively. Furthermore the
variableu(x,t) symbolizes the displacement vector. Using a Heltmldecomposition for
the displacement vector two differential equati@me obtained for the translational and
rotational parts of the equations. The solutiongsheSe equations can be inserted into the
constitutive relation that relates strain to stnebsch takes the effect of temperature change
into account, this can be written as in formula Jis formula is obtained from Ignaczek

al. [53].

0;j(X,t) = 2(0)Syx (%, )8 + 2uS;; (%, t) — (3A(0) + 21(0))ay6;;0(x,t)  (3.2)
In this formula, the symbol§;;(x,t), 0;; (X, t), a, §;; stand for the strain, stress, isothermal
thermal expansion coefficient and the Cronecketadeéspectively. The linear strain
displacement relations can be written as:

Sy ) =3 (& 0) + T, (% 1) (3.3)
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Applying the boundary conditions of the top andttot surfaces of the plate (where the
stress is zero) to the longitudinal- and shearsstrelations lead to two equations that should
be solved to zero. These two equations can be ttewrinto the Lamb wave equations,

mathematically expressed as:

(K2+52)2 __ [tanh(qh) *1
4k?sq [tanh (sh) (34)

Where h is half the thickness, g and s will be ussed later this Section. For further
information regarding the derivation of formula 3tde reader is advised to read the article
of Dodsonet al. [36]. Aforementioned relation 3.4 is very simikar Lamb wave relations
developed by Horace Lamb, the difference being thattangent hyperbolic is a tangent
function in the relations developed by Horace Laffiitke +1 sign is for the symmetric modes
and the -1 for the anti-symmetric modes. The retattan also be written in the following
form:

(k? + s2)% - tanh(sh) — 4k?sq - tanh(qh) = 0 (3.5a)
(k? + s2)% - tanh(qh) — 4k?sq - tanh(sh) = 0 (3.5b)

Where equation 3.5a stand for the symmetric modes equation 3.5b for the anti-
symmetric modes. Both equations need to be soleeddro to find solutions to the phase
velocities for a range of frequency thickness potsluDodson and Inman reasoned that
changing material properties with temperature Etastic modulus (E), poison ratio (v),
thickness, and density have major impact on thel ammve relations. The values used for
these constants will be discussed in more det&@kiction 3.2. Beside the material properties
the height (h) and density) will also change with temperature, expressed erattically
as:

h(@) = h,(1 + ab) (3.6)

p(6) =

(3.7)

(1+a9)3

Furthermore the variables(wave number), and the terms s and g, which dreduaced for
convenience in formula 3.4, can be written as:

as in formula 2.1.

K = il K; = @ Kpr =
Twp LT wpe) T T vp(e)

q=+xk2 =2 == (3.8)
UL(H)

s = — K% = / vT(e) (3.9)

Wherex is the wave number for frequency of the waneandk, are the wave number of
the longitudinal and transverse wave velocitieshwit andv; being the longitudinal and
transverse velocity.
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These two velocities are two terms that have thes wf velocity and come back often in
Lamb wave theory, they can be calculated by:

A(0)+2u(0) (6)
v, (0) = /p(—gg‘ vr(8) = /% (3.10)

The Lamé constants as function of temperafifg®® andu(6), which are also used in the
equation of motion and longitudinal and transvevage number, can be written as:

— E(0)v(6)

A6) = (1+v(6))(1-2v(6) (3.11)
__E®

O = ® (3.12)

Where E@), v(6) andp(8)are the temperature dependent stiffness, poisanaat density.
Equation 3.4 is the final relation given by Dodsbinman, but before this can be solved it
needs to be realized that the equations for ‘g’ @hdecome imaginary when the phase
velocity is smaller than the; or v;. In those cases both ‘q’ and ‘s’ can be written as

1 1 N 11

q=w g—vgw)—lq—lw 76 (3.13a)
1 1 n 11

S=w g—v%(e)—m—m) 26 (3.13b)

Where ‘i’ is the imaginary numbef—1. vr will be always smaller as which is clear when
comparing formula 3.10 whet&(8) + 2u(6) > u(8). However, auxetic materials, which
have negative Poisson’s ratio, can be the excepdidhis rule, but this is outside the scope
of this thesis. Bothwand y are defined by the material properties making tkkenstant for
each material. We want to solve for real solutiand therefore this means the Lamb wave
relations of relation 3.5a and b need to be soligdthree different regions with the
constants of ‘g’ and ‘s’ as summarized in table 3.1

Table 3.1: Variables ‘g’ and ‘s from formula 3.13ab for different regions of the phase velocity.

Region 1 Region 2 Region 3
Up<17T<‘UL ‘UT<‘Up<UL vr < vy < Up
qalqg=w |- =0 |5->— |q=il=iv |7——=

vp  vp(0) vy  vp(0) v () vy
S|s=w iz— 21 s=i§=iw 2;—% s=i§=iw 21 —iz
vy  vi(6) vr(0)  vp vr(0)  vp

When solving relation 3.4 with the correct relaidrom Table 3.1 to zero then one can find
for every frequency-thickness product the phasecityi at which the wave travels. This
thesis focuses on the natura) &nd $ modes. The Amode only has solution in region 1,
and the $ mode only has solutions in region 2. Thereforeydhkse regions need to be
calculated. When combining the correct functionsable 3.1 in relations 3.5a and 3.5b, and
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also foreseeing that the lamb wave relation willsbéved separately for every temperature
then thev; andv; will become constants, then the following relati@re obtained:

Anti-symmetric mode in region 1:
(2 - (Z—’L’)z) tanh <2:Zh (1 - (Z—’L’)Z)> 4 - (1 - (Z—’L’)Z) .
(1 _ (Z_:)2> . tanh (2’;;" (1 - (Z—j)z)> =0 (3.14)

Symmetric mode, region 2:

(2- 69 )en (52 (@ - 1) (- )
((”—:)2 - 1) . tanh <% (1 - (”—:)2)> =0 (3.15)

Where fh is the frequency-thickness of the platd amve (where thickness of the plate
t=2h). Because wis inside the trigonometric terms it cannot bevedlin a closed form
solution, and therefore an iterative approach isyed. A numerical program in Matlab has
been written to find all the solutions for the diént frequencies and velocities. In region 1
the iteration tries solutions of,vbetween zero (lower boundary) and the (upper
boundary). The iteration approach tries a valugypfvhich is the average of the upper and
lower boundary. Depending on the signs of the tesutelation 3.14 the upper or lower
boundary is adjusted to this average. This is tegeantil the value of relation 3.14 goes
below a value of 1.0e-14. Region 2 uses a sligtifferent iteration method, because
solution for region 2 (formula 3.15) contains agraptotes due to the term that contains the
tangent, the asymptote occurs when:

2msh ((”_p)z _ 1) = (3.16)

Up vr

Rewriting for phase velocity results in

| 16V3(fh)?
Up = \’ 16(fh)2—vZ’ (3.17)

The solution of y for which formula 3.15 is zero is always lefttbé asymptote, this can be
seen in Figure 3.1.1 which shows the formula 3dt5afrange of values fop.vin the Figure
around 3550 m/s the solution suddenly jumps up @éoan, which is the result of the
asymptote. Because the zero crossing is left taslyeptote the initial upper boundary is the
asymptote value of,Mfrom formula 3.17. Then the rest of the iteratsgproach is the same
as for region 1.
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solve lamb(vp) = 0

T v

lamp(vp)

phase velocity vp (m/s)

Figure 3.1.1: Symmetric mode solution of formula 36 (region 2) for a frequency of 1110 kHz.

Once the phase velocity is known the group veloc@y be calculated using the next
formula:

— UP _ ”p
Vg = LT P ) [ 16iD] (3.18)
vp=fhaggry VP " agav,

Where g(y, fh, 6) comes from formula 3.14 and 3.15. The prograrautates solutions ofpv

for every temperature separate, therefore g canrlteen as g(y, fh). The derivatlvem

from formula 3.18 can be calculated by rewritingnfala 3.19 to be able to get the right
hand side of formula 3.18.

ag
dg = avd +6(fh)d(fh) (3.19)

The Matlab code to find the solutions to the Landwvevrelations has been verified with the
results obtained by Dodson and Inman. By usingsti@e material properties (6064) the
same graphs as Dodson and Inman were obtainedyvhotese graphs will not be shown
because Section 3.3 will show the results for atiumn 2024-T3 and some additional new
graphs will be shown in Section 3.4.

3.2 Material Constants with Temperature

The theory of Section 3.1 uses three temperatyperdkent material properties, which are;
density, stiffness and Poisson’s ratio. This Sectill discuss how much these material
properties change, over the temperature range tefest, and also how they have been
obtained. The material selected for the experiméntthis research project is aluminium
2024-T3.
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Figures 3.2.1a to 3.2.1c depict the change ofns#$, density and Poisson’s ratio with
temperature. The density can be calculated by flar®, but values were also found in the
Comsol Multiphysic® material database. Values for the changing ssfnend Poisson’s
ratio (with temperature) have also been obtainedhfthe Comsol Multiphysi@ material
database. The values of the Poisson’s ratio, deasitl stiffness have been compared to
values from ASM database [54] and the change irsitlemwith temperature has also been
compared to formula 3.7. The values of ASM [54] am temperature dependent and
obtained at ambient temperature (20 °C). The chan§éffness, Poisson’s ratio and density
with temperature can be seen in Figures 3.2.1a-c.

Description of material properties with temperatigenot given for every material. In the
material database of Comsol Multiphysiceaterial properties with temperature have been
found for Aluminium 2024-T4. The T4 temper is comgzhto the T3 an additional natural
ageing process with no direct cold working appliddhe differences between the two
materials are marginal and when storing the T3 &rfqr several years T4 will be obtained
anyhow. Also the stiffness, Poisson’s ratio andsdgnare the same for these materials.
Comsol Multiphysic® obtained the properties from several locationg @énsity has been
obtained from MIL handbook [55], poison ratio haseb obtained at; room temperature
value [56], and temperature dependence has beamettfrom [57]. The stiffness has been
obtained from; room temperature from [56], and terafure dependence from [57].

Stiffness Density
o0 2850 T T T T ; x
a) ] Stiffness from Comsol b) i Density from Comsol
B0 \ - —— Stiffness from ASM e : Density from formula 3.7
o : B £ 2600 '—_\\ i Density from ASM H
- £ s
i B0 > 2750
€ = z
& & 27
0l
30 i i L i i L 2650 i | I I i i i
-300 -200 -100 o 100 200 300 400 500 -300 -200 -100 0 100 200 300 400 500
Temperature [deg C] Temperature [deg C]
Poisson ration
04 v T T
C) Paigson ration from Cormsol
o3}t Paisson ratio from ASM e
E
g 0.3
s
=
5,-
@ 034 - ? 4
5]
° ——— :

i I i i f i L
30 200 100 [i 100 200 30 400 500
Temperature [deg C]

Figure 3.2.1a-c: a) Change of stiffness; b) densitand c) Poisson’s ration of Al2024-T4 versus tempature.

Figures 3.2.1a-c show that for the stiffness aeddénsity, the ASM value crosses the values
from Comsol Multiphysiag® at 20 °C, which is an indication that the valuesteh for this
temperature. The ASM value for the Poisson’s raesn’'t cross the data from Comsol
Multiphysics® 20 °C, but the changes with temperature are velgtismall over the given
temperature range (the change is in the 107-3)asx this change is so small over the
normal operating temperature range of aircraftsRbisson’s ratio can be assumed constant.
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When looking at absolute changes with temper of the other properti, the first thing
that is quite clear is that t stiffness changes quite significantly wtemperature. This is
observedriom 75.7 [GPa] a-50 °C to 71.33 [GPa] at 70;@hich is 4.37 [GPa] change
stiffness (roughly 6 percent change to the higkafhess). The change in density is mi
less compred to the stiffness. The density becomes roughhyjkg/m] lighter over the
given temperature range, which is less than 1 péercleangeof the highest density. Tt
Figureshows also that the Comsol Multiphy<® values for the change in density mathe
ones of the formula 3.Very wel for this rangeWhen looking to a broader spectrum of
temperature rang®r the density irFigure 3.2.1-ht is clear that belov-150 °C and above
200 °Cthe material properties from Com Multiphysics®® seem to diverge significant
from formula 3.7.Therefore, for thostemperaturest is better to use the values used
Comsol Multiphysic®, because formula 3.7 might be tocomplified. The Comsol
Multiphysics® material database indicates that the sess andPoisson’sproperties of
Aluminium 202473 hav¢ an uncertainty margin of 5% at 0 K and 10% at 77 Therefore
the results of this program should only be usedhiwithe rang specified for these materi
once going outside the range the resull make no sensand will probably not represe
reality anymore A great deal can be related to the Poisson’©matwhich will reacl
(according to the polynomii the value of 0.5 very fasiWhen the Poisson’s ratio will ¢
near this value then the, will increase very rapidly and so the results of k@b wave
relation will not make sense anymo

3.3 Results forThermoelastic Dispersionrelations for Aluminium 2024

This Sectiondiscusses the analytical results of the dispersiones with temperature fi
aluminium 2024-T3The temperature range is fr-50 °C to 70°Cbecause this is a norrr
operating temperaturange fo an aircraft [58, p. 18].

Figure 3.3.1 shows thdispersion curves for both the phase and groupcitg under
influence of aange of temperature-50 °C to 70 °C in steps of 15)Qn the graph the lines
for the $ wave are highlighted because thtypesof waves are used for measuring w.
velocities and localization in the remainiSections of this report.

a) Phase Velocity b) Group Velocity
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Figure 3.3.1: Dispersion curves for several temperature®f Ay and S, modes;
a) phase velocity; b) and group velocity.

35



Figure 3.3.1 shows the dispersion curves for dfiertemperatures. In the left graph the
phase velocity is calculated and the right grapftaios the group velocities for the) And

Sy modes. It can be seen that around 3500 [kHz-mma]ptmase velocity of the /Amode
suddenly changes to a straight line. This is mosbagbly due to the approach used by the
Matlab® program. This numerical approach to calculatephase velocity searches for a
solution of formula 3.16 close to zero. It assurties formula is zero when the value is
within a range from -10e-14 to 10e-14. This caml lsaa sudden change of the slope which
results in a jump ofl (v,)/d(fh). Formula 3.14 is affected by this jump and resulthis
effect of the group velocity around 3500 [kHz-mfgcause of this rounding error the other
graphs derived from this result will show incorreesults when surpassing this point, which
is around 3500 [kHz-mm]. The sudden jump in theiltssaround 3500 kHz-mm is not an
area of interest for AE because peak frequenciesrarch lower and therefore very thick
plates are necessary to get into this region.

In Figure 3.3.1, it seems that the lines for ddéfgrtemperatures are very close to each other.
In order to still be able to separate the resths, derivative of the group velocity with
temperature (with respect to zero degree Celsiasg thus been calculated, according to
formula 3.20.

6& _ vg(8)-v4(0)
S (3.20)

Figure 3.3.2 shows these results. It can be sesnthle lines for all temperature lay very

close to each other for this temperature rangecatidg that the change in velocity is almost
linear with temperature. In addition, this graphoathows the temperature invariant points
for the $ modes as described by Dodssnal, the two temperature invariant points which
can be identified by the zero crossing, in thisecasse to 2640 [kHz-mm] and 3120 [kHz-

mm)]. These are different values to those found bgdan et al [36] for aluminium 6064. So

material properties seem to influence this behavidigure 3.3.2 also shows that the
temperature invariant points seem not to lie ondbpach other exactly, suggesting it is not
one single point.
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Figure 3.3.2: Normalized change in group velocity ith temperature for both Ay and S modes.

Invariant points do not exist for AE signals be@tisey have much lower frequencies and
so are not expected to be in this range, excepteiior thick plates. The temperature invariant
points might be more useful for the active approdairthermore, Figure 3.3.2 shows that
the Ay wave changes much less with temperature than dhEr@mn Figure 3.3.1 it can be
seen that Awave is faster than the, Svave for the area where the temperature invariant
points occur. Figure 3.3.2 has also been obtainkilevkeeping the density or stiffness
constant. This means that the individual effecthef material properties can be investigated
because the Poisson’'s ratio does not change signily over normal operating
temperatures. The results can be found in Figu@8&and 3.3.3b indicating that the largest
effects over normal aircraft operating temperatiege is due to the changing stiffness.
Figure 3.3.3b for the change of density with terapee has two points where order of the
lines inverts, these points occur at 2498 and 3&88-mm and do not coincide with the
temperature invariant points.
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Figure 3.3.3: Normalized change in group velocity ith temperature for both Ay and § modes, due to individual
effects of; a) stiffness with temperature; b) densy with temperature.
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3.4 Invariant points

The temperature invariant points (the zero crossofghe change in wave velocity vs. fh in
Figure 3.3.2) discussed previously for thg veave are interesting areas for active SHM
approaches, therefore it is worthwhile investiggtinrther. Dodsoret al. [36] did not give
any further discussion on these points. This Seatitl focus on how these invariant points
behave for the entire temperature range for whietmtaterial constants are defined.

To investigate the effect of temperature lets fist the derivative of the wave velocity of
the $ wave for the full range for which the material stants are given. This is from -270
°C to 500 °C. Figure 3.4.1 shows this range anthftiee Figure it can be seen that the zero
crossings for different temperatures aren’t happghor the same frequency, especially for
the higher temperatures. This means that the teatyerinvariant points are not invariant
for this entire temperature range, but change skgitly for normal operation temperatures.
This indicates that the second derivative is nob.Z€he gap in results for the lines at higher
temperatures is due to sudden change of the pledseity resulting in a jump in the group
velocity, which has been described in Section 3aBogt Figure 3.3.1). For higher
temperatures this point seems to shift to lowegdesncy-thickness combinations.

Temperature (*C)

=270 130
-250 150
=230 170
=210 180
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-110 250
el 30
-7o 330
-50 350
-30 370
-1 380
10 410
30 430
50 450
70 470
50 450

i 1
0 1000 2000 3000 4000 110

Frequency thickness [kHz mm)]
Figure 3.4.1: Normalized change in group velocity ith temperature S, mode.

That temperature invariant points don’'t change mwith temperature for normal operating
temperatures as can be seen in Figure 3.4.2 wherevave velocity is plotted versus the
temperature. Where the lines are horizontal theghan wave velocity for that temperature
is zero. The graph shows the lines are not coniplbtegizontal for all the temperatures.
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Figure 3.4.2: Wave velocity versus temperature of;Svaves for several frequencies.

As can be seen in Figure 3.4.1 each frequencywaszéro crossings (invariant points).

Figure 3.4.3 shows these invariant points for gaatperature; in this way it indicates how
these invariant points shift for different temparas. The left Figure shows the frequency-
thickness of all the invariant points while thehtigrigure shows the corresponding velocity
at the invariant points. Figure 3.4.4 combines Fégi4.2 and 3.4.3 into one Figure.
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Figure 3.4.3: Shift of invariant points with temperature; a) frequency-thicknesses shift with temperatre;
b)velocity shift with temperature.
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Investigating why the temperature invariant poexsst is a complex question and will not
be answered in this Section, however it will becdssed what the problems are to do so. The
invariant points exist only for the group velocitizerefore we start with restating equation
3.18 for the group velocity.

'U
Ug = —pd(vp) (3 . 18)
VoI Ry

Taking the derivative of equation 3.18 with tempera leads to equation 3.21:

( dvp
dvp dvp dvp d(fh)>
2Vp e (vp_fhd(fh)) vi| 2o g
dvg _

“ (”p s h;é;ﬁ))

(3.21)

The left hand side of formula 3.21 equals to zerdtie invariant points. For those formula’s
to be zero at specific frequencies the numerateds¢éo be zero or the denominator needs to
go to infinite, which leads to the following two thamatical conditions:

do d(fh)

2, L dvp ( — fh dvp )_ V2 - (d”p fh (d(f’z))) =0 (3.22)

(v, fhd"é;’fl)) = +oo (3.23)
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Formula 3.23 shall not go to infinity at the invart points because, & fh are finite as
discussed in Figure 3.3.1. Furtherm%%l’—) is also finite as can be seen in Figure 3.4.5,

where the black dotted lines indicate the frequettugkness of the invariant points.
Therefore formula 3.22 must be zero at the invapamts.
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Figure 3.4.5: Normalized derivative of phase veloti with frequency thickness for $ wave mode,
the black dotted lines indicate the frequency thickess of the two invariant points.

Plotting all the separate terms of formula 3.21 wndlt provide more information except that
it shows that the two terms will be compensatingheather resulting in the invariant points.
For every temperature the wave group velocity does minimum and increases again with
increasing fh, as can be seen in Figure 3.3.1. inhigasing behaviour of the group velocity
combined with the decreasing behaviour of the greelocity with the temperature can
result in the first invariant point where they ethacompensate each other. For the second
invariant points it seems the slope op the incrgagroup velocity is decreasing resulting in
the second invariant point. The group velocityascualated from the phase velocity through
formula 3.18. First a physical explanation for fhigase velocity should given before the
change in group velocity can be explained. The @hadocity is obtained iteratively and
therefore this physical explanation does not efastthe trends obtained in figure 3.3.1.
Therefore it is difficult to give a physical expktion for the temperature invariant points.

In conclusion of this Chapter, the invariant poissft very little over the normal operating

temperature of an aircraft. Therefore it might beiesting to use these points for excluding
the impact of temperature in active SHM approachAemlysis of AE signals is typically

performed in lower range of, so these points migiitbe very interesting for AE approach.
The use of these so called temperature invariamtgas further complicated because the
velocity of these waves are below the velocityled ainti-symmetric wave and also higher
modes occur which have higher velocities. The waviéls higher velocities reach the ends
of the structures faster resulting in reflectionfich might impact the Swave. It has also

been shown in this Section how much the temperatwegiant points shift due temperature,
indicating that the change in wave velocity is zarthose points. However, the derivative of
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the change in wave velocity with temperature is aodl shifts the temperature invariant
points slightly. It could be useful to investigdtether if and to what extent the &ave can
be clearly distinguished from the other faster vgawethis frequency region. However, this
will be a recommendation for further research. Vadation of wave group velocity with
temperature is greatly influenced by the matenapprties. Dodson & Inman reasoned that
the stiffness, Poisson’s ratio and density. Thenghan Poisson’s ratio is so small that this is
actually constant.

42



Chapter 4. Experimental test setup and descriptiorof FE models

As explained in the introduction in this report tbfect of temperature and load on AE
signals were investigated with the FE method andiee through experiments. This chapter
discusses the details of the experimental tespsatd the FE models. Section 4.1 discusses
the test methodology, which is divided into twogsts that cover four test variables in both
stages. The four test variables are the typegrifasj the temperature, the applied load and
the angle between the sensor path and the loadiegtidn. The first stage investigates the
change in wave group velocity under varying EOCe Fhcond stage investigates how the
effect of the change in wave group velocity undarying EOC will affect the capability to
localize the damage. Section 4.2 presents the iexpetal test setup while Section 4.3
discusses the details of the FE models. The restilt®th experiments and FE models are
presented in Chapter 5. However, some measurertiattare related to the accuracy and
precision of the measurements equipment are higelibin this chapter.

4.1 Test Methodology

The work was performed in two stages that werestirae for the experiments and the FE
models. In stage one, the wave group velocitieguaded Lamb waves were measured for a
range of nine temperature steps from -40 °C toC7(At each temperature level, six different
static loads were applied that ranged from 0 MP25@ MPa in increments of 50 MPa. For
the effect of temperature results will also be cared to the analytical solution obtained
from the model discussed in Chapter 3. In stage tiweolocalization under influence of EOC
is investigated. To do this a representative ABaigsimulating a fracture phenomenon, was
emitted from a randomly selected point in the platke same temperature and loading
conditions were applied as in stage one to invasdigts effects on the localization
capability.

To measure the effect of load and temperature onwA¥e propagation a simple metal plate
structure was selected as the test specimen. Anirglum 2024-T3 plate was chosen as this
is a very common aluminium type in the aircraftustty. Limited by the size of the fatigue
bench, the effective size of the plate was 650 mmvidth, 600 mm long and 2.1 mm thick,
as shown in Figure 4.1.1. The specimen was intyelaliger because on the top and bottom
side, an extra 70 mm was reserved for clamping. roHimg direction of the material was
along the same direction of the applied load. Mdetails about the design of the test
specimen can be found in Appendix A. The numbeisotés in Figure 4.1.1 were drilled to
bolt the clamps of the fatigue bench to the plate.
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Figure 4.1.1: Graphical illustration of test specinen.

4.1.1 Test variables
There were four test variables in this study thatemthe same during the two stages in this
thesis. The four test variables were;

» The type of signal used for actuations
* The temperature

» The applied uni-directional static load
* The angle with respect to the load

To be able to measure repetitively and accurateewalocities with a passive SHM system,
a signal was sent from the signal generator. Flwrsignal generator one output goes to the
actuator and a second output goes to the AE sy$tetrigger the threshold. With this
approach the signal was actuated at the same Sfirtleedrigger start the recording of the AE
system. The first test variable was the type ohaighat was sent from the signal generator.
In stage one where wave velocities will be measusegdanning windowed signal had been
selected because the small bandwidth of the sigi@imizes dispersion of the wave. Two
frequencies of 150 kHz and 300 kHz were investdj@eperimentally but the FE model is
only run for the 150 kHz signal. The 300 kHz Hamnwindow is not calculated because of
the increased computational load due to decredsimg step and element size as will be
explained in Section 4.3. For these two frequenthesresults of the dispersion curves in
chapter three describes no significant differennd therefore similar results should be
obtained anyhow. Hanning windows can be mathenitidascribed by formula 4.1. Where

fact IS the actuating frequency, t is the time{o, fnC] andn, is the number of cycles of the
act

modulated sine wave. This mathematical descriptenm be transformed into a data file that
is used as input for both the signal generatorthed~E model as discussed before.

H(t) = %[1 — cos (%“C“t)] -sin (27 fyert) (4.1)
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In stage 2 the representative AE signal was olhdagperimentally in order to obtain a
representative AE signal of the pencil break and thvoid lack of consistency from one
pencil break test to another. A pencil lead bresst Was executed multiple times at 15 cm
distance to a sensor. In the measured transieatdieg the part of the signal related tp S
plus Ay is selected as the representative signal. Thetiresuepresentative signal with its
corresponding Fourier transform can be found irufégd.1.2a and 4.1.2b. The signal has a
peak frequency of 156.25 kHz and a centroid frequext 207.65 kHz.

b)

1

a)

MNormalized amplitude(-]
=== o o o
o e ] =} ha = =2
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Figure 4.1.2: The representative AE signal; a) normlized waveform; b) corresponding FFT.

o

The second and third test variables are the Temtyrer and Load, which were applied
together in combinations of the two. The testinggeafor the temperature and load were
chosen such that it represents the expected tetupenanges during operational life of a
civil aircraft, which was -50 °C to 70 °C, in stepfs15 degrees. The load range was focused
on static tensile forces only because the plateklbsicquite fast under compression and
dynamic loads are outside the scope of this stidsthermore, the load was kept below the
yield stress to ensure no plasticity occurred. ylibll strength of Aluminium 2024-T3 is 324
MPa [54]. The load is applied in steps of 50 MPal @50 MPa. In this way the stress levels
inside the plate did not go beyond the yield stods3?4 MPa even if some overloading from
the fatigue bench occurred. The contour of the Miges stresses is depicted in Figure 4.1.3
for an applied load of 250 MPa. The FE model wél discussed in more detail in Section
4.3.2 however, the Figure shows the internal stlegsbution at 250 MPa. Table 4.1 shows
the combinations of load and temperature for wiexperiments (blue and yellow cells) and
FE models (yellow cell’s only) are executed. Idisiamultiple FE programs at higher stress
levels were planned, however due to time limitagitns could not be achieved.

Table 4.1: Test-Matrix, yellow cell’'s executed in E simulations, all cells executed during the experients.

TemperatureC

25

Stress MPa
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Surface; von Mises stress (MPa)

600 400 200 0 A 271.85

Figure 4.1.3 Stationary plot of stress levelwith applied load of 250 MPaalong the top & bottom sides of the platt

The last test variable is the angle with respethédoad As described in the literature stt
in Section 2.4.2the effect of load makes ttgroup velocity of thavave angle dependent.
Therefore several paths from source to serthat havdifferent angles to the load directi
were required as to measure this angle dependiti. To measure the wave velocs in
stage one agccurate as possible the actuating sensor haspogem the corner resulting
the longest paths to the other sensors. As a $idet ¢he different distances between
sensors results in different attenuation for eaath The aray for stage one can be found
Figure 4.1.4a whersensor 1 i the actuating sensor and sensdh@ugh6 are the passive
sensors. AdditionallyFigure 4.1.4a also shows the angle with respect to the for each
sensor coupleln stage tw, the main focus is on the localizatioh AE signals with fou
sensors. A fifth sensorag use(as the emitting source. Tlsensor emitted ¢ AE signal that
was obtained with a pencil lead bredest; more detail@bout thi: will be discussed in
Section4.2. The locatiorof sensor 1 to 6 stays the same in b&tdge one and two. Tl
seventh sensor is added after stagewas completedand sensor 3 and 4 were still attac
to the plate but were not used. The array in stagecan be seen iFigure 4.1.4b. The
sensors add mass to the plate ¢hus change the inertia of the combined struct
However, the effect of this is assumed to be soralhe propagation velocities of the wa
and is therefore neglect The exact locations of the sensors amammarized in table 4.

a) ‘ I I Applied Load , I b)

Direction

Applied Load

05r 2 Direction

2

Height [m]
o o o
i m =

o
I

03 Xl ! 03 T4 05 0 % o 02 03 04 05 o8
Width [m] Width [m]

Figure 4.1.4 Sensors locations a) array to measure wae velocities in stage on
b) array to measure AE signals in stage two.
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Table 4.2: Locations of sensors for both arrays.

Sensor | x-location [m | y-location [m
1 0.50C 0.530
2 0.070 0.470
3 0.070 0.270
4 0.570 0.070
5 0.32f 0.020
6 0.070 0.570
7 0.32¢ 0.400

4.2 Experimental test seup

This subsection will describe the experimental test selupetestsetup consis of a Vallen
AMSY-6 Acoustic Emission syste with eight channels inrder to experimentally obta
the signal changes due to temperature and [59]. Furthermore, seve VS150-M
piezeelectric transducers were attached to the frord of the plateand our thermocouples
were attached at theacksid: of the plate to monitor the temperatuAdditionally, a 500
[KN] MTS fatigue bench was employed to apply thac and a signal generator a
amplifier were used to actuate signals at onehe piezoelectric transduc. To control the
temperature, @limate chamber was constructed from isolation metéUrsa XP: [60]),
and built around the fatigue bench. Its design loarfound in Appendix BFigure 4.2.1
illustrates the experimentsetup.These parts of the test setup will be separatsiyudised i
this sub-section.

& W

= Fatigue Bench

s g
| Climate chamber I

—-—,,—ﬁ:ll:

Temperature cycling unit

o i i
Temperature
L monitoring

Figure 4.2.1 The experimentalsetupand the layout of the sensors on the test pan

4.2.1 Vallen AMSY-6 Acoustic Emission system

The AMSY6 system is a multi channel (in this ¢ 8 channel) AEsystem,which records
transient signals and computes the signal charsiitsr Moreover, the software of t
systems calculates the emitting sources locationsiding dedicated algorithms. In ti
study, the Geiger's planar location algorithm wasedi[61] for planar localizatio.

Preamplifiers were used to amplify the analogueaigo as to reduce transmisslosses;
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the software compensates this amplification to iolitae original signal as good as possible.
The sampling rate was set at 5 MHz, which was @dakith a 40 [MHZz] internal clock, thus
the clock error was maximum 25 nano seconds.

4.2.2 Piezoelectric sensors

The selection of the piezoelectric transducers risatty influenced by the operating
temperature, which is between -50 °C to 70 °C. Témsperature range reduces the available
options quite significantly. The selection listsg#nhsors was narrowed down to sensors form
Vallen systems only. The frequency spectrum ofséresor and the material of the wear plate
to connect the sensors to a structure are impoctaracteristics that were taken into account
in the selection process. The frequency spectrunthid AE signals is about 40 to 450 kHz
and the wear plate needed to be non-metallic tadaetectric interference with the
aluminium test specimen. Considering the aboveireoents, the VS150-M type sensor
was chosen. This sensor has a ceramic wear dist@peérational temperature range is from
-50 °C to 100 °C and the frequency spectrum is flsnto 450 kHz as Figure 4.2.2
illustrates. More characteristics and propertiethisf sensors can been found in Appendix C.
The manufacturer stated that the active elementahaslius of 6.35 mm and a thickness of
6.35 mm.

-60

g -70 —
s -80 r,
=
e -90 ’J
D .100 T
-110
0 100 200 300 400 500

VS150-M, f(kHz)
Figure 4.2.2: Sensitivity curve of sensor VS150-M

During a discussion with a representative from &falSysteme GmbH it was discussed that
the piezoelectric constants do not change much thertemperature range of intefest
However, there was no reference to back up thiersent. Nevertheless, the properties of
the piezoelectric transducers are assumed to sadrwith temperature.

Epotek 734 (from Dow Corney) was used to attachstémesors to the plate. The operating
range of the coupling adhesive without significambperties degradation is 20-150 °C

according to its specifications [4]. It was knowmat Epotek 353ND from [30] does not

degrade in the temperature range from 20-150 °@. dlbe used in these experiments is
similar to Epotek 353ND, the properties remain lstatzcording to the manufacturer from

-50 °C to 70 °C. However, the bonding of two of femsors degraded so much that they fell
off during the experiments, but this can also be thuthe reasonable swift changes of the
temperature during the experiments in combinatiath Wading and unloading the plate.

Nevertheless, degradation of the adhesive layenlynaiffects the amplitude and not so

much the wave velocities.

% The representative from Vallen was Thomas Thettild discussion took place at M 2014.
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4.2.3 Thermocouples (K-type)

Thermocouples were used to measure the tempeiatttine four sensor locations (sensor 1,
2, 4, and 6) shown in Figure 4.2.1. The thermocesiplere located on the backside of the
plate to which the sensors were glued. In thissttitermocouples type K were selected
because of their good sensitivity and accuracyhattémperature range of interest. These
sensors were there to check the temperature distib over the plate during the
experiments, since the place was contained insidder&ironmental chamber. During the
experiments the temperature variation over the@srgave a maximum standard deviation
of 1.3 °C. For the negative temperatures it wasendifficult to get the precise temperature
as stated table 4.1. Therefore the temperature sigfpng the experiments were; 70, 55, 40,
25, 12, -3.5, -17, -32.5, -41 °C. The environmertsmber was unable to reach the final
desired value of -50°C even when providing the temapre cycling unit with liquid
nitrogen.

4.2.4 Hsu Nielson test (ASTM E976)

Pencil lead break test, known as Hsu-Nielson tékt\Were taken in order to obtain a
representative signal and check the connectiondsivthe structure and the sensors. As in
the Figure 4.2.3 a pencil lead break test was tisdateak a 3mm long lead pencil with
thickness 0.5mm under an angle of 30 degrees. Hilonl shoe can help to support in
obtaining similar pencil lead break signal.

MECHANICAL
PENCIL
(PENTEL)

Figure 4.2.3: Pencil break test specifications

4.2.5 Signal Generator and Amplifier

To actuate the Hanning window and the represert#lr signal a signal generator with an
external amplifier was used. The signal generatdygilent 33522B and has an output of 20
Vpp and a sample rate of 2500° samples per second. The amplifier is of the typédeft
33502A which amplifies the signal to 42,/ The signal was sent every second to allow for
multiple measurements while giving time for thevypoes signal to vanish before the next
signal was excited.

4.2.6 Threshold

The AE system starts recording when the AE sigradses a fixed threshold. However, it is
not trivial to select the correct threshold. Whelowa threshold is selected the recording can
be triggered by background noise, resulting in wgratentification of damage in the signal.
On the other hand when a high threshold has belectee it can results in a delay in
measured TDOA as shown in Figure 4.2.4. This regualta wrong measurement of group
velocity, which on its turn impacts the localizatidVhen the threshold has been set too high
it can miss the $Swave completely and then be triggered by the ggomy wave mode.
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Therefore selecting a correct threshold value ry waportant in obtaining correct TDOA
measurements.

1

ok ............... .............. ............... | Threshﬂld Thre&— Trigger
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Figure 4.2.4: Impact of threshold level on changaiTDOA.

The Vallen Amsy AE system was used to investigagedffect of different threshold levels
on the change in TDOA. An array similar to Figur&.3a with sensors 1, 2, 4, 6 and an extra
sensor at a location of (x=0.325, y=0.58) were usedheck the change in TDOA due to
different thresholds. Firstly the TDOA was measungith a threshold of 36 dB and then for
other thresholds the difference in TDOA was cal@dawith the reference at 36 dB. The
results are presented in Figure 4.2.5.

—#— path 0.19 [m] |: : : ;
gt path 0.42 [m] R SRR EILLILLE ........... foelenn 4

—#— path 0.54 [m] | : : :
[+ path 0.63 [m] |\

Change in TDOA [us]

35 40 45 &0 5i5 &0 65
Threshold [-]
Figure 4.2.5: Change in TDOA with threshold.

Figure 4.2.5 shows that there is an increase in ADMen the threshold is raised, this
follows that waveform takes time to rise in amplguand a higher threshold result a later
part of the waveform to cross the threshold. Thengle in TDOA over 30 dB range (from 36
to 66 dB) is in the range of 5 to 9 [us]. This ajp@ans more significant than changes in
TDOA due to temperature or load, which combine@&#, are in the range of minus 3 to
plus 4 [us] (as measured during the experimentsyltee from chapter 5). During the
experiments a trigger signal from the signal getoerstarts the recording of the AE signal
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and therefore a manual correction is applied toecorfor the part of the signal that happens
before the threshold is crossed. This manual cboreprocess looks at every channel at the
transient recording and reads for a time intervainf where the signal starts to where the
signal reaches the threshold. This change in TD@A lze different for each sensor due to
the different distances or due to temperature aad.IWhen correcting the results with this
approach results were obtained that made more .sAftee obtaining the entire correction
factor an average correction factor per sensor wath calculated. These correction factors
can be found in table 4.3 and the correspondingmsqraths are shown in Figure 4.1.3.

Table 4.3: Average correction factors applied.

Sensor path 1-6 1-5 1-4 1-3 1-2
Angle 9,87 19,29 | 43,07 | 58,84 | 82,06
Average correction factor [ug -1,09 -0,86 -1,88 -1,29 -2,12

Background noise measurements indicated that tise tevels were close to 38 dB. Possible
noise sources were noise from the hydraulic littesas observed that even with maximum

amplification of 42 volts it was sometimes diffictib measure a signal with all the sensors.
Therefore, a threshold of 41.1 dB and 30 dB werecssd for stage 1 and stage 2
respectively. The reason for this is that the Adhal had a relatively short strong peak and it
was expected that this would lead to faster att®muaAs a comparison the Vallen Amsy

system also has an internal pulse, which is a 0signal.

Table 4.4: Summary of threshold per stage.

Stage: | Focu: Threshold [dB
1 Wave velocities with EO 41.1
2 Localization of AE signa 30

4.2.7 Comparing sensor response with Laser Vibrometer

The response of the Vallen VS150-M sensor was cosdpaith the response of the plate by
a laser vibrometer of the type Polytec RSV150. Ayble 150 kHz Hanning window was
excited. Figure 4.2.6a shows the test setup andré&ig.2.6b presents the response of the
laser and the piezoelectric sensor. Exact comparafoboth responses is not possible
because the distance from source to measuremetiolodgs 30 cm for the laser vibrometer
and 36 cm for the piezoelectric sensor. This 6 dferénce can cause differences, which
can be related to the effect that waves traveledifit paths and perhaps at different
velocities resulting in wave packages separatinognfeach other. The graph shows the part
of the measured response, which has the biggesiitadegp The two responses are alike
which indicates that the connection of the sensdhé structure is good enough to transfer
the wave properly.
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Laser vibrometer
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Figure 4.2.6:a) test setup; b) comparing normalized response giezoelectric senso
(VS150-M) with laser vibrometer.

Wave generator

4.3 FEM modellingwith Abaqus/CAE®

To verify the experimental resultse FEmodel should accurately describe the experime
test setup discussed in the previSection A finite element approacwas used in the
Abaqus/CAE® modellin¢ environment. Initially Comsol Muliphysics® has been ust
however due hardware limitations and reduced coatjumal speedcompared to
Abaqus/CAE®it was decided to switch to Abaqus/CAEThis Sectior discusses the FE
models, and irspecific how it match¢ with the exgrimental tesisetup. Two types of
geometriesvere constructe. A small model (quarter of a platejth one sensor patwas
usedto investigate the effect of temperature on waeed| while in order to study theffect
of load or combined temperature aload on wave speeds, model that matches t
experimental test specimwas developed. The models dot include damping because !
focus is on the changing wave speeds and not orhaeging amplitud The results of
these FEmodels are presented in Chapter 5. Because thel misodeher large it was run |
batch mode on the cluster, Appendix E explains twwn on the cluste

4.3.1 Modelling Geometry and boundary conditions

The first thing to model is the geometiTo simplify the model a quarter of a plate
modelled with two sensoiat 150 mm distance apaith this way the velocity of the way
can be measured under changing conditions of teatyrerand load. A larger model has ¢
been developedhich is a duplicaon of the test specimen and so has multiple artgl
measure the effect of loaThese two models are called model 1 and modelgzotisvely

Model 1

A plate of 200 mmength, 75mm width and 2.1 mm thickness wa®delled. A quarter of
sensor wasnodelled as the actuating ser and was placed at owgerner. On the same ed
at 150 mndistance between the cores anc half a sensor wgslaced For the sensors only
the active elements were modelled which have aisaol 6.35mm and a height of 65 mm.
The assembly can be seerFigure 4.3.1a.
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b)

A Bu=0)

D=0 Cuv,w=0)
Figure 4.3.1: a) Assembly of parts in model 1, Abag/CAE® render; b) indication of boundary conditions.

Several boundary conditions are required to be tbépply load and actuate a signal in the
corner sensor. Furthermore, Abaqus/CAE® works si#ps to calculate the application of
loads and boundary conditions, each boundary donditeeds to be assigned to at least one
step. This model is time dependent and runs indemarate steps. First in a static general
step the load was applied, in this way the rampfupe load did not create a pulse signal in
the second step, which was a time dependent step.

To apply load on the side surfaces of the model glate needs to be fixed in three
directions. A fixed displacement boundary condiiavere applied on edge elements as can
be seen in Figure 4.3.1b. On the edge throughhickness at corner C displacement was
restricted in both x-, y- and z- directions. Furthere, the edge through the thickness at
corner B has been restricted in x-direction anddtge through the thickness at corner D
was restricted in y-direction. Additionally, symmetplane boundary conditions were
introduced at the surfaces through thickness at®d§B and AD. These boundary
conditions were introduced in the first step anopaigated into the second step.

To be able to measure or apply a voltage differdioth sensors need to be grounded. This
was done by placing a zero voltage boundary camdibin the surface of the sensors that is
connected to the plate. When applying a voltagthéoactuator, first another zero voltage

boundary conditions needed to be applied to thestoface during the static general step
where the load was applied, otherwise still a gdtashock would occur due to the

deformation of the piezoelectric sensor with theliga load. The zero voltage boundary

conditions was not propagated to the time depensteptbut exchanged for a voltage signal
of the Hanning window that was to be actuated.

Model 2

This FE model simulates the test specimen that weasl in the experiments. The model

simulates the effective size of the plate, whichs wlae plate minus the area between the
clamps. The size was therefore 650 mm width, 600 leight and thickness 2.1 mm. The

same sensors as in model 1 have been modelledsgamaly of the sensors and the plate

can be found in Figure 4.3.2a. )
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Figure 4.3.2: Assembly of parts in model 2, Abaqu€/AE® render; b) indication of boundary conditions.

To apply loads the model needed to be constraines, iy, and z direction. Therefore
boundary conditions (modelled as fixed displacentenindary conditions) were introduced
that were similar to the experiments. As showrhimfbrmer Section about the experimental
test setup the plate was clamped at two ends gbldte. Therefore the boundary conditions
needed to represent the edge where the clamps edgetshe plate. After modelling several
different sets of boundary conditions on the pkatd apply the stress the following set leadt
to the best results in terms of stress. The tenlsiad was applied to a sub-section of the
entire plate, Section AB and Section CD, as Figu&2b highlights. There were several
edges that had boundary conditions, the first glieg to the edge that goes through the
thickness at location C. This edge had two boundanditions that deny any displacement
in X- and y-direction. Secondly, the edge that gbesugh the thickness on location D had
one boundary condition that restrained any dispieesg in y-direction. Thirdly the edge
through the thickness at location A prohibited aligplacement in x-direction. Finally the
two edges of AB and CD on the topside of the pamgk restrained in displacement in the z-
direction (due to the clamping). When also resirgjithe two edges in the z-direction on the
bottom of the plate then the model calculates figant extra stress around these edges of
the plate. These boundary conditions were introduce¢he first step and propagated into the
second step.

To be able to measure or apply a voltage differdsuth sensors need to be grounded. This
was done by placing one zero voltage boundary tiondon the surface of the sensors that
was connected to the plate. Just as in model 1xaa eero voltage boundary conditions
needed to be applied to the top surface duringstagc general step where the load is
applied. This zero voltage boundary conditions algas not propagated to the time
dependent step but exchanged for a voltage signddeoHanning window that was to be
actuated.
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4.3.2 Modelling material properties

The two structural elements, the plate and theogieztric elements both have their own
material properties. The plate was set as alumirdQ84-T3. The material properties for this
material have been obtained from Comsol Multiphg®idibrary. The material properties

were also used in the analytical solution for tlifeat of temperature in chapter 3 and
therefore they have also been used in the AbaqusSECAodel. Table 4.5 summarizes the
material properties for four temperatures. The n®deere run several times for each
temperature to obtain the results for the corr€aCE

Table 4.5: Material properties of Aluminium 2024-T3given for four temperatures.

Temp °‘C |Temp [’K] | Density | Stiffness [Gpa]| Poison ratio [-]
70 343 2770,06 71,3 0,33
25 298 2779,21 73,0 0,33
-5 268 2785,05 74,1 0,33
-41 232 2791,70 75.4 0,33

Modelling piezoelectric sensors requires knowledte properties of the active element of
the sensors used. Appendix C provides the piezeleproperties provided by the
manufacturer, the values are summarised in theliogumatrix in formula 4.2. To fully
model the piezoelectric behaviour, additional cantt were required for the compliance
matrix; these values were obtained from data sHéeisfrom comparable materials (type
BM500). The additional elastic compliance constarstsd were: $ = -5.0 10 9 C/IN], Si3

= -6.0 10 *9C/N], and S5 = 45 10 *?[C/N]. From these properties the elasticity maaix

in formula 4.3 has been calculated which valuesewesed in the Abaqus/CAE® model.
Furthermore, the electric permittivity in the modisked 1.638E-8 [F/m], which follows from
the relative permittivity given by the manufactutierough relative permittivity= 15 /&,

0 0 0 0 600 0
dij =10712-| 0 0 0 600 0 O (4.2)
—195 —-195 460 0 0 0
9.3153 4.5534 4.3796 0 0 0 1
4.5534 9.3153 4.3796 0 0 0
_qow0.| 43796 43796 8.0292 0 0 0
E=10 0 0 0 22222 0 0 (43)
0 0 0 0 22222 0
0 0 0 0 0 22222
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4.3.3 Mesh elements size, Time step and Threshold
To let the FEmethod properly calculate the physics of the mathel,right elements need
be used. This Sectiatescribs the mesh and time step used.

An independent rectangular mesh was employed fbtdée the meshing procedt of the
plate and the circular sensors. Tk-node C3D8R element with reducectegration and
hourglass controlvas selected for the plate, while th-node C3D8E was selected for |
meshing of the sensors. The model was constructedAbaqus/CAI® modelling
environment in order to verify experimental resulthis model needs to be stable in b
spatial and time domainThe minimum element size is derived from the srsé
wavelength. For a good spatial resolution Moseal €[63] suggested to use a minimum
20 nodes per wavelength, but Chen e [64] also stated that 10 nodes per wavelel
should be sufficient as expressed in equation :

—_ Y  _ Amin
Le = Tt = 10 (2.26)

The characteristic length of the elemwas very small compared to the waveler and
therefore large (nohinear) deformations are not expec The time stability wa
investigated by Chen et {64], where they used minimum of 20 points per cycle at t
highest frequency of the simulated Lamb wave aeapressed mathematically as 2

At = —

20fmax

(2.25)

The maximum of 15kHz signal of the Hanning window, used for verifyingetlwave
velocities, was tb most stringent condition for the element size tamé step, which resulte
in a maximum of 1 mngharacteristic length and a time step of -7 [s]. The resulting mes
of model 1 and 2an be found iIFigure 4.3.3 and Figure 4.3dspectivel.

Gl "

Figure 4.3.3: Part meshe®sf model 1;a) mesh of quarter sensor; b) mesh oalfsensor)mesh f the plate.
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Figure 4.3.4: part meshes of model 2; a) mesh of paf the plate; b) mesh of one full sensor.

4.3.4 Actuator Minimum Size
Viktorov [65] described a sinusoidal relation bedénethe actuator optimum diameter and
actuator frequency as follows:

2R="(n+2)=2(n+3) n=0,1,23.. (4.4)

fact 2

Where R is the diametef;, ., is the actuated frequency and n is the mode nuriiberbetter
the left hand side matches the right hand siderdotprelation 4.4 the better the wave can
be measured by the transducer. Only natural waees used, therefore n=0. In Figure 4.3.4
the wavelengths of the natural modes for the higtessperature (in this case 70 °C) gives
the smallest wavelength. The diameter of the sengsed was type VS150-M) which is
12.7 mm. As can be seen in Figure 4.3.5 the optifmaquency-thickness given by equation
4.4 105 [kHz-mm] for the Awave and 420 [kHz-mm] for theySvave. Dividing by the
thickness gives an optimum frequency of 52.5 kHztlie Ay and 210 kHz for the Svave.
The optimum frequency of the, 8vave is reasonable close to the 150 kHz of thenkhan
window Also the peak frequency and frequency cémtnwhich were 156 kHZ and 207 kHz
respectively are close to the optimum frequencyis Will only affect the amplitude and
perhaps the waveform recorded. However, this shodt affect the wave velocity.
Furthermore, for lower temperatures, the wavelemilh increase and get closer to the
optimum frequency.
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Figure 4.3.5: Wavelength versus frequency-thicknedsr 70 °C.
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4.3.5 Threshold

In Section 4.2 the threshold approach with itstitions has already been discussed and the
effect it has on the change of TDOA. Figure 4.56ves FEM result of an actuated signal
(5-cycle Hanning window, 150 kHz). The dashed Hloe shows the envelope seen by a
threshold of the actuated signal when changingalse from zero to one on the y-axis,
while the continuous green line shows the samelepgéut for a measured signal in sensor
two. For convenience the dotted red line indic#ltesreal transient recorded signal at sensor
2. For this graph the negative part is flippedte bther side resulting in 5 wavelets of
increasing amplitude and the sixth wavelet havirgggame amplitude as the fifth (result of
the symmetry of this type of signal). Most impottgrthe Figure shows how and why the
TDOA will change when changing the threshold oves signal. Also it is seen that the
actuated signal is quite well recovered in sensadiflerences can be due to scaling and
post-processing of the data. During data analysithe signals from the FEM model the
second wavelet has been selected for calculatiegtridivel time. Figure 4.3.6 clearly
indicates that a correction factor of -4.3 [us]resjuired to obtain the correct travel time

when selecting the average amplitude of the seeeenklet as the point to compare the
travel time.

180 kHz 70° C 0 MPa
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Figure 4.3.6: Visualization how the threshold in AEapproach sees a signal, results obtained from FERrogram,

received signal in sensor 2, envelop of this signahd envelop of the actuated signal for comparison.

4.3.6 Validating FE models

The FE models have been validated by comparingwhee group velocity at room
temperature (25 °C) to the analytical solution fréme dispersion curves. The dispersion
curves at room temperature have already been pravite literature for room temperature.
When the FE model matches for this temperatuseassumed to be correct. For FE model 1
the wave group velocity at 25 °C is 5244.8 m/s Whig within 3.6% from the analytical
solution (5442.1 m/s) for a 150 kHz signal. FE nidtlaas a wave group velocity of 5395.1
m/s and is within 0.9% error from the analyticalusion. The second FE model has closer
match because the result is an average of 5 spa#ts. Both velocities match very well and
therefore both models are verified with the culsensed time step and element size.
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Chapter 5: Results Wave Velocities and AE Localizaan with EOC

The experimental part of this research, as predemteChapter 4, was divided into two
stages. The first stage dealt with the changesawewelocities as a function of temperature
and load, and the second stage was focused ondhgon analysis using representative AE
signals. This chapter is also divided into these stages. The first Section provides the
analytical, FEM and experimental results for thie&fof temperature and load on the wave
group velocity. The second Section provides theegrpental results of AE signal
localization with temperature and load. For mortaite of the Figures of this Chapter the
reader is advised to look at larger scaled Figuwrégpendix F.

5.1 Stage one, Wave velocities with Temperature araad

This Section consists of three sub-Sections distgsghe results obtained from the

methodology outlined in Section 4.1. The first ssdxtion discusses the results for the
change in wave group velocities due to temperaslteration. FEM, experimental and

analytical results are compared to each otheri@etwo shows the experimentally obtained
results for the change in wave group velocities tlughe effect of load. Finally, the

combined effect of temperature and load on the gemnn wave group velocities is

discussed for the experimentally obtained restiliss Section focuses on the first arrivals of
the signals only, which corresponds to thevd@ve mode.

5.1.1 Temperature effect

Figures 5.1.1a and 5.1.1b depicts the influencemperature on the wave group velocities
as measured in the range of -40 °C to 70 °C folytinal, FEM and experimental results of
150 and 300 kHz signal. Accordingly, Figures 5.1aBd 5.1.2b depicts the influence of the
temperature on the change of the wave group vgledih reference to the wave velocity
measured at 70 °C also for a 150 and 300 kHz sifimérged versions of these Figures can
be found in Appendix F. The analytical curves weegived from the results presented in
chapter 3 based on Dodson’s and Inman’s methoddi®gly The experimental obtained
results present the average velocity of the 5 sepaths, as is the sensor array depicts in
Figure 4.1.3. By taking the average the impactudfiers is reduced, such as small changes
in the material due to the rolling direction durintanufacturing. The FEM results were
obtained from the two FE models as outlined in i8act.3, where for model 1 (quarter
plate) each data point was obtained by runningpars¢ée FE model with the correct EOC
conditions and corresponding material propertiese Tesults of FE model 2 (which
geometry matches the one in the experiments) hage bveraged for the 5 sensor paths in
the same way as the experiments, the experimezgalts have been averaged in the same
way.
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Figure 5.1.1 Wave group velocity versus temperaturea) analytical, experimental and FEM results forl150 kHz
signal; b) analytical and experimental results for300 kHz signal.
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Figure 5.1.2: Change in group velocity versus tempature with reference to 70 °C; a) analytical, expgmental and
FEM results for 150 kHz signal; b) analytical andexperimental results for 300 kHz signal.

The experimental, FEM and analytical results matabh other very well for both the 150
and 300 kHz signal. The systematic error of theimar absolute group velocity difference
between 150 kHz experimental and 150 kHz analytiesiilits of approximately 300 m/s is
only within an error of 6% from the analytical stdun. This 6% difference can be attributed
to the appropriate selection of an AE thresholdmduthe experimental phase or material
differences due rolling of the aluminium during m#acturing. A low AE threshold
translates into too much noise in the acquired aggnwhich can wrongfully influence
triggering, while a high AE threshold translate®imcorrect group velocity measurements
because a later part of the waveform is used ifggering (as discussed in Section 4.3). The
difference between the FEM and analytical ressltwithin a maximum of 3% error and lies
between the results of the experimental and awalytesults. Furthermore, it is important to
note that for the experimentally obtained valued%® and 300 kHz, and the FEM results
follow the same slope/trend as the analytical dspa curves, see Figures 5.1.1 and 5.1.2.
These results therefore verify Dodson’s and Inmamalytical model [36]. Dodson and
Inman also observed that wave speed changes deenperature are frequency dependent.
However, in the case of AE where the emitted sgjaa¢ in the range of 0.1-0.45 MHz this
effect is negligible. The analytical results of tt®0 and 300 kHz differ 15 m/s, which is the
same for each temperature step. Furthermore, ladsexperiments show the same behaviour
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where the experimental results of the Hanning wimdb 150 and 300 kHz signals have very
small differences, shown in Figure 5.1.1a and 5.1.1

The results from the two FE models differ slightifodel 1 (quarter plate) has a slightly
systematic error of 150 m/s for the group velocdlgo the slope of the curve is slightly
below that of the experiments and the analyticaiilits. Model 2 (full plate) can be called a
perfect fit, the absolute wave group velocity maghvithin an error of 20 m/s, which is less
than 0.005% error. The change in wave group vslasislightly higher than the analytical
results however it matches perfectly with the expental results. These perfect results can
be partly due to luck in choosing the correct thodéd value for analysing the FEM results.
But it is also related to selecting a part of tignal such that all signals have the same
amplitude for the waveform. Small changes in bdtthese could lead to larger differences.
The systematic error between of 150 m/s error ihatisible between the FE model 1 and
model 2 can be attributed to averaging the resiiltse 5 paths in model 2. Each sensor path
gives a slightly different velocity which can béated to the boundary conditions. Averaging
the 5 paths reduces the outliers, therefore restiteodel 2 are concluded to be better.

5.1.2 Load effect

Figures 5.1.4a and 5.1.4b illustrate the influeaté¢he load on the wave group velocities
taking into account the different sensor paths specific applied load case (0 through 250
MPa). The five different paths are sensors 1-2, 1-8, 1-5 and 1-6 as shown in Figure
5.1.3. Each point in Figures 5.1.4a and 5.1.4bsists of the change in group velocity, due
to a 150 or 300 kHz Hanning window emitted fromssmrone at different loads. In order to
exclude the effect of temperature and only showeftfext of loads, a reference to a zero load
case condition at each temperature was taken.h&llchanges in group velocities were
obtained at nine different temperatures valuesr(frd0 to 76C). The depicted points in
Figure 5.1.4a and 5.1.4b represent the averagegehargroup velocity for all the 9 different
temperatures. Figure 5.1.4a also indicates one miata of the FE model. It represents the
average change in wave group velocity for threepemature (-41, 25 and AT) at zero
degree between sensor path and loading direction.

Applied Load “
Direction
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05 82° |
43° |

03f / f1o°
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Figure 5.1.3: Schematic indicating angles of eachap with respect to applied load.

61



Change in group velocity due to load Change in group velocity due to load
T T T T T T T T T

o

X}
=]

du
=]
T

o T ] —+— Experimental 0 MPa
F— pA

e Vi Experimental 50 MPa

: i —+— Experimental 100 MPa
; - —+ — Exparimental 150 MPa
o *;4’:*/ B Experimental 200 MPa : : :
e | % —Enperimental 250 MPa H ;o : : — % — 150 MPa
* : #  FE modsl 1, 250 MPa 7] IO il 200 MPa H
: n ———Curve fit experimental 250 Mpa H a4 : : : —+ —260 MPa

T T T T

.
=
S

o
a
Y

Change in group velocity [m/s]
\
Change in group velocity [m/s]

&

=]
N
NS

Ly
=]

o
=]
T

L i L L T T . i 1 i i L i
0 10 20 30 40 50 B0 70 60 90 1} 10 20 a0 40 50 [=i0] 70 80 90
Angle of propagation path to the load [*] Angle of propagation path to the load [°]

Figure 5.1.4: Experimental results of the influencef load on change of wave group velocities. a) Chge in group
velocity for 150 kHz signal; b) Change in group velcity for 300 kHz signal.

Figure 5.1.4a and 5.1.4b shows the change in gvelgrity varies linearly with load and
has a sin() trend, also described by Ganeti al[37], wherea indicate the angle between
sensor path and loading direction. Figure 5.1.4h%fh.4b also show a load invariant point
where the wave velocity is independent of loadFigure 5.1.4a this point occurs at 67
degree while in Figure 5.1.4b it occurs at 73 degHowever, the results in Figure 5.1.4 are
slightly shifted in the vertical direction, whicffects the location of this point. This shift can
be attributed to an incorrect threshold correcfaxtor as discussed in chapter 4.2. The 67-
degree invariant point is in a good agreement Wlth analytical solution presented in
Gandhiet.al [37] where a 63-degree load invariant angle islydically obtained for Al-
6061-T6, which is different from the 2024-T3 paunséd in these experiments. The results of
the FE model 1 (quarter plate, for zero degreeegrglso match the experimental results,
especially when looking at the curve fit.

5.1.3 Load and temperature effect

Combining the result of the previous two sectioas dlustrate the combined effect of
temperature and load. A reference to a zero loa@ candition at 70 °C was taken to
calculate the change in group velocity for the comad effect of load and temperature.
Figure 5.1.5a depicts the change in group velditythe 70 °C case, which is the same
result as in the previous Section, indicating tffece of load on the wave group velocity.
The zero load case matches the reference zeroclsal condition at 70 °C because by
definition they are the same. Figure 5.1.5b illatgts the change in group velocity for the -41
°C case. The same zero load 70 °C condition has taden as a reference velocity. This
Figure shows that the curves for the effect of Ishift upward by a constant value compared
to the reference. This constant value equals teetedf the change in group velocity by the
effect of temperature that was discussed in Sedidnl. For convenience the effect of
temperature (from Figure 5.1.2), which is a constdwange in group velocity is plotted for
each corresponding temperature, which is the biltied line in Figures 5.1.5 and 5.1.6.
The black dotted line in Figure 5.1.5b matchesziti® load case quite well indicating that
for every angle the effect of temperature seemset@onstant shift on top of the effect of
load. These results indicate that the effect ofpierature and load can be superimposed on
each other. This observation was also analyticicribed by Dodson [35].
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Figure 5.1.5: The influence of load and temperaturen change of wave group velocities, with referende zero load
case at 70 °C. a) Change in group velocity at 70 {6) Change in group velocity at -41 °C.

The results depicted in Figures 5.1.5a and 5.1l&i raatches the expected trends from the
literature very well, with few exceptions. Figurd % shows two of those results that do not
match the expected trend from the literature. IguFé 5.1.6a for a temperature of 12 °C
every angle for which data is obtained seems teligatly shifted in the vertical direction
resulting in a very different trend than expectéidure 5.1.6b shows that this shift of data
points is not the same shift for each data poinefich angle, indicating the individual data
points can have their own shift. These shifts mrdsults can be attributed once again to an
appropriate selection of a threshold correctiondiac

Change in group velocity due to load and temperature (from 70 to 12) deg [C)]
40 T T T T T T T T

Change in group velocity due to load and temperature (from 70 ta -32.5) deg [C]
260 T T T T T T T T

a) b)
20k et 240
7 100 w20
E £
= 80f =2mf
(=} o
=) k=
Rl PP L 80|
(=N (=N
g - g
5 a0t : i g S e0f B
= —==Eup AVE due temp = | == =Exp. Ay due temp
Doog g ; A EOUUUTR IO ook - B
2 R : —H+—0MPs 2 —+—0 MP3
= ,‘f H : 50 Mpa =z 50 Mpa
voor # e : : 100 MPa ©oamr —+—100 MPa
A —+ —180 MPa —#4—150 MPa
0fes E.f....\*{ [RRTPRI B 200 MPa 4 100+ 500 MPa
i —4 —280 MPa : —4—250 MPa
a0 i 1 I i I T T T ao 1 i I i I i
10 20 30 40 50 B0 0 80 an 0 10 20 30 40 50 B0 kil 80 an
Propagation angle with load Propagation angle with load

Figure 5.1.6: The influence of load and temperaturen change of wave group velocities, with referende zero load
case at 70 °C; a) Change in group velocity at 1Z;b) Change in group velocity at -32.5 °C.

5.2 Localization sensitivity of AE signals with terperature and load

The second stage of this study was to determineetfeets of the input velocity on the
ability of a location algorithm of an AE systemlozalize the representative AE signal (an
averaged lead pencil break signal) under the infleeof temperature and load. The
localization module of the AE system requires avim@elocity in order to locate the source
of damage, as stated previously. The primary chgdleof this study is that the wave speed is
no longer a constant. This is due to the effedt tdw@perature has on the material and thus
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on the wave speed. In addition, it is also knowwmmfrsection 5.1 that loads create an
anisotropic behaviour on the material, which hasm@sequence on the wave velocity as well.
As such, due to the effect of loads the wave spaeds per sensor path affecting the ability
to correctly localize the damage. For this purpaseandomly selected point has been
selected as the source location, which has beetrided in Section 4.2. Tables 5.1-5.3
highlight the results of the wave group velociti€his includes three different temperatures
(-40, 25 and 70 °C) and three applied load leva@lsafHanning window signal at 150 kHz as
obtained during the experiments that have beenribescin section 5.1. These velocities
shown in Tables 5.1-5.3 were used as inputs toAtadocalization module to check the
location under the given EOC. The selection ofradcen point as an emitting source, serves
to understand the effect of the load path on tlalipation process when the angles with
respect to the load direction between the sourcdetlam sensors are unknown. To facilitate
this, three different velocities were used per ;pairminimum, average and maximum
velocity as presented in Tables 5.1-5.3. Thesesthedocities were derived from the results
presented in Figures 5.1.2 and 5.1.4. The maximusnnainimum velocities are obtained at
a 0 and 90 degree angle. Whereas the average ilesTakl-5.3 is constituted of the
maximum and minimum velocity for each temperatwadl condition.

Table 5.1: Input wave group velocities at -41 °C.

Stress (MPa) Wave Group Velocity (m/s)
@ -41°C Minimum Average Maximum
0 - 5115,416 -
150 5072,906 5100,454 5128,001
250 5063,480 5099,298 5135,116
Table 5.2: Input wave group velocities at 25 °C.
Stress (MPa) Wave Group Velocity (m/s)
@ 25°C Minimum Average Maximum
0 - 5018,865 -
150 4976,355 5003,903 5031,450
250 4966,929 5002,747 5038,565
Table 5.3: Input wave group velocities at 70 °C.
Stress (MPa) Wave Group Velocity (m/s)
@ 70°C Minimum Average Maximum
0 - 4952,022 -
150 4909,512 4937,06 4964,607
250 4900,086 4965,904 4971,722

Figure 5.2.1a illustrates the sensors’ and souloeation as well as the position of the AE
signal and the Hanning window as calculated froenlticalization module of the AE system.

Furthermore, it shows the Parzen probability dgrfsibction, which clusters and shows the
intensity of the number of locations. Figure 5.2riHsrows down the area to better display
the calculated locations by the algorithm. Theioaglocation of the source is where the two
black lines cross each other. The calculated locativere within 1 cm to the actual location
of the AE source for 12 out of 21 signals, regassllef the velocity used from Tables 5.1-5.3
as input parameter. The other nine calculated ilmesitwere within an error of 32 [cm],
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which is very large. The graphs indicate that twoations are even located outside the
perimeter of the plate. These nine calculated ionatrrors can be attributed to a too high
threshold. This can be seen in Table 5.4 wheraitielocations with a large error (indicated
in bold) have TDOA values that are much larger tegpected. This is an indication that the
channel is triggered with the much stronger buiveloA, wave. These results could not be
improved due to the limited time available for #periments. However, a comparison can
be made with the results obtained under the sam@itecans with the internal pulse from the
Vallen AE system. The pulse is 100 [V] signal whishmuch higher than the 42 [V] from
the signal generator. Therefore this pulse didhase any problems with the threshold as
can be seen in the location plots in Figures 5:5242b. These Figures plot the results for
internal pulse signals under the same conditionsydsigures 5.2.1a and 5.2.1b. Figures
5.2.2a and 5.2.2b indicate that for all conditiepgcified in Tables 5.1-5.3 the location is
within 0.5 [cm] from the actual location. Concludirdespite the many effects temperature
and loads have on wave speed, as described iséeti, the results of both the internal
pulse and the AE signal indicate that these effhatee little influence on the ability of an
AE system to localize the source of the damage ihatose to the centre of the array.
However, these results can be interpreted wrongbabse the TDOA used by the Vallen AE
system for localization are recorded during theeeixpents. But they are not corrected for
the part of the wave that comes before the fingstold crossing, as has been done for the
TDOA measurements in Chapter 5. Therefore, the ealzulated based on TDOA of these
experiments can be biased by the error introducedal the threshold selection.
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Figure 5.2.1: Locations of AE signals for multipleEOC calculated by Vallen AE system, displayed witlParzen
probability density; a) sensor and calculated locabns for entire plate, b) calculated locations fonarrowed region.
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Table 5.4: EOC combinations with TDOA and locationof AE signal under these conditions,
TDOA in bold are indicating TDOA from the A, wave.

TDOA per sensor path [us AE signal
Vg from y-loc
Temp °C| Load MPa|table 6.1-6.3] 12 13 14 [x-loc. [m] |.[m]

0 average 10,2 37 38,3 0,33 0,39
min 0,33 0,39
150 |average 11,7 36,6 38,3 0,33 0,39
-40 max 0,33 0,39
min 0,33 0,39
250 |average 116 | 369 | 381 0,33 0,39
max 0,33 0,39
0 min 29,9 41,2 45,6 0,37 0,39
average 0,29 0,57
150 max 17,4 40,9 96,8 0,29 0,58
25 average 0,29 0,58
min 0,29 0,57
250 average 17,3 41,2 95,8 0,29 0,57
max 0,29 0,58
0 min 20 39,2 n.a. 0,33 0,51
average 0,42 0,31
150 max 30,7 37,8 n.a. 0,42 0,31
70 min 042 031
average 0,39 0,64
250 max 42,7 94,1 94,7 0,39 0,64
average 0,37 0,61
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Transient recordings have been obtained for all E@€cribed in Tables 5.1-5.3. Signal
characteristics have been determined from thossitnat recordings. The results of the peak
amplitude, peak frequency, frequency centroid, tise and the threshold measured during
the experiments can be found in Table 5.5. Theetatulicates that the signal characteristics
are consistent under the EOC for all cases at 70FSC this temperature also the least
location error has been obtained, which can beeelto a low threshold that was selected.
For all cases at 25 °C and especially at 70 “Cstheal characteristics seem to fluctuate
more, where peak frequencies and rise time seetedease while frequency centroids seem
to increase. This fluctuation of frequencies canpbeially attributed to noise introduced
related to reflections mixing up with the &vave. However, further investigations should be
performed to conclude more about these signal cteistics under EOC.

Table 5.5: Signal characteristics of AE signals fomultiple EOC.

Temperature [*C] |Load [Mpa] |Sensor #|A_peak [mv] [Rise time [micro sec] |f peak [kHz] | centroid [kHz] |Threshold [dB]
3 0,63 43,20 112,30 211,89 30,1
0 2 0,68 43,20 112,30 211,89 30,1
1 0,68 43,20 112,30 211,89 30,1
4 0,68 43,20 112,30 211,89 30,1
3 0,63 43,20 112,30 211,89 33,2
70 150 2 0,68 43,20 112,30 211,89 33,2
1 0,68 43,20 112,30 211,89 33,2
4 n.a. n.a. n.a. n.a. n.a
3 0,63 43,20 112,30 211,89 33,2
250 2 0,68 43,20 112,30 211,89 38,1
1 0,68 43,20 112,30 211,89 38,1
4 0,68 43,20 112,30 211,89 38,1
3 0,41 41,10 70,30 369,70 44,1
0 2 0,40 63,20 65,92 523,98 44,1
1 0,14 20,00 68,36 306,56 41,1
4 0,10 3,60 65,92 203,91 411
3 0,33 45,20 70,30 148,59 4,1
25 150 2 0,20 55,00 68,30 322,81 44,1
1 0,13 19,80 68,36 317,31 41,1
4 0,13 19,80 68,36 317,31 411
3 0,45 29,30 73,24 292,70 4,1
250 2 0,87 60,00 73,24 233,47 44,1
1 0,13 23,60 70,80 193,24 41,1
4 0,17 40,40 70,80 238,18 411
3 0,67 30,20 78,13 399,33 38,1
0 2 0,16 62,40 73,24 373,56 38,1
1 0,18 22,60 75,68 297,79 38,1
4 0,26 61,60 75,68 285,08 38,1
3 0,61 30,60 78,13 335,19 38,1
a0 150 2 0,13 39,00 73,24 243,28 38,1
1 0,24 23,93 75,68 356,22 38,1
4 0,29 26,80 75,68 298,13 38,1
3 0,61 30,60 78,13 303,78 38,1
250 2 0,12 39,00 73,24 271,20 38,1
1 0,23 23,40 73,68 345,73 38,1
4 0,21 24,20 183,11 262,11 38,1
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Chapter 6 Modelling location accuracy

In chapter 5 the effect of temperature and loadogalization of AE sources was solely

experimentally investigated. The results showed despite the effects of temperature and
load on wave speed it seems to have little infleamt the ability of an AE system to localize

the source in the centre of the array, using alesiognstant velocity. However, this single

constant velocity can introduce more significambes in the localization of AE sources that
are not centred in the array. This chapter disautise accuracy of a localization algorithm

under changing EOC for many source locations, buide and outside the array of sensors.
The algorithm was developed in the Matlab® envirentn The method and results will be

described in this chapter, this includes the effe¢temperature and load on localization for
multiple locations. The approach of the algoritlsngdéveloped in two steps which are shown
in a schematic in Figure 6.1. Firstly, the effeoctsemperature and load on wave velocity
were modelled in a Matlab® environment resulting @A for a given temperature, loading,

and location of sensor and source. The TOA is taled by taking the shortest distance
from the source to the sensor and dividing it g/ \Rlocity that corresponds to EOC, this is
mathematically written by formula 6.1.

_ N Os—=x)%+(ys—y1)?
TOA; = 25 OF.2) (6.1)

Where, (%Ys) is the sensor location, (¥.) is the source location ang(¥, F,«) is the
group velocity affected by Temperature, Load ar@ahgle between the sensor path and the
loading direction. The AE system is based on TDOAasurements and therefore to
calculate the TOA between source and all the sentbar shortest TOA is subtracted, as
given by formula 6.2.

TDOA; = TOA; — TOA, (6.2)

Where the TDOA TOA; and TOA are the TDOA for all the individual sensor pati A
is the corresponding TOA for each sensor path bed OA is the first threshold crossing or
in this case the shortest TOA.

In the second step of this algorithm, these TDO# thcorporate the effect of temperature
and load were then inserted into a location algori{Geiger’'s method, which is the same
method as was used in the Vallen AE system dutiegexperiments). This program also
requires an a priori determined wave group veloditythis way the error between the
original location and the calculated location candalculated for many original locations.
The localization of the source can be executedipheltimes for different values of the wave
group velocities to investigate which group velgaiesult in which kind of localization
errors.
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Group velocity

i
Temperature = . . ,
Appﬁ’ed load v Algorithm for TDOA gi;glf;ztsm
Sensor locations = EDS g Caffected aleorithm
Source locations = Y =
P Location error 4
Calculated

source location
Figure 6.1: High level overview of program: information loop to calculatelocalization accuracy

6.1 Wave velocity function:

To be able to calculate the TDOA that takes theotfdéf temperature and load into accol
a wave velocity function is necessary. This relai® obtained from the expmental phase
by curve fittingthe results fc the case of 150 kHgignals. For the temperature a lineal
(first degree polynomial) for the absolute velociyas sufficient. For the effect
temperature a sinusoidal dependent fit for the gban wave velocit of the 250 MPa case
was required to describe this effect. In this wlag &ngle dependent effect of load car
super imposed on the absolute velocity function tloe effect of temperature, whi
mathematically is:

v, = (—1.403 - T + 5129) + 70.63 - sin (0.02076 - — 1.394) - (s=)  (6.3)

Where T is the temperature °C, « the angle between the applied load and the sergb
and F is the applied load MPa. The curve fits can be found in Figéré.1a and 6.1.1b.

Group velocity versus termperature
T

Change in group velocity due to load
P P T T

O
~

—4 — 150 MPa
200 MPa
—% — 250 MPa
— — —Fitted sine curve
I I

Change in group velocity [m/s]

H =4 —150 [kHz] experimental |-+ ieeeeeeiomeon
Lin. fitted curve :
i ; i
a -40 -20 a 20 40 B0
Ternperature [FC]

Z‘D BiD AID S‘D E‘D
Angle of propagation path 1o the load [7]
Figure 6.1.1 Experimental resultsfor 150 kHz with curve fit for; a) effect of temperature;
and b) effect of applied load.

80 70 a0 50

Table 61 compares the TDOA for the experiments of AE algrof Section 5.2 with the
calculated TDOA using formul6.3 The results are given for all the load and temjpee

combinations for which experiments were done, asrde=d inSectior 5.2. Comparing the
experimental results with the calculated TDOA ihdae seen that thvalues do not fully
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match. It seems that one sensor path is alwayerfashile another sensor path was
consistently slower. Also, for sensor path 1-3 TIEOA seem to decrease with load during
the experiments, while it is increasing when ugorghula 6.3. Furthermore, sensor path 1-3
and 1-4 have similar distances and angles anditetiee same TDOA by formula 6.1 but not
for the experiments. All these differences may thebaited to three sources, firstly a bias in
the experiments as they are not corrected for #re gf the signal that comes before the
threshold, secondly it may be related to the seleadf a correct threshold value that has
been described in Section 4.3 or thirdly, it mdgtex to different propagation properties of
AE signals compared to the Hanning windowed signAE signals are different from
Hanning windowed signals, which is why differenfanlges in wave velocities are possible.
Further investigation should check the change oCHEiD different AE signals to obtain a
better insight in this. For now this investigatiiil continue using formula 6.3 to calculate
the location from the TDOA under different EOC.

Table 6.1: Comparing TDOA of experiments versus Mdab model.

TDOA [us]
Sensor path AE experimeht Sensor path Matlab model
Temp Load 1-2 1-3 1-4 1-2 1-3 1-4

0 10,2 37 38,3 8,95 38,38 38,38

-40 150 11,7 36,6 38,3 8,79 38,66 38,66
250 11,6 36,9 38,1 8,68 38,85 38,85

0 29,9 41,2 45,6 911 39,07 39,07

25 150 17,4 40,9 96,8 8,95 39,37 39,37
250 17,3 41,2 95,8 8,84 39,56 36,56

0 20 39,2 n.a. 9,23 39,56 39,56

70 150 30,7 37,8 n.a. 9,06 39,86 39,86
250 427 94,1 94,7 8,94 40,07 40,07

6.2 Planar Localization Sensitivity

Once the TDOA were obtained from the previous $acthey can be inserted in the
localization program. This Section discusses thég&'s localization method and will
present the results of the model.

Geiger's method is an iterative algorithm for sotyinonlinear problems that uses a
derivative approach to update trial solutions & kbcation. It is the best known and most
widely used source location method in seismolodg).[6ocation analysis uses the TDOA
information in combination with an arrival time fttion to calculate the distance to the
source. Formula 6.4 shows an arrival time functjor), which is expanded by a first degree
Taylor polynomial aroundgx this is mathematically written as:
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fi® = fi(% +6x) = fi(x) + 2L "fl ox + 2L "’fl Ly + o "fl St (6.4)

Wherex = (x +y +2)" represents the epicentre of the souttes (x, +y, +t,)", it

represents the guess or trial location of the soutc = (6x, + 8y, + 6t,)T is a correction
on the location where ‘i’ is the number of sensdnsthe same wayf; (x) is the observed
TDOA, fi(x,) is the calculated TDOA an f‘ ox + af‘ 6y+af‘ 6t is a correction as

function of the partial derivatives of the eplcenprarameters Rewrltlng formula 6.4 into
channel residual, wherg(x)-f;(x;) = y; is equal to the correction factor existing frore th
partial derivatives, this can be written in mafioxm:

Al o) v

To which the least squares solution of a (overgmheined system is mathematically
expressed as:

0fi 0 0fi
(2 % o
P

Ui i o
dx dy

x=(ATA) ATy (6.6)

The arrival time functions, which were introduced formula 6.4 is in this case TDOA
function. This arrival time function has been dedvrom formula 2.7 and is rewritten for
this application as:

2 2 2 2
£(®) = Vxi=x1)2+(Yi—yL) 2+ (1 —x1) %+ (1-y1) 6.7)

Vgr

Where f;,y;) are the locations of the sensors ang ;) is the calculated location of the
sensors.

The partial derivative in matrix A can be derivesbrh formula 6.7 and they can be
mathematically written as:

ofi — (x1—x1) _ (Xig—x1) (68)
01 (Vo) 01-y0?)  vg(Vo—x) T+ mi-yL)?)
9fi _ 1-yL) _ Yir—yL) (6.9)
L vg(Voa—x)2+n-y0?)  vg(Vai—x)2+i-yL)?)

Ui (6.10)

at

The guess or trial solutiofy, can be any location, however selecting a locati®close as
possible to the real location improves the speatistability of the program. Therefore the
centre of the array has been chosen as the igiteds location. According to Vallen Systems
they also faced problems finding correct result®mviasing a first hit sensor as the initial
guess location. At the sensor a singularity ocaueking it difficult to find the correct
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location. Severadtopping criterions can be selected, in this pnogtiae stopping criterion i

a self correction vector, whedd = /6x? + §y? and the stopping criterion is whéd < &,
wheree = 0.1.

Figure 6.2.1andicates the sensor positions and al original source locatior for which the
location will be calculated by the Geigers metl The range is -02 x < 0.85 and—0.2 <

y < 0.8 with a stepsize of 0.01 m between all the sou In this way location errors outsi
the sensor array can also be calculi The dotted line indicates the edge of the plate

was used during the experime while the markers indicate the sensor posi. The error
of the location analysis can be calculated by @kime difference between the obser
location and the calculat location, mathematically this can be written

error (T, F) = JGo(T, F) — (T, )2 + Go(T, F) — ¥ (T, )2 (6.11)

Where errofT,F) is the error for specific temperature and loadingnditions,
(xo(T,F),yo(T, F)) are the observed location wherex (T, F), y.(T,F)) is the calculated
location for conditions of temperature and loCalculating formulé.11 for zero load at 25
°C and using the correct wave vcity for the Geiger method will result in error that is
due to theaccuracy of th Geiger's method. These resudte plotted inFigure 6.2.1b and
6.2.2 for the same sensor array (sensor 1, 2, «, asdescribed in table 4.2) as usecthe
experiments of SectioBh.Z for AE source localization. Figureb1lb shows the contour
the calculated errors, whas Figure 6.2.2 shows theBplot of the same resultThe two
Figuresindicate that the localization algorithmvery good within the enclosed area of
array. However it starts having nificant location errors outside the perimeterha plate
especially near the corners whithe error can be up to 45 [cnHigure 6.2.1b also shows
the instability of the currently used Geiger mel. For examplenea location (0.8, 0.4) no
solutions were found because matrix A became sancThe fluctuating result in bottom le
corner and top right corner Figure 62.1b may be related to the initial guess posit
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Figure 6.2.1: a) Sensor andriginal source location, dashed line indicate edges of pteduring experiments; b) error

plot of errors between original location and calculated loation, for zero load, 25°C and Vg= 5093 m/s.
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To calculate the effect of changing wave veloc on the capability to localize dams
comparativeerrors should k calculated. These errors are tthifference betwet the normal
case (25 °C, 0 MBand other conditions, this is mathematically teritas

error(AT,AF) = \/(error(T, F)? — (error(25,0))? (6.12)

For all of the locations indicated Figure 62.1a this comparative error has been calcul
for three conditions. These three conditions drstly, 25°C with 250 MPa (so only effect
of changing load); secondl-41 °C with 250 MPamaximum negative temperature w
maximum applied load); andirdly, 70 °C with 250 MPgmaximum positive temperatu
with maximum applied load). Where ‘maximum’ meahs thaximum temperature or lo
considered in this study. For each of these EOCbamations a different velocity profil
describes the changing wavelocity to an angle with respect to the load. Eheslocity
profiles can be found ifigure 6.2.3, an extra condition for 25 ‘@ith no applied load i
added because this is the case to which the exrersompared tc

150

a) ———25C 250MPa | b) —— 25C 250MPa
——-41C 250MPa | | ———-41C 250MPa
5200 H ——70C 250MPa |- 100 H ———70C 250MPa
— = =250 OMPA, . — = =250 OMPA
o = -
£ ; E
= 5180 =
f E
] H
= 5100+ =
5 S
@ <
= ®
i 5050 2
< 5
e ] RUURSUO SOV SUUPOOU OOOON
4950 i i i i i i i i 150 i i i i i i i i
0 W20 3 40 50 B0 70 &0 90 0 W W W4 50 B0 70 &0 90

Angle between sensor path and loading direction Angle between sensor path and Inading direction

Figure 6.2.3:Velocity profiles for four temperature load combinations; a) absolute group velocity profiles; b’
Change in group velocity to reference wave velocitfpr the condition of 25°C with 0 MPa.
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6.2.1 Comparative error between 25 °C, 0 MPa to 25 °C, 250 MPa

Figures 6.2.4a-b depict the comparative error betmzs °C with 250 MPa load and 25 °C
with 0 MPa load. Both high resolution and low resi@n contours are plotted, the resolution
is 0.0005 m and 0.005 m between isocontours, réspbBc These Figures indicates the
location error due to changing wave velocity by lgiqjg 250 MPa static load. The
comparative errors due to applied load, which arié range of 0-2 [cm], are much smaller
than the general location algorithm errors of Gegyenethod in Figure 6.2.1b. More
importantly, they indicate (especially the low resion contour) that lighter areas appear at
the middle of top and bottom of the graph. Thisigates that larger errors happen at those
locations, which can be explained with the velogitgfile in Figure 6.2.3. Where the largest
velocity difference between the blue line and dbttaene (which compares the same
conditions as in Figure 6.2.4) is at small angletwken the sensor path and loading
direction, this corresponds with the lighter looas in Figure 6.2.4.

y location [m)
y location [m)

0.2 0.4 0.6 0.8
x lacation [m] x lacation [m]

0z 0.4 0.6 08

Figure 6.2.4: Comparative error for 25 °C with 250MPa load; a) high resolution contour;
b) low resolution contour.

6.2.2 Comparative error between 25 °C, 0 MPa to 70 °C, 250 MPa

Figures 6.2.5a-b depict the low and high resolutiontour of the comparative error between
70 °C with 250 MPa applied load and 25 °C with 0aMIPhe same resolution as in Figure
6.2.4a-b is maintained. These Figures indicateldlcation error due to changing wave
velocity by applying 250 MPa static load and anréase in temperature of 35 °C. These
Figures show the same results as in Figures 6[2kld-with slight elevated errors. This can
be explained according to Figure 6.2.3 where thecity curve for 70 °C with 250 MPa has
shifted to lower velocities creating a larger chariig velocities with the 25 °C with 250
MPa. Furthermore, the red areas at the bottonatefttop right indicate larger errors. These
effects can be attributed to a singularity relaiedhe mathematics of the sensor positions
and initial conditions of this problem, this is@Msible in Figure 6.2.1b.
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Figure 6.2.5: Comparative error for 70 °C with 250MPa load; a) high resolution contour;
b) low resolution contour.

6.2.3 Comparative error between 25 °C, 0 MPa to -41 °C, 250 MPa

Figures 6.2.6a and 6.2.6b depict the low and hegllution contour of the comparative error
between -41 °C with 250 MPa applied load and 2WitG 0 MPa. The same resolution as in
Figure 6.2.4a-b is maintained. These Figures indithe location error due to changing
wave velocity by applying 250 MPa static load andezrease in temperature of 66 °C.
These Figures show a very different result compaoethe previous Figures. The highest
comparative errors can be found to the middledatt right edge of the Figure. Once again
these results can be explained with Figure 6.2t& decrease in temperature results in an
increase in group velocity that shift the changgnoup velocity curve upward. This results
in a velocity profile that has the largest differenn group velocity at the 90 degree angle
between sensor path and loading direction, thisesponds with the lighter locations in
Figure 6.2.6.
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Figure 6.2.6: Comparative error for -41°C with 250MPa load; a) high resolution contour;
b) low resolution contour.
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At the end of Section 5.2 it was concluded thapdegshe many effects of temperature and
loads on wave speed, the results indicate thaetbffscts have little influence on the ability
of an AE system to localize the source of the damadis conclusion is also supported in
this Chapter. Furthermore, it was also shown thigt ¢onclusion is applicable to the entire
area enclosed by the current sensor positions. &/hee errors due to the effects of
temperature and load within the enclosed areaeftémsor do not go beyond 1 [cm] of the
actual location. Moreover, the combination of terapgre and load affects for which areas
in or outside the array area Geiger's method haxedaced localization capability, and as
such, are more affected by the changing wave uglogGihis effect is related to angle
dependent effects of the load in combination witbhange in temperature. When load is
applied and the temperature is increased theratigedt change in wave velocities occur for
small angles between the sensor path and the lpatiiaction. For locations where most
sensors have small angles between the path ofalbalated source location to the sensors
and the loading direction will see a reduced laratapability. On the other hand when the
temperature is decreased the wave velocity incseagach then results in the largest change
of wave velocity near 90 degree between the sepattr and the loading direction. Other
combination of temperature and load can lead taltsethat are in between the two cases just
discussed. This is because these two cases amo8iextreme cases expected to occur in an
operational environment.

The location algorithm can be further improved Inging the optimal initial conditions and
a better stopping criterion. This can help to redpossible errors and making it possible to
better calculate source locations. Also bettertlonaalgorithms can be developed, but in the

case they use a single velocity for localizatidwent the effects described in this chapter will
occur.

The results in this Chapter show the effects ofpemature and load in one sensor array
regarding the capability to localize damage witld akE approach. When the distance
between the sensors is increased the localizatron ietroduced due to temperature or load
will increase as well. It may be possible to geheegathe conclusions of this chapter to the
case of the active approach. The velocity functadnformula 6.1 that takes effects of
temperature and load into account is obtained experimental results that use a Hanning
windowed signal, which is also used in the actippraach. Therefore, similar location
errors with EOC can be expected in the active atroHowever, the arrival time function
6.5 will be different for the active approach, ésg in different derivatives which may
affect the accuracy.
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Chapter 7 Discussion, Conclusions and Recommendati®

The aerospace industry addresses an increasing nderma lower operational and
maintenance cost by pointing to SHM strategies taat assess the structural integrity in
service. Aircraft structures operate under varidbC. However, these EOC are one of the
main obstacles for deploying SHM methods for irvieerreal time monitoring. Furthermore,
passive approaches such as AE show promising sefultiocalizing damage in complex
structures. But investigation of the effects of E@@ery limited. Therefore the goal of this
thesis was to understarttbw and to what extent load and temperature afcsignals and
damage localization in a simple metal plate stroetand to assess this technique for real
time monitoring of aircraft structures in an opdmatal service environment.

In order to address the aforementioned questiomsthdy consisted of a literature study and
two stages. In stage 1 the change in wave velotitly varying EOC was investigated
whereas in stage 2 the effect of the change in walaeity on the ability to localize damage
was investigated. A literature study was perforraedhe theories that investigated the effect
of temperature and load on wave velocities. Focas given on Dodson and Inman theory
on the effect of homogenous temperature changbeodispersion curves. That theory had a
temperature dependent stress strain constitutivateo and took into account alteration of
material properties with temperature. However, ghegposed model wasn’t verified through
experiments. Michaelset al, developed a model for the effect of load, bueyth
experimentally investigated the signal change defits for the A wave only. They
pointed out that load makes material's elastic bieha directionally dependent and
therefore change of the wave velocity was angleeddent also. The combined effect of
temperature and load was not investigated in ddptidson combined an analytical theory
that superimposed the effects of temperature aad, lbowever this was not investigated
experimentally either.

In the first stage of this study, changes in wagkeity due to temperature and load were
investigated. Firstly, the mathematical analyticadel from Dodson & Inman was re-
produced. This model indicated that changes withpterature were most significantly
affected due to changes of the density and stéfrafsthe structure with temperature.
Additionally, the model showed that changes in wapeeds for Swave mode contains
temperature invariant points. Further investigatidn these invariant points showed that the
change in wave group velocity with temperature wa however, the second derivative
was not and shifted these points slightly overderepy thickness with temperature.

In order to evaluate the analytical model, an ahiom 2024-T4 was selected to be
tested. Furthermore the results of the analyticatleh were also compared to FE results.
Experimental results were obtained for Hanning wimed signals with peak frequency of
150 kHz and 300 kHz for a temperature range of @in nine steps to 70 °C. Additionally,
Abaqus/CAE® FEM results were obtained for a Hanmivigdow of 150 kHz. Results
showed an increase in temperature resulted in@ase of the wave group velocity and vice
versa. However, near the temperature invarianttpdims behaviour tends to inverse but
changes in wave group velocity are relatively snmafthis frequency thickness range. The
maximum difference of the absolute wave speed @tvexperimental results and analytical
solution was 6%. This 6% difference can be attedub the appropriate selection of an AE
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threshold during the experimental phase. The diffee between the FE and analytical
results was within an error of 3 and 1% for FE middand 2, respectively. Furthermore, the
values lies between the experimental and analytesallts. The frequency dependent effect
of temperature on the group velocity for AE signaildich were in the range of 0.1-0.45

MHz, was negligible. The experimental, FE and atiedy results matched each other well,
accounting the effect of temperature. Thereforesehexperimentally and FEM results

verified the analytical theory of Dodson and Inmeartending results for both positive and

negative temperatures.

Additional experiments investigated the effect oad and combined load and
temperature on the changes in wave group veloeoita 150 and 300 kHz Hanning window.
At each temperature level, six different staticd®avere applied that ranged from 0 MPa to
250 MPa in increments of 50 MPa. Results showetttigachange in group velocity varies
linearly with the load and contains a sinusoidgtdviour with the angle between the sensor
path and loading direction. Which meant that theevgroup velocity decreased for small
angles, increased for large angles and varied avgtiimusoidal behaviour for the other angles
between the propagation path and the loading drecFurthermore, a load invariant point
at 67 degree was measured. The 67-degree invaoartwas in a good agreement with the
analytical solution presented by Gandhal [37] where a 63-degree load invariant point was
analytically obtained for Al-6061-T6 plate. The u#s of the combined effect of temperature
and load indicated that they were superimposedach ether. The experimental results also
presented problems with threshold selection dutiregexperiments. A low AE threshold
could translate into too much noise in the acqusigmals, which can result in wrongfully
triggering, while a high AE threshold could translainto incorrect group velocity
measurements because a later part of the wavefavoldwbe used for triggering. The
threshold also did not compensate for the parthefdignal that came before the trigger,
which could elongate the TDOA measurements.

The second stage of this study investigated howeffext of the change in wave group
velocity under varying EOC will affect the capatyilito localize the damage. For this
purpose a representative AE signal was obtainexugfr pencil lead breaks and excited on
one random location within the area of the arraywads found that for AE signals under
varying EOC the localization accuracy was withimlior 12 out 21 cases (57%) and 100%
of the cases studied for which the source was #srnal pulse. The low percentage of
correct locations with AE signal can be attributedhe strength of the signal. The actuated
AE signal was 42 M, while the internal pulse was 10gV

The accuracy of the location capability under EQ@@hT the experiments was also
supported with results from a Matlab® model. Thedelocalculated the effect of
temperature and load on the TDOA by using a relatieveloped from curve fits obtained
with the experimental results for changes in waveupg velocities. Then, a location
algorithm (Geiger's Method) was used to calculaters between original and calculated
location for different conditions. In this way thecation capability under influence of
temperature and load was assessed for many losatibshowed that errors due to the
effects of temperature and load within the enclaa®a of the sensor didn’t exceed a circle
with 1.5 cm radius of the actual location for aragrsize of 65 by 60 cm. Furthermore, the
combination of temperature and load affects whiogles between the sensor paths and the
loading direction have the largest change in greeipcity. This will result that some areas
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will have a larger reduction in localization acayalue to EOC. This effect was related to
the angle dependent effect of the load; for locetiozvhere the angles between the sensor
paths of most sensors to the loading directionesponded to the largest change in wave
group velocity due to both temperature and loadldvoesult in larger differences between
the actual and calculated location.

The experimental and numerical results of stage tveme obtained for the effects of
temperature and load in one sensor array. The sawhlction in localization capability with
varying EOC can perhaps be more significantly affé@cn larger arrays. It may be possible
to generalize these results to the active SHM amroThe velocity function takes effects of
temperature and loads into account, which wasiedrikith experimental results that used a
Hanning windowed signal. Therefore similar locatemors with EOC can be expected in
the active approach.

This study demonstrated that even though changgsoirp velocity due to EOC can be in
the order of 260 m/s these effects had very ldtiesequence on the ability of an AE system
to localize the damage, thus providing an accuoaation of the source. Therefore, the AE
SHM technique performed well under EOC making gugtable technology for real time
monitoring of aircraft structures in an operatiosafvice environment. However, this also
indicated the importance of an threshold independegger mechanism for AE signal
detection. Real AE signals are expected to be dassg than the signal used during this
thesis and in this study already many difficultiwere faced with the threshold trigger
mechanism.

The main conclusions of the thesis can be sumnuh&gdollows:

» Verified Dodson & Inman analytical theory both expeentally and by FE
method, where impact of stiffness and density havgest influence on
changes in wave group velocity for normal opetemperature range.

» Experimental results indicated angle dependentcitglgrofile with load,
and loading invariant angle at 67 degrees verifyanglytical results from
Ghandiet al. Furthermore, experimental results indicated thenges in
wave group velocity due to temperature and loadewsuperimposed.
However further FE modelling should still be prosad

» Experimental and FEM results indicated that thenglea in wave group
velocities of AE signals did not affect localizaticapability significantly.
However, the angle dependent velocity profile addowhich areas have a
reduced localization capability under varying EOC.

The investigation in this thesis that combined ¢ffect of temperature and load on the AE
approach for SHM purposes, revealed changes in waleeity due to temperature and load
inducing small changes in localization capability & plate of 65 by 60 cm. The effect of
temperature and load can become more significaarger arrays. Therefore, this rises
recommendations for further research:
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Investigate a threshold independent trigger meshaniThe amplitudes of
real AE signals are lower than the AE signals usdtiis research and many
difficulties already were faced in obtaining thereact TDOA.

Further FE modelling should verify the experimemtdults for the effect of
load on the change in wave group velocity and tbmlgned effect of
temperature and load on the wave group velocity.

During experimental tests with representative Agnals it is advised to use a
signal generator that can amplify signals to 10Q][signals.

The location algorithm can be further improved liyding the optimum
initial conditions and a improving the stoppingterion of the iterative
method.

Investigate the effect of temperature and loaddmpmosite plates or more
complex structures.

Use of large distances between sensors to obtaia aezurately the change
in TDOA.
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Appendix A: Design & Properties of Aluminium Plate
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Figure B.1: Overview of test specimen, sizes arenessed in mm.
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Properties of Aluminium 2024

Stiffness (Comsol Multiphysics®):
8.1033434 - 10'° + 2.123766 - 10°T — 1.972676 - 10° + 443.523T3 —
0.3697696T* [K]

Poison ratio (Comsol Multiphysics®):
0.3238668 + 3.754548 - 107°T + 2.213647 - 107'T? — 6.5650233 - 107 1°T3 +
4.21277 - 10713T* + 3.170505 - 107175 [-]

Density (Comsol Multiphysics®):
2813.898 + 0.02810998T — 7.443022 - 107*T?2 + 1.039896 - 107°T3 —
3.5689519 - 10~107* [kg/m’]

Density at room temperature (ASSH]):
2780 [kg/m]

Coefficient of thermal expansion:
2.322-1075 []
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Appendix B: Design of Environmental Chamber
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Figure C.1: Overview of environmental chamber, size are expressed in mm.
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Appendix C: Data sheet piezoelectric transducers VI50-M (Vallen
systems)

Vallen Sensor—' -Pulse through (Calibration bypass)

Peak frequency in kHz— Integral preamplifier

(for wide band sensor: frequency range in kHz)

-Case (dimensions)
(A1, A2, D M L M NS, R 8V Z1 22

Figure C1: Explanation name classification of Valla sensor types [59].

AE-sensor Fregq. freax Freq. Size DxH Weight Case Wear Temp. Connector Capa- Comment Magnetic
Model Range Resp. Material Plate Range city holder
[kHz]  [kHz] curve  [mm] [9] [°cl [PF]
on
page
VS150-M 100-450 150 14 20.3x 143 23 Stainless =~ Ceramics  -50 to +100 Microdot 350 MAG4M

steel

Figure C2: Sensor specification [59].

VS150-M
The VS150-M AE-sensor has a -60
very high sensitivity and is the & -70 s
ideal choice for integrity testing of f:. 80 S
metal as well as composite 2 ["’
structures. w -90 F
@ -100 I
-110
0 100 200 300 400 500

VS150-M, f(kHz)

Figure C3: Sensor sensitivity curve.

The piezoelectric coupling matrix relates stresscharge and it is constructed in the
following manner. A state of stress in a mediungéserally specified by a second order
tensor with nine entries. The polarization of anystal is specified for three components in
the three main directions, this leads then to 2ttatal coupling constants. Based on
thermodynamic reasoning it can be proven thatddy [67]. This reduces the amount of
constants to 18, which can be written using Vomhtion see Table 2.4.1 & Figure 2.4.3.

Table C1: Tensor notation, Voigt notation and Cartsian notation, which are visualized in Figure BNM.

Tensor notation 11 22 33 23,32 | 31,13 12, 21
Voigt notation 1 2 3 4 5 6
Cartesian notation X y z zy,yz ZX,XZ Xy, YX
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33.3.z

12,6, xy

11. 1. x (Tensor notation, Voigt notation, Cartesian notation)

Figure C4: Tensor sub indices notation visualizedd: VVoigt and Cartesian notation.

PROPERTIES OF PIEZOCERAMIC MATERIAL NCE 51

Properties Symbol & Unit Value

DIELECTRICAL PROPERTIES (tolerances £10%)

Permittivity €T3/ Eo 1850
Dielectric Loss Factor tgd [107] 190

ELECTROMECHANICAL PROPERTIES (tolerances £5%)

Coupling Factor Ka 0.65
Coupling Factor K31 0.37
Coupling Factor K3 0.72
Coupling Factor Ke 0.51
Piezoelectric Charge Constant -dy; [107C/N] 195
Piezoelectric Charge Constant ds [107C/N] 460
Piezoelectric Voltage Constant -g5; [10°Vm/N] 13
Piezoelectric Voltage Constant g+ [10° Vm/N] 27

MECHANICAL PROPERTIES (tolerances £5%)

Elastic Compliance s5 4 102 m¥/N] 16
Elastic Compliance s 3 [1077 m*/N] 19
Radial Frequency Constant NE " [m/s] 1940
Thickness Frequency Constant N? ' [m/s] 2010
Transverse Frequency Constant NE [m/s] 1400
Longitudal Freguency Constant N7 3 [m/s] 1390
Mechanical Quality Factor Qm . 80
Density p [10%kg/m?] 7.8
THERMAL PROPERTIES

Curie Temperature T.[°C] 340

Figure C5: Material specifications active elementfoVS150-M sensor.

Height piezoelectric element is 6.35 mm
Diameter piezoelectric element is 12.7 mm.
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Appendix D: Background Noise levels

From Figure D1 it can be seen that the noise lavtiHe hydraulic line is stronger than in the
plate, indicating the source. Figure D2 and D3 zaworind show that the measured response
of this background noise in the sensors connedtdldeatest specimen matches exactly the
signal of channel 7.
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Figure D1: Background noise measurement.
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Figure D2: Close-up from sensor 7 at the hydraulitine from the fatigue bench.
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Figure D3: Close-up from sensors connected at thegt-specimen.
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Appendix E: Cluster Manual

Running in batch mode on the cluster
Manual for Comsol Multiphysiags Comsol with Matlab, and Abaqus/CAE

Authors: Rutger Stottelaar & Maurice Boon
Last update: 19/05/2014

This manual describes how to run Abaqus and CoMsittiphysics® batch simulations on
the cluster. First a short introduction is giveattlbxplains the general approach of running
on the cluster. Then separate Sections for Comsitiphysic®® and Abaqu® will discuss
the details for each program in more detail.

Introduction

To run on the cluster the model input file andlagobmission script (.pbs file) are required.
When the two files have been produced they nedsktoploaded to the cluster, this can be
done by using filezilla or any other SSH client. giro entries are: Host (which is
hpcl2.tudelft.net), username, password and gatekwisi 22). Once the files have been
uploaded onto the cluster the .pbs file can bewredo start running the model. The cluster
can be controlled with PUTTY or Secure Shell CliGatailable on blackboard). To control

your files on the cluster the commands in tablan loe used.
Table E1: Cluster command to control cluster

Is To see what files the current directory contains
cd To go to beginning of directory on the cluster

cd "path’ To go to directory

Clear Clears the screen of the interface

gsub Submit .pbs file to the cluster

" filename.pbs”

gsub -I Submit a job file in which you can enter your own

commands instead of having a .pbs file
gdel “job_ID_#”" Delete job, job-ID number can be found in list wijistat’

command
gstat To get overview of the submitted jobs on the cluskais
shows the total time of all CPU’s which have be@aming
gstat —a To get more information of the submitted jobs, nttes
shows how long jobs have been running on the cal@stel
time)
gstat —u ‘hetlD” Summarizes the jobs of the individual related ®nbtID
module avail To show installed software packages on the cluster

When developing the job submission files (.pbs fatimthe link explains some of the
commands that are often used. In the next Sectivamples will be shown these scripts.

? https://www.msi.umn.edu/resources/job-submissiod-scheduling-pbs-scripts
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One convenient command from the link is the “#RBfSguest”, which will run the batch on
the cluster as a guest. This can significantly ceduaiting time.

Comsol Multiphysics®

To run in batch mode in Comsol multuphysiclrst some internal settings need to be made.
Note that these Figures are made in Comsol 4.4erGldrsions of Comsol can have these
options in different places.

In the model builder toolbar under t = button cietlee advanced study options.

Builder v 1 | Root
- =t

- —

¥ MNode

4 @ wavelocit v Equation Sections
() Globg

= | Equation View
4 |l Mode

Override and Contribution
Discretization

Stabilization

Advanced Physics Options
Advanced Study Options
Advanced Results Optiens
Reset to Default

Reset frem Preferences

Set as Preferences

5'5 Parametric1

@Results
Then right mouse button on study and add ‘Batch’.

4 "o Stu:'
m = Compute Fa

2 Parametric Sweep
°|j Optimization
N, Sensitivity

e
s
=
e

Study Steps r
|*[=2] Batch

@REE*@"[ Batch Sweep
When clicking on the batch icon that just appeavédopen a window on the right. In this
window the filename, and directory on the clusteeahto be specified. Next, right mouse
button click on job configuration and again addchat

4 "oo Study 1

arametric Sweep
Step 1i Time Dependent
Step 2: Stationary
e Solver Configurations
4 E_] Sk Canfiaietione

[ 51 Show Default Solver

B Resz ¥ 255 Parametric

[ . Batch

4,}'—! Cluster Computing
*@. Optimization

[ Delete Solvers

B He FL
P

In the newly appeared batch menu select ‘Batckhén'Defined by study step’ line, and
specify the number ofobs, * alive time’and humber of job restartsf required.
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Ratch -1
= Run [}
~ General

Defined by study step:

Number of cores:
Use graphics
Number of simultaneous jobs: | 32
Number of job restarts: 0
Alive time (seconds): 500000

Start time: ‘.Now 'l

These are all the settings for the Comsol fileuto, furthermore Comsol does not require to
write an input file so the .mph file can be useduo on the cluster.
An example of a script in a .pbs file for Comso$iewn below:

#l/bin/bash

#PBS -N wavelocity %specify name which is visible on the cluster

#PBS -l nodes=1:ppn=8 %specify nodes and cpu's (ppn), %this needs to
equal 'np'in

the last line of this code
#PBS -M ....... @student.tudelft.nl %specify email address to get notification when job

finishes.
#PBS -m abe %command required to send notifications
cd ~/wavevelocities %specify folder where the documents are stored
inputfile=<file name>.mph %specify input file
outputfile=<output file name>.mph %specify output file
module load comsol/44 %specify Comsol version

comsol batch -np 8 -inputfile $inputfile -outpugfiboutputfile -job bl -batchlog
logpztFP02.log
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Comsol with Matlab

Comsol with Matlab is used on the cluster if onenisdo make use of the large amounts of
memory available, or perform optimization runs.eTse of Comsol with Matlab on the
cluster is not as straightforward as using just €aniro start using Comsol with Matlab one
first has to make a connection with the server ralipuhis is required just once.

Type in your command window of Putty (or other a@fte you use to connect to the
cluster): qsub —I

This enables a job where you can enter the commastisad of having a pbs file do that for
you. Type: module load Matlab/2011b comsol/43b

This command will load the Matlab and Comsol modwidnich are available on the cluster,
other versions of Matlab or Comsol are also possifilhe next step is to type:

Comsol server

Wait for the cluster to respond, this may take a@eviThe cluster will ask for a username,
type your netid without @tudelft.nl. The clusterllvdontinue with asking your password,
enter your password and confirm.

The next step is to prepare your Matlab script. &silre two script lines are present in your
file:

mphstart

model.save(<name of your mph document>)

Now you are ready to use the cluster to run youtld¥afile to create a Comsol file. The
Comesaol file will be saved in the same folder as nehthe Matlab model is saved. Use the
following .pbs script for the job.
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#PBS -N Comsolopt %specify the name on theetus

#PBS -0 'CNTMatlab.log' %specify your log filame

#PBS -l nodes=1:ppn=2 % specify the amount udtels

#PBS —M ........ @student.tudelft.nl %pecify email address to get
notification when job finishes

#PBS -m abe %command required to send

notifications

module load Matlab/2011b comsol/43b %specify whielsion you want to use

cd ~/modell1/ %specify folder where the documents are
stored

comsol server -np 2 -port 2036 < /dev/null > Corsspler.log &
Matlab -nodesktop -nosplash -singleCompThreadddpath /opt/comsol43b/mli,
mphstart(2036), <your Matlab filename here>, exitVlatlab.log

%specify the port number (this might take some #&mad error). Furthermore change the
Comsol version, and the amount of CPU’s if you heavanged this value. The Matlab.log
file will give the output of the Matlab command iow.
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Abaqus/CAE
Abaqus makes use of an input file on the clustéicivcan be found under Analysis. Right

mouse button click on jobsCreaté. Then under newly created job click with right use
button and write input.

An example of a .pbs file for Abaqus looks almdbst same as the previous pbs files shown.
The file shown here contains more information ttt@Comsol version. A simple version as
shown in the case of Comsol should be sufficienwels

# Job for Torque PBS 2.0.0p8

# e

#PBS -j oe

#PBS -0 CF245_dam05_TR.LOG
#PBS -l nodes=1:ppn=16

#PBS -N CF245 _dam05_TR
#PBS -S /bin/csh

H e

cd ${PBS_O_WORKDIR}

set wat=<File name> %Input file name

set opt=(interactive cpus=16) %settings forAbaqus

# Note that in "Abaqus.$$" "$3$" is an environmeatiable
# which is replaced by the current unique processber
set waar=/var/tmp/Abaqus.$$

# Create temporary directory and copy files to it

mkdir ${waar}

#/bin/cp -p abaqus_v6.env ${waar}

/bin/cp -p ${wat}* ${waar}

# Go to temporary directory, run Abaqus and conekba
pushd ${waar}

/opt/abaqus-6.11/Commands/abaqus job=${wat} ${opt}
popd

# Retrieve files and remove temporary directory
/bin/cp -p ${waar}/${wat}* .

/bin/rm -fr ${waar}

exit 0

101



Appendix F: Enlarged Figures of Chapter 5

Group welocity versus temperature
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Figure 5.1.1a Wave group velocity versus temperater; analytical, experimental and FEM results for 18 kHz signal
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Figure 5.1.1b Wave group velocity versus temperata; analytical and experimental results for 300 kHzignal.
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Change in group velocity versus temperature to reference 70 [PC]

E ! ! ! : f
180 F- e -.. LKERE ETEERTERP ............ e ............ ........... .
*. . : :
'_|125_ ........ \ .......... B e e ............ ............ ........... i
A : : : : : :
.g. : : : : : :
ZA00f- o e * ........... e ............ L i
O : : : : :
a
=
py T S B B N _
=
b
=] : : . - : :
'E S0H —%—1a0 [kHz] analytical o ............ B 4
= + 180 [kHz] experimental : : :
= Lin fit 150 [kHz] experimental |5 = _
25
o 150 [kHz] FE madal 1
Lin fit 150 [kHz] FE model 1 : : :
D_ _*_ 150[kHE]FEdeE|2 , ............ ............ N
Lin fit 150 [kHz] FE model 2 : : :
T T T i 1 ]
-B0 -40 -20 0 20 40 &0 a0

Temperature [*C]

Figure 5.1.2a: Change in group velocity versus tengpature with reference to 70 °C; analytical, experinental and
FEM results for 150 kHz signal.

Change in graup velocity versus temperature to reference 70 [7C]
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Figure 5.1.2b: Change in group velocity versus tengrature with reference to 70 °C; analytical and exprimental
results for 300 kHz signal.
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Change in group velocity due to load
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Figure 5.1.4a: Experimental results of the influene of load on change of wave group velocities. Chamin group
velocity for 150 kHz signal.
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Figure 5.1.4b: Experimental results of the influene of load on change of wave group velocities. Chaa@ group
velocity for 300 kHz signal.

104



Change in group velocity due ta load and temperature (from 70 to 70} deg [C]
40

' T ! T ! T g T
. P P P Ry
o) :
£ |
é—. D_ .......
(] y
o :
[1h} N
:;. .
%—QD- ................................ :
2 : : :
) 7 -
£ : : : : : — — —Exp. &v, due temp
Lok . S PO 4
2 ' /*_j : e ; —+—0 MPa
z Pl s ; 50 Mpa
& o // : | —+—100 MPa
ED_ ........ [ 'l; ...... / ......... .......... —4 — 160 MPa ]
SN R A 200 MPa
: TR : | —#+—250 MPa
80 I { I i 1 T I T
0 10 20 30 40 50 B0 70 ad a0

FPropagation angle with load

Figure 5.1.5a: The influence of load and temperatw on change of wave group velocities, with refereado zero load
case at 70 °C. Change in group velocity at -41 °C.
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Figure 5.1.5b: The influence of load and temperatw on change of wave group velocities, with referea¢o zero load
case at 70 °C. Change in group velocity at -41 °C.
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Zhange in group velocity due to load and temperature (from 70 to0 12) deg [C]
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Figure 5.1.6a: The influence of load and temperatw on change of wave group velocities,
with reference to zero load case at 70 °C; for thease of 12 °C.
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Figure 5.1.6b: The influence of load and temperatw on change of wave group velocities,
with reference to zero load case at 70 °C; for thease of -32.5 °C.
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Figure 5.2.1a: Locations of AE signals for multipleEOC calculated by Vallen AE system, displayed witfParzen
probability density; sensor and calculated locatios for entire plate.
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Figure 5.2.1b: Locations of AE signals for multipleEOC calculated by Vallen AE system, displayed wittParzen
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displayed with Parzen probability density; sensor ad calculated locations for entire plate.
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