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Abstract

The search for better catalysts for imine hydrogenation is an ongoing challenge. Understanding of the un-
derlying mechanism can play an important role in the evolution of catalyst design. The goal of this research
is to get more insight in the asymmetric hydrogenation (AH) of 2-Methyl-1-pyrroline with an Ir-based cata-
lyst with a phosphorous bidentate ligand (JosiPhos) using density functional theory (DFT) calculations. In
this research, two mechanisms are investigated. The inner sphere C-migration mechanism is explored for
all possible options for the coordination of the substrate to the catalyst complex. A conformer search with
Conformer–Rotamer Ensemble Sampling Tool (CREST) is done on three transition states (TS) to investigate if
ensemble representations are important for the determination of the enantioselectivity of a certain path. The
outer sphere mechanism is only partially explored. Using DFT, the energy landscape of each reaction path
could be mapped out.

Of the inner sphere C-migration mechanism, ten possible reaction paths were obtained. The two most
thermodynamically favourable paths are the paths where the substrate binds on one specific equatorial coor-
dination site. There is no substantial preference for the formation of one enantiomer over the other. However,
CREST calculations generated possible conformers of certain transition states, some with a lower energy. This
resulted in a preference for the formation of the R-enantiomer for the inner sphere C-migration mechanism.

Little can be said about the outer sphere mechanism since there is not enough data yet to form a clear
conclusion about the favourability of this mechanism. One of the findings was that another type of outer
sphere mechanism was found other than the outer sphere mechanism proposed based on literature. To be
able to state what mechanism is the most likely to occur, more quantitative research is needed on the outer
sphere mechanism and other possible mechanisms.

i



Contents

1 Introduction 1

2 Computational methods 3
2.1 Density Functional Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1.1 Schrödinger equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1.2 Exchange-correlation functionals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.3 Basis sets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.4 Solvation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.5 Dispersion corrections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.6 Geometry optimization, energetics and reaction mechanism . . . . . . . . . . . . . . . 5

2.2 Conformer–Rotamer Ensemble Sampling Tool (CREST) . . . . . . . . . . . . . . . . . . . . . 5
2.3 Root-mean-square deviation (RMSD) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

3 Results and discussions 8
3.1 Inner sphere C-migration mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

3.1.1 Proposed mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.1.2 Results DFT calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.1.3 Conformers of transition states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.2 Outer sphere mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2.1 Proposed mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2.2 Results DFT calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

4 Conclusions and Recommendations 19
4.1 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.2 Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

Bibliography 22

A Inner sphere C-migration mechanism: supporting information 25

B Inner sphere C-migration mechanism: structures of the complexes for each investigated path 28

C Outer sphere mechanism: supporting information 30

D Outer sphere mechanism: structures of the complexes for each investigated path 31

ii



Abbreviations and acronyms

AH Asymmetric Hydrogenation
ATH Asymmetric Transfer Hydrogenation
Be rotational constant
CRE Conformer/Rotamer Ensemble
CREST Conformer–Rotamer Ensemble Sampling Tool
DCM Dichloromethane
DFT Density Functional Theory
e.e. enantiomeric excess
E Electronic energy
G Gibbs free energy
GC Genetic Crossing
GGA Generalized Gradient Approximation
H Enthalpy
HF Hartree Fock
HK Hohenberg-Kohn
ISE Inorganic System Engineering
KS Kohn-Sham
LDA Local-Density Approximation
MTD Meta-dynamic
PES Potential Energy Surface
Ph Phenyl
pKa acidity constant
QM Quantum mechanical
RMSD Root Mean Square Deviation
SE Schrödinger equation
t-Bu tert-Butyl
TS Transition state

iii



1
Introduction

Catalysts are used in many industrial processes and a lot of research is done to develop catalysts with the right
catalytic properties to improve the efficiency of the process. One of those industrial processes is the synthesis
of chiral amines. A specific example which shows the importance of enantioselective imine hydrogenation is
the Metolachlor process. It is the largest enantioselective catalytic process with a production of quantities of
more than 10.000 tonnes per year. (S)-Metolachlor is one of the most important grass herbicides for use in
maize [1]. Multiple Ir-based catalytic systems used to produce the chiral herbicide (S)-Metolachlor provided
enantioselectivity of 79% or even higher [1, 2].

A catalyst can be defined as a substance which increases the rate at which a chemical reaction approaches
equilibrium without becoming itself permanently involved [3, 4]. It provides an alternative pathway for mak-
ing and breaking of bonds. This pathway has a lower activation energy than that required for the uncatalysed
reaction. Catalysts are divided in three main categories: homogeneous, heterogeneous and biocatalysts [5].

Heterogeneous catalysts are in a different aggregation state than the reactants. Often, they are solid ma-
terials, for instance metal nanoparticles. They speed up the reaction between gaseous and liquid reactants or
reactants dissolved in a liquid. It is beneficial to disperse the solid particles on a support material to increase
the number of active sites [5].

Homogeneous catalysts are in the same aggregation state as the reactants, typically the liquid phase [5].
Although biocatalysts also fall under this definition, they are considered to be a distinct type of catalyst and
generally are called enzymes. For the homogeneous catalysts, only organometallic compounds are discussed.
These organometallic compounds consists of a (transition) metal centre and ligands. A lot of research has
already been done in the field of homogeneous catalysis. Nevertheless, it remains a challenge to find the
optimal combination and geometry of a metal and its ligands to obtain high efficiencies for certain chemical
reactions. This report will describe a specific reaction, namely asymmetric imine hydrogenation, which is
catalysed by a homogeneous catalyst.

Imine hydrogenation is an important reaction because the formed product, a chiral amine, is widely used
as a building block in fine chemical, agrochemical and pharmaceutical industries [6–8]. Stereochemistry is a
dominant concept in this field of work. Stereoisomers are compounds which share identical molecular for-
mulas, but differ in their three-dimensional arrangement. Due to the chirality of a molecule (in this case a
chiral amine), two enantiomers can be distinguished. Enantiomers are stereoisomers which are nonsuper-
imposable mirror images. These chiral molecules contain an asymmetric point, often a carbon atom with
four different substituents [9].

There are two used methods to produce chiral amines: asymmetric hydrogenation (AH) and asymmet-
ric transfer hydrogenation (ATH). For the first reaction molecular hydrogen is used as hydrogen source and
for the second reaction small organic molecules like 2-propanol are used as hydrogen source [8]. There are
multiple catalysts with chiral organic ligands reported which could facilitate the hydrogenation of the C=N
double bond. These catalysts are based on for example iridium, rhodium, ruthenium, titanium and palla-
dium. Iridium-based catalysts are the most widely studied and outstanding catalysts used for AH [8]. Com-
pared to other transition metal based catalysts, they provide high activities and enantioselectivities under
mild conditions [7].

For industries, it is of great importance to obtain enantiopure compounds and thus get a high enan-
tiomeric excess (e.e.), which is defined as the excess of the major enantiomer over the other [10]. The impor-
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tance of pure enantiomers is clearly seen in the pharmaceutical industry because the physiochemical and
biochemical properties of racemic mixtures and individual stereoisomers can differ significantly [9]. Some
drugs are prescribed as a racemic mixture, whereof only one enantiomer has the main therapeutic effect while
the other one may produce adverse effects. These adverse effects range from inactive and qualitatively effects
to greater toxicity [11]. In recent years, a lot of research has been done to achieve the most enantioselective
catalysts and to get in grips with stereocontrol. In general, the enantioselectivity is determined by the relative
rates of the competing enantioselective paths [6]. This is difficult to control and depends on many factors.
An overview of four factors will be given.

One of those factors is the structure of the ligands since they control the outcome of the enantiomeric
product by steric and electronic factors. The (imine) substrate is also of importance to the selectivity because
bulky and flexible substituents generally give lower enantioselectivities. Moreover, strongly coordinated sol-
vents and additives can also reduce the enantioselectivity significantly by possible blocking of a contact point
between the metal and the substrate. Another factor is the potential E/Z isomerization of the substrate since
they interact differently with the catalyst [6].

The search for better catalysts is a challenge which involves trial-and-error approaches in the laboratory.
The factors influencing the enantioselectivity as well as the knowledge gap in the underlying mechanisms
play important parts in this challenge [8]. To get more insight in the underlying mechanisms, computational
calculations can be performed. The majority of the studies uses density functional theory (DFT) [12]. DFT
can be used for structure optimization, reaction mechanism exploration and to get spectral signatures of
molecules [13].

In literature, DFT calculations on multiple reaction mechanisms for imine hydrogenation are presented.
The mechanistic proposals can be divided into two main classes: inner and outer sphere mechanisms. In
multiple studies the outer sphere mechanism is proven to be the most thermodynamically favourable path
for acyclic imine hydrogenation [6, 8]. During this mechanism, the hydrogenation of the substrate (imine)
occurs partially in the outer shell. During inner sphere hydrogenation, the imine is bound to the transition
metal of the catalyst at all times [8].

However, there appears to be a research gap: AH of cyclic imines is less explored than their acyclic ana-
logue [7]. Therefore, this report will focus on multiple reaction paths of the AH of the cyclic imine substrate: 2-
Methyl-1-pyrroline. The aim of this research is to get more insight in the AH reaction of 2-Methyl-1-pyrroline
with an Ir-based catalyst with a phosphorous bidentate ligand (JosiPhos) using DFT calculations. Two dif-
ferent mechanisms will be explored: an outer sphere mechanism and inner-sphere C-migration mechanism.
The construction of the mechanisms is based on previously proposed mechanisms for acyclic imine hydro-
genation with an iridium-based catalyst [6]. The constructed outer and inner sphere mechanisms will be
compared to each other to see which one is thermodynamically more favourable and thus more likely to oc-
cur. For the inner sphere C-migration mechanism, possible conformers will be found of the transition states
(TS) of three paths with a Conformer–Rotamer Ensemble Sampling Tool (CREST). This will be done to inves-
tigate if there are conformers which are lower in energy that influence the favourability of a certain path. The
difference in geometry will be quantitatively described with the Root-mean square deviation (RMSD).

The report is structured in the following way. First, the theoretical background about the computational
methods used in this research is given. Herein, the density functional theory (DFT), the Conformer-Rotamer
Ensemble Sampling Tool (CREST) and the Root-mean square deviation (RMSD) will be discussed. Thereafter,
the results of this research are presented. Finally, a conclusion and an outlook on future research is given.



2
Computational methods

In this chapter the computational methods which are used in this research are explained. First, the den-
sity functional theory (DFT) will be described, because this is the main used method. Thereafter, the Con-
former–Rotamer Ensemble Sampling Tool (CREST) will be explained. Lastly, the root-mean-square deviation
(RMSD) will be described.

2.1. Density Functional Theory
In this research, DFT is used as the quantum mechanical (QM) calculation method, since DFT can be con-
ducted by chemists on common desktop computers with user-friendly software [12, 13]. Nowadays, DFT is
used to get information about geometric, electronic and spectroscopic properties of atoms or molecules. This
method allows structures to be optimized and reaction mechanisms to be explored [13–15]. Some might say
that it is revolutionary in the quantum chemistry [15]. The main benefit of using DFT is the computational
efficiency and accuracy in quantitative calculations of molecules and its properties at much lower costs than
traditional ab initio wave function techniques; it thus has a good quality/cost ratio [15, 16]. To understand
how the DFT method is established, a description of the Schrödinger equation needs to be given first. This is
done in subsection 2.1.1.

2.1.1. Schrödinger equation
The Schrödinger equation (SE) describes the quantum nature of matter [17] and is given by the following
equation:

ĤΨ= EΨ (2.1)

Ψ is called the wavefunction of the system. The square of the absolute value of the wavefunction gives the
probability density which represents the probability of finding an electron at some given point in space. Ĥ is
the Hamiltonian operator for a system containing N electrons and M nuclei and is given in Figure 2.1.

Figure 2.1: Non-relativistic Hamiltonian operator in the time-independent schrödinger equation [18].

When the Hamiltonian operates on the wavefunction, the total energy (kinetic and potential) of the sys-
tem can be derived. In the equation, indices i and A/A’ run over the electrons and nuclei respectively. ZA

stands for the charge of nucleus A and rij stands denotes the distance between electron i and electron j. Fur-
thermore, riA stands for the distance between nucleus A and the ith electron and RAA’ stands for the inter-
nuclear distance.

There are multiple approaches to solve the Schrödinger equation which involve the Hartree Fock (HF),
the Hohenberg-Kohn (HK) and the Kohn-Sham (KS) theorems. However, before the wavefunctions and the
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energy of the system are determined, an assumption must be made which will simplify the Hamiltonian. It
is assumed that the kinetic energy of the nuclei is zero and that the nucleus-nucleus repulsion is a constant
term. These approximations can be made because nuclei are far more heavier than electrons and move rel-
atively much slower. This approximation is called: The Born Oppenheimer approximation [19]. Now, the
approaches to solve the SE will be discussed.

The Hartree Fock theorem assumes that the wavefunction of the system can be approximated by a single
Slater determinant of N spin orbitals. The main shortcoming of the HF method is that it neglects the electron
correlations [14]. The Hohenberg-Kohn method makes use of the electron density. It states that the ground-
state electron density determines the electronic wavefunctions and that the energy of an electron can be
described as a functional of the electron density. This functional is a minimum for the ground-state density
[14, 17].

The theorem that is used nowadays in DFT is called the Kohn-Sham theorem. The KS method can be seen
as a variant of the HK method, since the basis is a noninteracting system yielding the same density as the
original problem. The wavefunctions can be presented in a Slater determinant and can be solved in a simple
way. However, the exact solution can only be found when the exchange-correlation functionals are known.
This is only the case for the free electron gas [14]. Nevertheless, approximations exist which give certain levels
of accuracy. Now, an overview of some exchange-correlation functionals is given in subsection 2.1.2.

2.1.2. Exchange-correlation functionals
Exchange-correlation functionals use electron density to describe the many-body effects within a single par-
ticle formalism [17]. In this subsection, four approximations of exchange-correlation functionals are briefly
described: local-density approximation (LDA), generalized gradient approximation (GGA), meta-GGA and
hybrid functionals.

LDA is the simplest approximation and states that the energy of a system only depends on the density
at the point where the functional is evaluated. It gives good geometries, but it has a strong tendency for
overbinding [14, 17].

GGA is an improvement compared to LDA because it not only includes the electron density but also the
gradient. Therefore, it gives a better description of the inhomogeneity of a molecular structure [14, 20]. Ex-
amples of GGA functionals are BP86 and PBE. Their accuracy is good enough for structural parameters, but
the results are less accurate for other properties [14]. An improvement on GGA’s were the Meta-GGA which
are generated by adding dependence of the local spin kinetic energy densities [20].

The most recent ones are hybrid functionals. In these functionals, a fraction of Hartree-Fock exact ex-
change is included in the functional [17]; it is a mix of GGA and exact HF exchange. Examples of hybrid
functionals are B3LYP and PBE1PBE. B3LYP functional is the most widely used functional in chemistry today
[17, 21]. However, for this research it is chosen to make use of the PBE1PBE functional. The ISE group applied
this functional to transition metal structures, hence this functional is also used in this research. Furthermore,
although GGA functionals provide good geometries, for certain system only high accuracy can be obtained
by using hybrid functionals [14].

The accuracy of the results is determined by the choice of exchange-correlation functional as well as the
choice of basis set [12]. Therefore, a description of basis sets is given in subsection 2.1.3.

2.1.3. Basis sets
A basis set is a mathematical description of the orbitals of a system. It is a linear combination of algebraic
functions [22]. Basis sets have been treated as a set of building blocks which can be added to get the desired
features [23]. The size of the basis set can thus differ significantly. Larger basis sets deliver more reliable
results but also have a smaller computational efficiency, which is defined as the time needed to complete a
calculation [12]. For the study of large transition metal complexes it is needed to find a right balance between
accuracy and computational costs.

For this research it is chosen to work with the def2SVPP basis set. This set contains polarization functions
for all atoms except the hydrogen atom. It describes the polarization of the electron density of the atom in
the molecule [18]. For p elements it contains a polarizing d function, for d elements a diffuse p set and for s
elements large polarization sets are included. The def2SVPP basis set is one of the smaller def2 sets and thus
has a slightly higher error in atomization energies per atom in the DFT calculations compared to larger basis
sets [24]. Nevertheless, this basis set has a sufficient enough accuracy for this research project; the structures
optimized by DFT quickly converge, even with a small basis set size [14].

There are more parameters which can be added for the DFT calculations such as the type of solvent
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and the corrections for the London dispersion interactions. These parameters will be described in subsec-
tion 2.1.4 and subsection 2.1.5 respectively.

2.1.4. Solvation
Solvent effects can also be included in DFT calculations. In recent decades two main techniques were de-
veloped: continuum models and discrete solvent models. In continuum models, the solvent is treated as a
continuum, with a uniform dielectric constant, surrounding the solute molecule placed in a cavity [15]. In
discrete solvent models, the solvent molecules are considered discreetly. This has as a result that the number
of interacting particles and degrees of freedom of a system increases significantly compared to continuum
models [25].

For this research, a continuum model, CPCM, is used as the solvent model. Compared to a discreet solvent
model it has lower computational costs [2]. The solvent which is used in the calculations is dichloromethane
(DCM). The main reason why DCM is used as the solvent is because it is used in the laboratory experiments
done on these catalyst structures in the ISE group. Furthermore, it is a polar solvent which can dissolve a
wide range of organic compounds [26].

2.1.5. Dispersion corrections
In the used KS method, the dispersion energy is not included. The binding energy curves of the standard
functionals decay exponentially instead of -C6/R6, where R is the separation between molecules and C6 is the
van der Waals coefficient [21]. To improve the accuracy in DFT calculations, London dispersion interactions
must be included. Therefore, multiple methods were developed. One of those methods is developed by
Grimme. It provides an empirical correction to DFT results. Therefore, Grimme’s 3D dispersion correction
with BJ-damping was used in this research. The damping function has the advantage of avoiding repulsive
interatomic forces at shorter distances [27].

Now that all the parameters which are chosen for this research are described, the use of DFT in this re-
search will be covered in subsection 2.1.6.

2.1.6. Geometry optimization, energetics and reaction mechanism
In this research two possible reaction mechanisms for the hydrogenation of 2-Methyl-1-pyrroline are ex-
plored. DFT is used to do that. Transition states and optimized geometries of reactants, intermediates and
end products need to be found. This is done by computing the energy and exploring the potential energy
surface (PES). The transition states of the inner sphere C-migration mechanism were found by performing a
scan coordinate calculation where the hydride translates to the C*-atom in steps of 0.1 angstrom. The transi-
tion state of the outer sphere mechanism was found by performing a scan coordinate calculation where the
C*-H bond of the substrate is stretched in steps of 0.1 angstrom.

Local minima in the PES represent optimized geometries and saddle points represent transition states
[12]. Mathematically, the extreme values of the PES are found by taking the first derivative of the Root Mean
Square (RMS) gradient norm with respect to position. When this is zero, the extreme values are found. To
determine if these are optimized geometries or a transition states, the second derivative of the RMS gradient
norm with respect to position needs to be calculated. For (local) minima this second derivative is larger than
zero and for transition states the second derivative is zero.

The frequencies that vibrations would have in an infrared spectrum also give information whether the
structure is an optimized geometry or a transition state. Reactants, intermediates and end products must
only display real (positive) frequencies. On the other hand, a transition state is displayed by an imaginary
(negative) frequency that is associated with the motion of the atom along the bond that is formed [12].

2.2. Conformer–Rotamer Ensemble Sampling Tool (CREST)
In this research, the importance of ensemble representations of transition states is investigated. It is inter-
esting to look if there are conformations of the transition states with a lower energy minimum. Based on
the number of conformers, the corresponding energy and geometry, it will become clear if conformers of
transition states play a significant role. Comparison of the energy of the conformers of the structures which
generate different enantiomers will give more insight in the enantioselectivity and thus the e.e.

In this research, different conformers and its rotamers are generated with a tool called CREST introduced
by P.Pracht et al. in 2020. It creates a set, which is called a conformer/rotamer ensemble (CRE), with conform-
ers and their rotamers within a certain energy window around the global covalent potential energy minimum.
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The rotamers must also be taken into account to get an accurate Gibbs free energy of binding [28]. Conform-
ers belong to a set of stereoisomers with each an distinct energy minimum. Rotamers arise when there is a
rotation around a restricted bond. They have identical energies, but their atomic coordinates differ as a result
of the interchange of nuclei [29, 30].

The conformers are generated at the GFN2-xTB level within the iMTD-GC workflow [30]. GFN2-xTB is
a semi-empirical tight-binding model. In this model, the short-range dispersion interactions are included,
which makes it less empirical and more accurate compared to other semi-empirical models [28]. Several
studies show that GFNn-xTB methods are one of the best performing semi-empirical methods for confor-
mational energies [31, 32]. However, compared to DFT level, it gives less accurate energies. The reason that
GFN2-xTB is still chosen for CREST is that it generates reasonable geometries for a vast amount of structures
at short computation times [33–35].

The workflow makes use of iterative meta-dynamics (MTDs) and genetic structure crossing algorithms
(GC) [28] and is depicted in Figure 2.2a. The first three steps of the workflow include MTD simulations, MD
sampling and GC. These steps generate structures for the intermediate CRE. The final CRE is obtained after
distinction between identical isomers, conformers and rotamers and thus does not include duplicates. The
distinction is made by comparison of three parameters to their threshold values. The three parameters are:
the root-mean-square deviation (RMSD), the rotational constants (Be) and the electronic energy (E) [29, 30].
Only when the values for the three parameters are equal for the isomers, then they are categorised as dupli-
cates [30]. The distinction is outlined in Figure 2.2b.

Since in this research CREST calculations are performed on transition state structures, the constrainment
application is used. In this case, the Ir, N, C and H atoms of the transition state structure which partake in the
reaction, will be constrained. Possible conformers can thus be generated while the reaction site remains the
same [36].

Figure 2.2: a) Automatized quantum chemical sampling procedure for conformers. b) schematic representation of the sorting criteria to
distinguish between identical sturctures, conformers and rotamers. Ethr, RMSDthr and Bthr are the predefined thresholds [30].

2.3. Root-mean-square deviation (RMSD)
RMSD is one of the most popular methods to quantify the difference in geometry between two structures
[37]. RMSD is used in this research project to compare the geometry of the transition states generated by DFT
with the best conformers of the transition states generated by GFN2-xTB with CREST. Two conformations of
the same transition state will thus be compared.

The RMSD is calculated according to Equation 2.2:

RMSD(V ,W ) =
√√√√ 1

N
·

N∑
i=1

((V ix −W ix)2 + (V iy −W iy)2 + (V iz −W iz)2) (2.2)

where V and W indicate the two molecules which are compared and N stands for the number of atoms which
must be the same in both structures. The first step in computing the RMSD is to bring the two structures
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as close as possible to each other. This is done by proper rotation and translation of the two superimposed
molecules. The structures are thus considered to be rigid [38]. In this research, the RMSD is calculated with a
utility provided by a program called Chemcraft [39].



3
Results and discussions

In this chapter the results of the two proposed mechanisms are presented. The inner sphere C-migration
mechanism will be discussed first in section 3.1. This section is divided in three subsections. The proposed
mechanism is described in subsection 3.1.1 whereafter the results of the DFT calculations are given in subsec-
tion 3.1.2. There are multiple coordination sites at which the substrate can bind to the complex. Each option
is analysed with the use of Gibbs free energy diagrams to see which option is the most thermodynamically
favourable and thus more likely to occur. Moreover, in subsection 3.1.3 an analysis is given of the possible
conformers of the transition states (TS) of three paths of the inner sphere C-migration mechanism. The outer
sphere mechanism will be discussed in section 3.2. This section is also divided in multiple subsections: a
description of the proposed mechanism and the results of the DFT calculations are given in subsection 3.2.1
and subsection 3.2.2 respectively.

3.1. Inner sphere C-migration mechanism
3.1.1. Proposed mechanism
Figure 3.1a depicts the general structure of the iridium catalyst with the bidentate JosiPhos ligand. It forms
an octahedral molecular geometry with six symmetrically arranged coordination sites. The bidentate ligand
is bound to the metal center at two equatorial coordination sites with the phosphorous atoms. The other
coordination sites are indicated with the numbers 1 to 4, whereof the numbers one and two correspond to
the axial positions and three and four to the equatorial positions.

The general reaction which is investigated in this research is depicted in Figure 3.1b. The substrate 2-
Methyl-1-pyrroline together with hydrogen gas is converted into two enantiomers: (S)-2-Methyl-1-pyrrolidine
and (R)-2-Methyl-1-pyrrolidine. Depending at which coordination site the substrate binds to the complex,
the formation of one of the enantiomers is favoured over the other one.

In this research multiple paths for the same mechanism (inner sphere C-migration) are investigated. The
various options arise because the substrate (2-Methyl-1-pyrroline) can bind to the complex at four different
coordination sites. The proposed mechanism is based on a mechanism which is presented in literature. B.
Tutkowski et al. investigated four possible reaction mechanisms for AH of an acyclic imine. One of those
mechanisms was the inner sphere C-migration path [6]. Based on this mechanism, a similar mechanism is
proposed for the AH of the cyclic 2-Methyl-1-pyrroline. A general indication, without specifying where the
substrate binds, is given in Figure 3.1c. However, this mechanism is not given in its complete form; the last
few steps of the mechanism are left out because no DFT calculations are performed on that part. The reason
for that is because they do not determine the enantioselectivity of the product.

The mechanisms starts off with a substitution reaction where complex 1 is converted into complex 2.
Complex 1 has three coordinated hydrides and one η2-coordinated dihydrogen molecule. This is the as-
sumed starting complex under high hydrogen pressure since the oxidation state of the iridium is +3. For the
substitution reaction, the 2-Methyl-1-pyrroline substrate enters the coordination sphere which results in the
replacement of the H2 molecule with the substrate. In all cases, the substrate binds to the metal center with
a lone electron pair on the N-atom. Structures which involve η2-coordination of the C=N bond of the sub-
strate with the iridium center are also investigated in this research. However, after geometry optimization
of these complexes, they converged into structures where the substrate binds with the lone electron pair on

8
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the N-atom to the center. For almost all investigated paths, complex 3 remains in the same conformation
as complex 2 and is indicated as 3a. However, there are two paths (3R2 and 4R3) where the complex forms a
π-coordinated complex: 3b. Then, the C=N bond of the substrate interacts with the iridium center. The 3b

complex was found because it has a local minimum on the PES.
The next step in the reaction mechanism is the hydrogenation of the C-atom which was part of the C=N

bond of the substrate (C*). One of the hydrides forms a bond with the C*-atom which leaves an empty co-
ordination site on the iridium center. This hydride transfer is the stereoselective step of the whole reaction
mechanism. For the formation of complex 4, an energy barrier must be overcome. The height of the barrier
differs for the various investigated paths and is defined as the ∆G between complex 3 and the transition state
TS3->4. The following step is the association of a dihydrogen molecule to the complex. This reaction step has
a large reaction speed due to the high hydrogen gas pressure. The formed complex is indicated with num-
ber 5. Hydrogenation of the N-atom of the substrate is the next step in the proposed reaction mechanism.
However, since no calculations are performed on this part, the geometries of the structures are not given. The
final step is a substrate dissociation and an H2 association to the complex. The resulting product is a racemic
mixture of the 2-Methyl-1-pyrroline enantiomers.

Different paths will result in different values for the enantiomeric excess. To specify which path is the
most thermodynamically favourable and which enantiomer is preferred in the reaction, DFT calculations
are performed. The hydride transfer to the C* atom of the substrate is the stereoselective step in the whole
reaction mechanism. Therefore, the pathway with the lowest Gibbs free energy change to TS3->4 should be
the overall favoured pathway. An overview of these barriers of all the investigated paths are presented in
Table 3.1. The findings of the DFT calculations are given in subsection 3.1.2.

Figure 3.1: a) Iridium complex with equatorial coordinated JosiPhos ligand. b) General reaction for the formation of the S and R enan-
tiomer. c) Mechanistic proposal for the inner sphere C-migration path.

3.1.2. Results DFT calculations
As was mentioned in subsection 3.1.1, the substrate can bind to the metal center at four different coordination
sites (1 to 4). For each option, the Gibbs free energy diagrams of the various paths are presented in Figure 3.3.
The paths are indicated with different colors and it is specified which enantiomer (S or R) is formed with a
certain path. The visualization of the structures of the paths is given in separate figures to keep the diagrams
clear. These figures are presented in Appendix B.

In the Gibbs free energy diagrams in Figure 3.3, the Gibbs free energy (G) of the complexes 2 to 5 are
relative to the G of the separated catalyst and the substrate, indicated with complex 1. The Gibbs free energy
is calculated according to Equation 3.1:
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G = H −T ·S (3.1)

where H represents the enthalpy, T the temperature and S the entropy. In this research, all DFT calculations
are performed at a temperature of 298.15 Kelvin. Thus the difference in Gibbs free energy of the complexes
can be caused by a different value for the enthalpy or entropy. The values of the electronic energy (E), zero-
point energy (ZPE), enthalpy (H) and the Gibbs free energy (G) of the structures of all investigated paths are
given in Appendix A.

Before going into the details of the Gibbs free energy diagrams in Figure 3.3, the energy barrier which
determines the favourability of the path is discussed first. Multiple articles about AH of imines suggest that
the favourability of a certain reaction path is determined by the stereo-determining step. The free energy
barrier to the corresponding transition state is then considered [6, 40]. In this research, this corresponds to
the∆G3a, 3S->TS3->4 for all investigated paths. The Gibbs free energy of complex 3a, 3S is taken as a reference. For
each path, the values of the TS3->4 relative to complex 3a, 3S are compared to each other to determine which
path is the most favourable.

The reason why complex 3a, 3S is taken as a reference is because of kinetics. Figure 3.3 shows the G of
complexes 3 of each investigated path relative to the G of complex 1. It can be seen that complex 3a, 3S in
Figure 3.3c has the lowest value: -50 kJ/mol. Thus for each path, 3a, 3S will be formed first. It is assumed
that the constitutional isomers of complex 3 are in equilibrium with each other. For paths other than 3S, the
complex 3a, 3S must first be converted into the complex 3 of that certain path. Thus, an extra energy barrier
must be overcome. To conclude, the lower the value of ∆G3a, 3S->TS3->4 , the more favourable the the path is
since the barrier for the stereo-determining step is lower. These values are depicted in Table 3.1. Now, the
different paths per option will be discussed one by one.

Path 1S 1R 2S 3S 3R1 3R2 4S 4R1 4R2 4R3

∆G3a, 3S -> TS3->4 (kJ/mol) 151 161 180 105 124 106 112 190 121 132

Table 3.1: An overview of the ∆G3a, 3S->TS3->4 of all the investigated paths.

Coordination site 1
The Gibbs free energy diagrams of the paths where the substrate binds to coordination site 1 will be described
first and are depicted in Figure 3.3a. The corresponding structures for the 1S and 1R path are given in Fig-
ure B.1 in Appendix B. ∆G3a, 3S->TS3->4 is 161 kJ/mol for the formation of the R enantiomer (path 1R) and 151
kJ/mol for the formation of the S enantiomer (path 1S). These values indicate that on this position the for-
mation of the S enantiomer is preferred. The Gibbs free energy change is relatively large compared to other
∆G3a, 3S->TS3->4 values presented in Table 3.1. This indicates that the energy barrier is high and that the 1S and
1R path are not the most favourable.

The reason why the G of TS3->4, 1S (101 kJ/mol) is lower than the G of TS3->4, 1R (111 kJ/mol) can be ex-
plained with the three-dimensional transition state structures. These structures are depicted in Figure 3.2
and in each TS structure three atomic distances are shown.

Figure 3.2: Three dimensional transition state structures of the complexes for the 1S, 1R and 2S.

The atomic distance between H85 and C28 in the TS3->4, 1S structure is 2.50 angstrom while the atomic
distance in the TS3->4, 1R structure is 3.56 angstrom between H85 and C30. These values indicate that the sub-
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strate is more closely oriented to the phenyl (Ph) group in TS3->4, 1S. Moreover, the atomic distances between
H53 and H85 and between H70 and H90 in TS3->4, 1R are 1.84 and 2.22 angstrom respectively. The distance be-
tween H71 and H93 in TS3->4, 1S is 2.67 angstrom. These values represent the distance between the substrate
and the tert-Butyl (t-Bu) groups and indicate that the substrate in the TS3->4, 1R is oriented more closely to the
t-Bu groups compared to TS3->4, 1S; the substrate experiences more steric repulsion by the t-Bu groups. This
could be a possible explanation why the transition state of the 1R path has a higher Gibbs free energy.

Furthermore, there are two more remarkable findings. The Gibbs free energy for the first step in the reac-
tion stays the same for paths 1S and 1R. This indicates that the substitution reaction is neither endothermic
nor exothermic. When looking at the other Gibbs free energy diagrams of the other options, the ∆G does go
down for the first step. A possible reason why this does not occur for the paths at position 1 remains unclear.
It cannot be explained by the presence or absence of steric hindrance by the JosiPhos ligand, because the
distance between the Ph/t-Bu groups and the substrate is relatively small.

Figure 3.3: This figure shows the Gibbs free energy diagrams of the four coordination options for the substrate on the catalyst complex.
The Gibbs free energy of each state of the formation of the S enantiomer is given. a) The substrate is bound to the complex at position
1. The formation of the S and R enantiomer is given in blue and red respectively. b) The substrate is bound to the complex at position 2.
c) The substrate is bound to the complex at position 3. The formation of the S enantiomer is given in blue. The R1 and R2 enantiomers
are given in red and green. The difference is the spacial placement of the substrate; for the formation of R1, the methyl group of the
substrate is faced upwards and for the formation of R1, the methyl group is faced downwards. d) The substrate is bound to the complex
at position 4. This diagram shows four options: only one of them generates a S enantiomer (blue) and the other ones the R enantiomer
(red, green, purple). The difference between them is the spacial orientation of the substrate bounded to the complex.

The second remarkable thing is that for both paths, complex 4 and 5 are higher in Gibbs free energy than
the transition state. This is an unusual event, because the transition state should be a maximum in energy.
However, it should be noted that the given values are Gibbs free energies. The G is calculated according to
Equation 3.1. According to the enthalpy values given in Appendix B, the enthalpy of complex 4 is approxi-
mately 4 kJ/mol higher than the enthalpy of TS3->4 for both paths. The ∆GTS3->4->4 is 3 kJ/mol for path 1R and
1 kJ/mol for path 1S. This free energy difference can thus be explained by the enthalpy difference and not the
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entropy difference.

Coordination site 2
In Figure 3.3b the Gibbs free energy diagram is given of the path where the substrate binds to coordination
site 2. The corresponding structures for the 2S path are given in Figure B.1 in Appendix B. Only the path for
the formation of the S enantiomer is given (path 2S). The∆G3a, 3S->TS3->4 for this path is relatively large, namely
180 kJ/mol. This is an endergonic step. Calculations on the path for the formation of the R enantiomer did not
give suitable data because the transition state would not converge. However, it can be concluded that position
2 is not a thermodynamically favourable coordination site for the substrate because the energy barrier of 180
kJ/mol is the second largest barrier of all investigated paths.

To understand the large ∆G3a, 3S->TS3->4 , a three-dimensional structure of TS3->4, 2S is presented in Fig-
ure 3.2. The atomic distance between H73 and H85 is 1.95 angstrom. This indicates that the substrate is
close to t-Bu groups of the JosiPhos ligand and thus experiences steric hindrance and repulsion. Moreover,
the phenyl group is pointed towards the substrate instead of oriented parallel to the substrate. The hindrance
of the Ph group and the t-Bu groups has as a consequence that the catalytic pocket of coordination site 2 is
relatively small. This could be the reason why the ∆G3->TS3->4 for the 2S path is relatively high.

Furthermore, the large free energy drop from complex 4 to complex 5 is because of the large difference
in enthalpy: -3082 kJ/mol. However, there is also a large entropy difference of +3037 kJ/mol. This results in a
Gibbs free energy change of -45 kJ/mol.

Coordination site 3
In Figure 3.3c the Gibbs free energy diagrams are given of the paths where the substrate binds to coordination
site 3. The corresponding structures for the 3S, 3R1 and 3R2 paths are given in Figure B.2 in Appendix B. The
Gibbs free energies of the transition states of each path are relatively low compared to transition states of the
other options. The ∆G3a, 3S->TS3->4 for the paths 3S, 3R1 and 3R2 are 105 kJ/mol, 124 kJ/mol and 106 kJ/mol
respectively. Paths 3S and 3R2 have the lowest values for the ∆G3a, 3S->TS3->4 and thus can be considered the
two most favourable paths. The Gibbs free energy difference between these two paths is minimal: 1 kJ/mol.
Based on this information, there is no substantial preference for the formation of one enantiomer over the
other.

The main difference between the 3R2 path and the 3S path is the Gibbs free energy of complex 3. This large
difference in energy can be explained by looking at the three-dimensional structures of 3a and 3b, which are
depicted in Figure 3.4. The substrate in complex 3a, 3S is coordinated to the iridium center with a lone electron
pair on the N-atom. This is different for the substrate in the 3b,3R2 . As can be seen in the figure, the substrate
has a η2-coordination of the C=N bond with the center. This structure has a similar geometry as the transition
state, because the TS is also a π-coordinated complex. The different orientation of the substrate in complex
3a, 3S and 3b,3R2 is the reason for the large Gibbs free energy difference, -50 kJ/mol for complex 3a, 3S and 37
kJ/mol for complex 3b,3R2 .

Figure 3.4: Three dimensional structures of the complexes 3a and 3b for the 3S and 3R2 path.

The ∆G3a, 3S->TS3->4 for the 3R1 path is 124 kJ/mol which is higher than the other two paths. This path is
therefore the least favourable of the three paths where the substrate binds on coordination site 3.
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Furthermore, a comment can be made about Figure 3.3c. The Gibbs free energy of complex 4 is higher
than that of TS3->4 for the 3S path; the difference is +2 kJ/mol. This reaction step is thus endergonic, which
indicates that a less stable structure is formed. This phenomena is also seen in Figure 3.3a. Again, this in-
crease in Gibbs free energy is due to the increase in enthalpy, since the enthalpy difference between TS3->4

and complex 4 of path 3S is approximately 3 kJ/mol. The entropy difference is thus very little. When looking
at the same reaction step for the other paths, the Gibbs free energy goes down as expected.

Coordination site 4
In Figure 3.3d the Gibbs free energy diagrams are given of the paths where the substrate binds to coordination
site 4. The corresponding structures for the 4S, 4R1, 4R2 and 4R3 paths are given in Figure B.3 in Appendix
B. The ∆G3a, 3S->TS3->4 for the four paths are given in Table 3.1. These values are all higher than the values for
path 3S and 3R2, thus coordination site 4 is considered not to be the best coordination site for the substrate
to bind to the catalyst complex.

In Figure 3.3 it is remarkable to see that complex 3b of path 4R2 is much higher in Gibbs free energy than
complex 3a of the other paths. The G of complex 3b of path 4R2 (3b, 4R2 ) is 55 kJ/mol and the G of complex
3a of the 4S path (3a, 4S) is -33 kJ/mol. This difference can be explained by the orientation of the substrate at
the coordination site. Three-dimensional structures of complexes 3b, 4R2 and 3a, 4S are depicted in Figure 3.5.
This case is similar to the 3S and 3R2 paths. The substrate in the 4S path is coordinated with a lone electron
pair on the N-atom, while the substrate has an η2-coordination of the C=N bond with the center in the 4R2

path. The difference in coordination explains the large energy difference.

Figure 3.5: Three dimensional structures of complexes 3a and 3b for the 4S and 4R3 path.

Furthermore, the 4R1 path stands out because it has the highest ∆G3a, 3S->TS3->4 value, namely 190 kJ/mol.
This is because the transition state has a very high Gibbs free energy: 140 kJ/mol. It can be said that this is
the most unfavourable path. A possible explanation for the high energy of the TS3->4 of path 4R1 (TS3->4, 4R1 )
is given based on the three-dimensional structures of the transition states of the four paths. These structures
are depicted in Figure 3.6. For clarity, TS3->4, 4S and TS3->4, 4R1 are compared to each other since these two
structures have the most extreme values of the four paths. In the TS3->4, 4R1 , the methyl group of the substrate
is pointed towards the Ph groups and the ring of carbon atoms is oriented towards the t-Bu groups. The
orientation of the substrate in TS3->4, 4S is different than in TS3->4, 4R1 ; the methyl group of the substrate is
pointing in between the Ph and t-Bu groups and the ring of carbon atoms is less closely oriented to the t-Bu
groups. Even though the closest distance between the substrate and the Ph group is smaller (2.21 angstrom)
in TS3->4, 4S compared to the TS3->4, 4R1 (2.53 angstrom), the substrate experiences more steric repulsion in
the TS3->4, 4R1 . This is because in path 4R1 the hydrogen atoms connected to the carbon atoms in the ring are
relatively close to the t-Bu groups. The distance between H71 and H84 is only 1.97 angstrom. This is a smaller
distance than that of H62 and H85 in TS3->4, 4S, which is 2.21 angstrom. This could be the reason why the Gibbs
free energy of the TS3->4, 4R1 is higher than of the TS3->4, 4S.

Moreover, the TS of paths 4R2 (TS3->4, 4R2 ) and 4R3 (TS3->4, 4R3 ) are higher in Gibbs free energy than the
TS3->4, 4S structure. The substrate is located more closely to the t-Bu groups in the 4R2 and 4R3 paths com-
pared to the 4S path. The distance between H62 and H93 in the TS3->4, 4R2 is 1.79 angstrom and the distance
between H73 and H84 in the TS3->4, 4R3 is 2.00 angstrom. These distances are smaller than the distance of 2.21
angstrom in TS3->4, 4S, which indicates that the substrate is closer to the t-Bu groups in the TS3->4, 4R2 and
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Figure 3.6: Three dimensional transition state structures of the complexes for the 4S, 4R1, 4R2 and 4R3path.

TS3->4, 4R3 structures. This could be the reason why the Gibbs free energy of the transition states of paths 4R2

and 4R3 are higher than of path 4S.
Lastly, in Figure 3.3d it can be seen that complex 4 and 5 of path 4S are higher in Gibbs free energy than

TS3->4. The ∆GTS3->4->4, 4S is +3 kJ/mol. The enthalpy difference between TS3->4, 4S and complex 44S is also 3
kJ/mol. The entropy difference is thus very little and the difference in free energy therefore has an enthalpic
origin. The enthalpy difference between complex 4 and 5 of path 4S is large, namely 3028 kJ/mol. However,
the entropy difference is also very large which results in an overall Gibbs free energy increase of 17 kJ/mol.
The enthalpy values of the complexes can be found in Appendix A.

3.1.3. Conformers of transition states
In this subsection, the importance of ensemble representation is discussed. Ensemble representations are
considered in this research to investigate their influence on the enantioselectivity. Therefore, a conformer
search is done on the transition states of paths 3S, 3R1 and 3R2 with a tool called CREST. Multiple conformers
were found of which one had the lowest energy and is considered to be the best conformer. First, a compar-
ison is made between the best conformer found by GFN2-xTB calculations with CREST and the transition
state found by DFT calculations. For each path, the electronic energy difference between these structures
is given in Table 3.2 and their geometries are depicted in Figure 3.7. ∆ETS is computed by subtracting the
electronic energy of the TS generated by DFT from that of the TS generated with CREST. Then, the Gibbs free
energies of the structures of the different paths are compared to each other. The Gibbs free energy is derived
by correcting the electronic energy with the zero-point energy and an entropy term [12]. ∆GTS is computed by
subtracting the Gibbs free energy of the TS generated by DFT from that of the TS generated with CREST. The
focus lies on the 3S and 3R2 paths since they nearly have the same energy barrier for the stereo-determining
step (105 kJ/mol and 106 kJ/mol) when only considering the structures generated by DFT. This indicated that
there was no substantial preference for the formation of one enantiomer over the other. Therefore, conform-
ers are compared in Gibbs free energy to see if there arises a preference for the formation of one enantiomer.

Path 3S
Now, the transition state structures of the 3S path will be discussed. In total seven conformers were found.
The difference in energy between the best and the worst conformer is 19 kJ/mol. Their geometries differ
significantly from each other. TS3S,DFT has a lower energy than the best found conformer (TS3S,CREST). The
electronic energy difference is +7 kJ/mol (see Table 3.2) which indicates that the found conformer is less
stable than the structure generated by DFT. The difference in geometry is also clearly visible in Figure 3.7a.
The phenyl groups, the ferrocene and the tert-Butyl groups are oriented differently. The orientation of the
substrate remained the same. The RMSD between the two structures is 1.730 angstrom.

Path ∆ETS (kJ/mol) ∆GTS (kJ/mol) RMSD
3S 7 5 1.730
3R1 3 4 2.993
3R2 -9 -9 1.404

Table 3.2: The energy difference, Gibbs free difference and the RMSD between the transition state structures generated by DFT and
GFN2-xTB with CREST for the paths 3S, 3R1 and 3R2. ∆ETS=ETS,CREST-ETS,DFT and ∆GTS=GTS,CREST-GTS,DFT.
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Figure 3.7: The transition states structures generated by DFT and GFN2-xTB with CREST of path 3S, 3R1 and 3R2.

Path 3R1

Conformers of the transition state of the 3R1 path were also found. In total there are five conformers found
with CREST. The energy difference between these five structures lies in a range of 19 kJ/mol. Only one of those
five structures differs significantly from the rest and has a higher energy. The energy and geometry of the
remaining structures were nearly the same. The best conformer TS3R1,CREST has a slightly higher energy than
the structure generated with DFT (TS3R1,DFT). The electronic energy difference is +3 kJ/mol and is depicted in
Table 3.2. The found conformer is again less stable than the structure generated by DFT. The corresponding
geometries are depicted in Figure 3.7b. The difference in energy can be explained by the change in geometry.
In the TS3R1,DFT structure, the substrate is bound to the iridium center at position 3, while it is bound at
position 1 in the TS3R1,CREST structure. Thus, CREST can vary the coordination site of ligands to the metal
center when finding possible conformers. This is also the reason why the RMSD is relatively large compared
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to the transition states of the other paths. The RMSD is 2.993 angstrom and is given in Table 3.2. Furthermore,
the orientation of the Ph groups and the ferrocene is different. The ferrocene is pointing more towards the
substrate in the TS3R1,CREST structure and the Ph groups have rotated.

Path 3R2

Now, the transition state structures of the 3R2 path will be discussed. In total 272 conformers of this TS were
found. The difference in energy between the best and the worst conformer is 25 kJ/mol. Most conformers
differ only slightly in their geometry. However, some conformers do have a significant different geometry. For
example when the phenyl groups rotate with approximately 90 degrees. The best conformer (TS3R2,CREST) has
a lower electronic energy than the TS3R2,DFT structure. The energy difference is -9 kJ/mol and is given in Table
3.2. These values indicate that the best conformer of this transition state is more stable than the structure
generated by DFT. The geometries are depicted in Figure 3.7c. It can be seen that the phenyl groups have a
different orientation. In the TS3R2,CREST structure, the phenyl groups are rotated approximately 90 degrees
compared to the TS3R2,DFT structure. The rest of the structure differs only slightly. The RMSD between the
two structures is 1.404 angstrom. Compared to the other paths, this is the lowest RMSD value. Thus the best
conformer is the most similar to the DFT generated TS structure based on geometry for path 3R2.

For path 3S and 3R1, the found conformers were less stable than the transition state structures generated
by DFT. Only the best conformer of the transition state of path 3R2 is more stable than the DFT structure
because it has a lower energy. However, the Gibbs free energy of the structures must be considered to know
if the ∆G3a, 3S->TS3->4 becomes lower. For paths 3S, 3R1 and 3R2, the difference in Gibbs free energy of the
transition states generated by DFT and GFN2-xTB with CREST is depicted in Table 3.2. For paths 3S and 3R1,
the structures generated by GFN2-xTB have a higher Gibbs free energy than the structures generated by DFT.
The∆GTS is +5 kJ/mol and +4 kJ/mol respectively. The Gibbs free energy of TSCREST is lower than that of TSDFT

for path 3R2 which results in a ∆GTS of -9 kJ/mol. The ∆G3a, 3S->TS3->4, 3R2 thus becomes 97 kJ/mol instead of
106 kJ/mol while the ∆G3a, 3S->TS3->4 for path 3S remains 105 kJ/mol. When considering the best conformer for
path 3R2, there arises a preference for the formation of the R enantiomer. However, it should be noted that
the difference between the heights of the barriers remains small: 8 kJ/mol.

3.2. Outer sphere mechanism
3.2.1. Proposed mechanism
The initial guess for mechanism of the outer sphere path is based on the outer sphere mechanism for the
AH of an acyclic imine described by B. Tutkowski et al. in 2017. The proposed mechanism for the AH of 2-
Methyl-1-pyrroline is depicted in Figure 3.8a. The first step in the reaction is the hydrogenation of the N-atom
of the substrate. This occurs in the outer sphere of the catalyst as the name of the mechanism suggests. A
hydrogen atom coming from the dihydrogen molecule coordinated to the center is translated to the N-atom.
The remaining hydrogen is then bound to the metal center as a hydride. The result is a negatively charged
catalyst complex with in the outer sphere a positively charged substrate.

Figure 3.8: a) Proposed outer sphere mechanism based on literature. b) Reaction mechanism found when the substrate is coordinated
to position 3 on the catalyst complex.
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The next step in this reaction mechanism is the hydrogenation of the carbon atom which was part of the
C=N bond in the substrate (C*). This step is the stereo-determining step. Depending on which of the four
hydrides coordinated at the iridium center reacts with the C*, the S or R enantiomer is formed. The last step
of the mechanism is the dissociation of the substrate and the association of the dihydrogen molecule which
results in the same structure as the starting complex.

There are four coordination sites for the substrate (2-Methyl-1-pyrroline) to bind to the catalyst complex.
These coordination sites are indicated with numbers 1 to 4 as is depicted in Figure 3.1a. Therefore, multiple
reaction paths arise for the same reaction mechanism (the outer sphere mechanism). However, due to lim-
ited time to perform the DFT calculations, not all paths could be investigated. Only the reactions paths of
when the substrate binds to coordination site 1,2 and 3 are partially explored. When performing an energy
scan for the stereo-determining step to find the transition state for the option where the substrate binds on
coordination site 1 or 2, convergence was not reached. There was too little time to redo the calculations.
Therefore, only one path for when the substrate binds on coordination site 3 is presented in this report in
subsection 3.2.2.

During research, an attempt is made to create the mechanism depicted in Figure 3.9a. However, the
DFT calculations gave other geometries. Therefore, a second mechanism for the outer sphere mechanism is
presented which is based on the outcome of DFT calculations performed in this project. The mechanism that
was found is depicted in Figure 3.8b. In the first reaction step, one of the hydrides coordinated to the iridium
center reacts with the N-atom of the substrate in the outer sphere. After the protonation of the N-atom, the
substrate is coordinated to the iridium center with a lone electron pair on the C-atom. The resulting structure
is referred to as complex 6. The next step is the formation of the transition state: TS6->7. One of the hydrogen
atoms from the σ-coordinated dihydrogen molecule reacts with the C* atom of the substrate. The formed
product is the chiral amine in the outer sphere and a catalyst complex with three coordinated hydrides (7).
One of those hydrides originates from the dihydrogen molecule.

A difference between the two mechanisms depicted in Figure 3.8 is the coordination of the substrate.
In the first step of the mechanism which is based on literature, the protonated substrate stays in the outer
sphere while in the mechanism found in this research, the protonated substrate is bound to the iridium cen-
ter with the C-atom (complex 6). A possible explanation for this difference could be the instability of the
protonated substrate. The acidity constant (pKa) has a direct relevance to the stability and activity of the sub-
strate [41]. The higher the pKa value of the unprotonated substrate, the less stable the protonated substrate
is. Tutkowski et al. describe the outer sphere mechanism for the reaction of another imine substrate, namely
N,1-diphenylethanimine. The pKa value of this substrate is 3.79±0.50. This entails that the conjugated acid
(protonated substrate) is relatively stable. The substrate which reacts in this research is 2-methyl-1-pyrroline.
It has a pKa value of 8.41±0.20. The conjugated acid (protonated substrate) is thus relatively unstable. This
could be the reason why it binds to the catalyst complex instead of staying in the outer sphere.

3.2.2. Results DFT calculations
The Gibbs free energy diagram of the path where the substrate binds to coordination site 3 is depicted in
Figure 3.9. The blue path which leads to the formation of S-2-Methyl-1-pyrrolidine is indicated as 3S2. The
corresponding structures for the 3S2 path is given in Appendix D.

The favourability of a certain path is determined by the height of the energy barrier of the stereoselective
step of the reaction mechanism. In this case, the stereo-determining step is the hydrogenation of the C* atom
of the substrate. Thus the height of the barrier corresponds to the Gibbs free energy change from complex
6 to TS6->7. As can be seen in Figure 3.9, the ∆G6->TS6->7 of path 3S2 is 42 kJ/mol. However, since the forma-
tion of complex 6 is an endergonic step in the reaction, the ∆G1->6 must also be considered. This increase in
Gibbs free energy must also fist be overcome for the reaction to be able to proceed. The favourability of this
path is therefore determined by ∆G1->TS6->7 . Little can be said about the favourability of this path since there
are no other paths investigated for this reaction mechanism already. Furthermore, a reasonable comparison
between this mechanism and the inner sphere C-migration mechanism can also not be fully made. How-
ever, for this certain 3S2 path something can be said about the favourability compared to the inner sphere
C-migration mechanism. The height of the barrier for path 3S2 is 117 kJ/mol. When only considering DFT
calculations, the lowest barrier in the inner sphere C-migration mechanism is 105 kJ/mol (of path 3S). The
barrier for the 3S2 is only slightly higher.
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Figure 3.9: Gibbs free energy diagram of path 3S2 of the outer sphere mechanism which is proposed in Figure 3.8b.



4
Conclusions and Recommendations

4.1. Conclusions
The aim of this research was to get more insight in the reaction mechanism of the AH of 2-Methyl-1-pyrroline
with an Ir-based catalyst with a JosiPhos ligand. DFT calculations were performed on two proposed reaction
mechanisms: the inner sphere C-migration mechanism and the outer sphere mechanism. This research was
focused more on the possible paths which arose for the inner sphere C-migration mechanism. Therefore,
they will be discussed first. From the results of the DFT calculations, the following conclusions can be drawn:

• Coordination site 3 is thermodynamically the most favourable position for the substrate to bind to
the catalyst. Path 3S and 3R2 are thermodynamically the most favourable since the Gibbs free energy
barrier for the stereo-determining step (∆G3a, 3S->TS3->4 ) is the lowest compared to all investigated paths
for the inner sphere C-migration mechanism. The ∆G3a, 3S->TS3->4 for path 3S and 3R2 is 105 kJ/mol
and 106 kJ/mol respectively. Therefore, this mechanism shows no preference for the formation of one
enantiomer over the other when only considering structures generated by DFT.

• The remaining coordination sites (1,2 and 4) are thermodynamically less favourable for the substrate
to bind to the catalyst. This could be due to the steric hindrance of the t-Bu and the Ph groups of the
JosiPhos ligand.

• From Figure 3.3d it can be concluded that the barriers for different paths at the same coordination site
can differ significantly. Path 4S has a ∆G3a, 3S->TS3->4 of 112 kJ/mol while path 4R1 has a ∆G3a, 3S->TS3->4 of
190 kJ/mol. The way the substrate is oriented at the coordination site and which hydride reacts with
the substrate thus has an influence on the height of the barrier of the stereo-determining step. The
enantioselectivity is also dependent on the orientation of the substrate, since different paths result in
the formation of different enantiomers.

From the results of the conformer search it can be concluded that conformers found with CREST can
have an influence on the height of the barrier of the stereo-determining step. For paths 3S and 3R1 the bar-
riers remained the same because the best conformers were higher in G than the structures generated by
DFT. However, for the 3R2 path, the barrier became smaller when considering the best conformer instead
of the structure generated by DFT. The change in barrier height influences the enantioselectivity by making
one path more favourable. When considering the best conformer of the TS of path 3R2, the inner sphere C-
migration mechanism shows a preference for the formation of the R-enantiomer. The ∆G3a, 3S->TS3->4 for path
3R2 is then namely lower than for path 3S.

DFT calculations for the outer sphere mechanism gave other geometries than was expected according
to the mechanism which was proposed based on literature. Thus a second mechanism for the outer sphere
mechanism was proposed. From the results of the DFT calculations, it can be concluded that path 3S2 is
less thermodynamically favourable compared to the most favourable path of the inner sphere C-migration
mechanism. However, there is not enough data to conclude whether the outer sphere mechanism is more
likely to occur than the inner sphere C-migration mechanism.
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4.2. Recommendations
Based on the results and conclusions of this research, the following recommendations are given for future
research:

• Since the conformer search with CREST gave a more stable geometry of the TS of path 3R2, it is recom-
mended to include conformer search of transition states in future research on reaction mechanisms as
well. This might be useful because transition states with lower energies will then not be missed out on.

• Not many conclusions could be drawn about the outer sphere mechanism. Therefore it is recom-
mended to further investigate this mechanism. Quantitative research is needed for all possible options
for the coordination of the substrate to the catalyst. To verify which mechanism is the most likely one
to occur, research is also needed on more mechanisms. For example the the inner sphere N-migration
mechanism which is also reported by Tutkowski et al.

• For the energy scans which did not converge for the outer sphere mechanism, the input files can be
adjusted. Extra coordinates can be added to ensure formation of certain bonds. During the scan, the
C-H bond of the substrate is stretched. Coordinates can be added to ensure that the H-atom forms a
bond with the iridium center or with another hydride coordinated to the center. Which of the later is
chosen depends on which proposed outer sphere mechanism is followed.
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A
Inner sphere C-migration mechanism:

supporting information

E = Electronic Energy
ZPE = Zero-Point Energy
H = Thermal Enthalpy
G = Thermal Gibbs Free Energy

Figure A.1: DFT calculated data for the free molecules of the inner sphere C-migration mechanism.

25



26

Figure A.2: DFT calculated data for the intermediates of the inner sphere C-migration mechanism.
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Figure A.3: DFT calculated data for the transition states of the inner sphere C-migration mechanism.

Figure A.4: DFT and GFNn-xTB with CREST calculated data for the transition states of the inner sphere C-migration mechanism of path
3S, 3R1 and 3R2.



B
Inner sphere C-migration mechanism:

structures of the complexes for each
investigated path

Figure B.1: Structures of the complexes for the 1S, 1R and 2S paths. The hydride which reacts with the substrate is colored green.
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Figure B.2: Structures of the complexes for the 3S, 3R1 and 3R2 paths. The hydride which reacts with the substrate is colored green.

Figure B.3: Structures of the complexes for the 4S, 4R1, 4R2 and 4R3paths. The hydride which reacts with the substrate is colored green.



C
Outer sphere mechanism: supporting

information

E = Electronic Energy
ZPE = Zero-Point Energy
H = Thermal Enthalpy
G = Thermal Gibbs Free Energy

Figure C.1: DFT calculated data for the complexes of the outer sphere mechanism.
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D
Outer sphere mechanism: structures of the

complexes for each investigated path

Figure D.1: Structures of the complexes for the 3S2 and 3R3 paths.
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