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Abstract

We study the important mathematical problem of approximating the inverse of low Kronecker-
rank matrices in this same form. A traditional alternating least squares (ALS) scheme for
solving such problems is presented, and we discuss two efficient solutions to the subproblems
arising in the corresponding iterations. The first relies on a least-squares formulation while
the second on a gradient-based solution from the literature. The former new approach is
slightly less efficient but more robust as it does not involve forming the normal equations.
We also advocate for employing a Nesterov-type acceleration in the higher level ALS scheme.
Usage of the resulting algorithm is evaluated in the context of approximating inverses in
low Kronecker-rank form in order to preserve this structure for its continued exploitation in
applications such as the matrix sign iterations and preconditioning linear systems.

Our theoretical study is motivated by two real-life practical applications in the field of
adaptive optics (AO). We address each of these in terms of exploiting the Kronecker products
featured within their problem formulations.

A minimum variance control scheme of wavefront control for atmospheric turbulence cor-
rection leads to a large-scale Kronecker structured constrained least-squares problem whose
efficient solution is crucial for real-time implementation. Potential approaches based on
the alternating direction method of multipliers (ADMM), projected alternating Barzilai-
Borwein (PABB), and active sets (AS) methods are analyzed and compared in the context
of exploiting the Kronecker structure of the system matrices using data from a partially re-
alistic numerical study. The PABB approach is shown to be the most competitive, also with
respective to alternative solutions exploiting only the sparsity of the system matrices instead
of their Kronecker form as well.

The optimal design of a novel wavefront sensor called a sparse aperture mask (SAM) is
also addressed in our work. Here Kronecker products appear when propagating wavefronts
using the matrix-form of evaluating two dimensional Fourier transforms. The design problem
is formulated in terms of a trade-off between the achievable light throughput of the mask and
its ability to distinguish so-called Zernike modes that form a basis for the reconstructed wave-
front. Two nonlinear optimization approaches for the solution are presented and discussed in
terms of exploiting the Kronecker products by evaluating matrix-vector multiplications with
them using a large but sparse philosophy. A final framework is proposed to combine the
strengths of these in order to tackle the design problem.
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Chapter 1

Introduction

Kronecker products serve as matrix compression technique and allow the reduction of system
dimensions, which is an important strategy for coping with the large-scale nature of many
practical systems. An especially important class of Kronecker structures, referred to as low
Kronecker-rank matrices, are composed of a few sums of Kronecker products. They allow
representations of increased accuracy; however, the sums destroy many of the favorable prop-
erties Kronecker products possess, and the efficient exploitation of this structure presents a
major challenge to the field of scientific computing.

Here we consider the problem of approximating the inverse of a low Kronecker-rank matrix
with another of such form. Preserving such structures has important applications in the
continued exploitation of Kronecker matrix-vector products during many iterative algorithms.
In particular, the inverse approximation is useful for preconditioning linear systems and within
structure preserving algorithms such as the matrix sign iterations. We conduct a detailed
analysis of two possible solutions to this problem, one based on forming the normal equations,
and our own least-squares formulation. This latter is shown to be slightly less efficient in
exchange for being more numerically robust. We also compare how fully optimizing for
the summands of the inverse approximation at once compares to a term-by-term progressive
scheme from the literature in the context of both the preconditioning and structure preserving
applications.

Our focus on Kronecker products and their exploitation is motivated by two practical
problems, namely
(i) wavefront control for atmospheric turbulence correction, and

(ii) the design of a sparse aperture mask for wavefront reconstruction.
These problems encompass current developments and challenges faced in the field of adaptive
optics for ground and space based telescopes, respectively. We present a brief background
review, problem formulation, and our solution proposals for each of these problems in the con-
text of exploiting the Kronecker structures within their description. The solution approaches
proposed are motivated by the results and observations from the theoretical sections of our
work regarding Kronecker products.

Master of Science Thesis P. Varnai



2 Introduction

1-1 Exploiting Kronecker structures

Kronecker products are generalizations of the tensor (or outer) products of vectors to matri-
ces. They are becoming increasingly prominent in scientific computing and have attracted
considerable attention within the past decade due to their potential use in accelerating many
practical algorithms in a wide range of application areas, as advocated for in the excellent
review by Van Loan [2]. A Kronecker product of the form

A = B⊗C =


b11C b12C · · · b1nC
b21C b22C · · · b2nC
...

... . . . ...
bm1C bm2C · · · bmnC



allows a compact representation of the large dimensional A ∈ Rm
2×n2

matrix using the much
smaller B, C ∈ Rm×n terms. In the context of exploiting Kronecker structures, we mean
to operate with these smaller matrices during solution algorithms for gains in computational
efficiency.

There are many favorable algebraic properties that Kronecker products possess which al-
low them to be manipulated in order to develop accelerated solution algorithms for certain
structured problems. For example, in the form above, quantities such as the inverse, trans-
pose, and various factorizations of A will remain Kronecker products and can be expressed
by the corresponding inverses, transposes, and factorizations of the terms B and C. A brief
overview of the main properties we will need for our discussions in this thesis work is pre-
sented in the Appendix A-1. Many additional useful features of the smaller matrices, such as
symmetry, bandedness, orthogonality, and so on, are also preserved for the larger A matrix;
these relations and their proofs, along with methods for approximating matrices by Kronecker
products, are summarized in Van Loan and Pitsianis [3].

For simple problems involving Kronecker products, such as the least squares problem

min
x
‖t− (B⊗C)x‖2 ,

the structure of the coefficient matrix can be readily utilized to provide efficient direct so-
lutions using common factorization methods. For this specific example, Fulton and Wu [4]
compare the speed and robustness for solutions obtained using the QR, LU, and SVD de-
compositions of the Kronecker terms. The main lesson from their analysis is that significant
gains can be made by factorizing the small matrices instead of treating the problem in its
unstructured form. The class of least squares problems for which efficient direct solutions
are available has been extended to accommodate the case of an additional Kronecker product
equality constraint by Barrlund [5] using the null-space method. Cases where the coefficient
matrix is composed of two rows of Kronecker products can be handled with the use of the
so-called generalized SVD, as shown by Bardsley et al. [6] in the context of a wavefront recon-
struction problem. Unfortunately, the class of problems where such exploitation is possible
through direct methods is rather limited. For efficiently handling more complex structures of
Kronecker products in general, iterative solution techniques are required.

P. Varnai Master of Science Thesis



1-1 Exploiting Kronecker structures 3

Low Kronecker-rank matrices In the context of this thesis work, a structure of considerable
interest is the sums-of-Kronecker form:

A =
M∑
j=1

Bj ⊗Cj,

where the number M is referred to as the Kronecker or separation rank of the matrix A.
In particular, we are most interested in this form in case A is of low Kronecker-rank, i.e.
M � n; the favorable information compression Kronecker products allow is most prominent
and effective in this case. Low Kronecker-rank matrices often arise when modeling realistic
systems where theoretical ranks of one are ruined by imperfections or other sources of noise,
forcing us to include additional correction terms for a satisfactorily accurate description. In
other cases, the low Kronecker structures may not appear as an intrinsic property of the
system, but can be used as sufficient approximations and present a trade-off between model
accuracy and complexity. For example, low Kronecker-rank matrices are good approximations
for blurring operators in two dimensional image restoration [7] and for the covariance matrices
of spatio-temporal processes such as video streams [8] or atmospheric turbulence [9]. The
latter come into play in the context of adaptive optics systems, which have also been shown
to admit a low Kronecker-rank representation [10].

Unfortunately, low Kronecker-rank matrices do not possess the convenient algebraic prop-
erties of simple Kronecker products, nor do they retain a low separation rank in their inverse
or factorizations. This severely hampers the possibility to exploit their structure in algorithms
and presents a challenge for efficiently solving problems in which they appear. Attempts at
solving simple matrix equations with these form have been based on mostly iterative meth-
ods, such as the gradient and least-squares iterative approaches to least squares problems
with a coefficient matrix in sums-of-Kronecker form [11]. This class of methods has also been
extended to handle general coupled matrix equations involving multiple unknowns, i.e. with
a block coefficient matrix composed of rows and columns of (single) Kronecker products [12],
[13]. However, these are all based on the Gauss-Seidel iterations and show worse convergence
rates than the more advanced Krylov-subspace methods, e.g. the conjugate gradient method
which has also been adapted for solving these types of equations [14].

In this work, we are mainly interested in using such Krylov-subspace methods in order to
tackle the low Kronecker-rank linear equations encountered during our study of the adaptive
optics wavefront control problem. The convergence rate of these methods essentially depends
on the conditioning of the system matrices, thus preconditioning plays a vital role in devel-
oping efficient solution algorithms which converge in the minimal number of iterations. For
sums or rows of Kronecker product matrices, authors have proposed an SVD approximation
based [15] and a generalized SVD based preconditioner [6], both of the form

(K⊗K)D(K⊗K)T

where K is a single Kronecker product and D is a diagonal matrix. Simpler preconditioners
include the nearest, inverse, or mean-based Kronecker product, all of which have separation
rank one. These have been successfully employed in wide range applications such as stochastic
automata networks [16], [17], convection–diffusion model problems [18], and finite element
discretization [19]. A recent survey of these techniques in the context of stochastic problems
can be found in the thesis of Zander [20].
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4 Introduction

Low Kronecker-rank inverse approximation The idea of using a low Kronecker-rank pre-
conditioner as opposed to single pairs has appeared in the literature in e.g. Giraldi et al. [21]
or Oseledets and Dolgov [22] in the context of higher dimensional tensors1. Their advantage
over simpler forms is that the increased quality of preconditioning does not necessarily require
a substantial amount of additional computational time, because matrix-vector multiplications
of Kronecker sums can be evaluated in parallel and the results from each pair can be merged
together in a negligible number of operations. By using low Kronecker-rank preconditioners,
we thus aim to decrease the number of iterations needed for a Krylov solver to converge by
increasing the cost of the preconditioner. In essence, we are exchanging operations which
must be evaluated in series with ones which can be evaluated in parallel, effectively reducing
the overall computation time.

Finding low Kronecker-rank preconditioners can be formulated as an inverse approxima-
tion problem and will form the basis of our solutions presented for the wavefront control in
adaptive optics. However, our interest in inverse approximation is also motived by their use
in general structure preserving algorithms, such as the matrix sign iterations [23]. Structure
preservation for e.g. so-called sequentially semi-separable matrices has been examined in the
PhD dissertation of Rice [24], with potential applications to important areas in systems &
control such as determining matrix stability, solving Lyapunov or Riccati equations, and H2
or H∞ controller synthesis. This motivates the study of when these algorithms can be carried
efficiently with low Kronecker-rank matrices by retaining the low separation rank throughout
the calculations.

The main mathematical contributions of this thesis relate to approximating the inverse of
low Kronecker-rank matrices using this same form. We present the existing approaches and
propose a slightly less efficient, but more robust solution. Robustness may be important for
structure preserving algorithms with multiple iterations [24]. We also conduct a numerical
study of when the full optimization procedure is most effective compared to a progressive
inverse approximation scheme presented by Giraldi et al. [21]. This study is carried out
within the context of both retaining accurate low Kronecker-rank inverse approximations and
computing high-quality preconditioners for the certain types of equations.

Exploiting Kronecker matrix-vector multiplications For our practical studies of adaptive
optics wavefront control and sparse aperture mask design, exploiting Kronecker structures will
essentially boil down to efficiently computing the corresponding matrix-vector products; this
seems necessitated by the complexity of the problems. In this regard, we note that there seem
to be two notions of efficiently computing Kronecker products of the form y = (B⊗C)x:

Y = C ·X ·BT and y = (B⊗ Im) · (In ⊗C)x.

We refer to the former as the dense and small, while to the latter as the sparse and large
form of this computation after the form of the matrices in each case. The dense case is much
more efficient in terms of memory and thus more suitable for real-time implementations in
embedded systems such as for wavefront control. In the case study of an offline optimization
problem encountered during the sparse aperture mask design, we argue that the sparse form
can still be useful if memory is not an issue. For more on this topic, see the Appendix A-2.

1Higher dimension tensors of rank d take the form B1⊗B2⊗· · ·⊗Bd or other compressive representations
such as the tensor train format under consideration in [22]. Here we limit the scope of our discussions to the
two dimensional Kronecker products appearing in the motivating wavefront control and mask design problems.
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1-2 Outline 5

1-2 Outline

The body of this thesis is divided into four main chapter. The first two constitute our
mathematical contributions and analysis, while the latter two consider the wavefront control
and sparse aperture mask design problems highlighted in the beginning of the introduction.

In Chapter 2, the inverse low-Kronecker rank approximation problem is introduced as a
more general Kronecker structured least squares problem. We present the nominal alternating
least squares (ALS) scheme traditionally employed to solve problems of its form, then review
two possible methods for solving the corresponding subproblems in each iteration of the
algorithm. The first approach is based on dividing the objective into separate least-squares
problems, column-wise for the unknown Kronecker matrices. The second approach, based on
methods from the literature, forms the normal equations from the stationarity conditions for
optimality. The progressive solution scheme for a suboptimal solution is also presented in
this context. In both cases, imposing additional structures of symmetry and sparsity are also
considered. The chapter is concluded by advocating for a Nesterov-based accelerated version
of ALS, which is shown to be very effective yet does not appear often in the literature.

In Chapter 3, we review two main applications of the inverse approximation problem,
namely its potential for preserving low Kronecker-rank structures and for providing good
preconditioners for Kronecker structured linear equations and least-squares problems. The
former serves as a preliminary study in the outlined direction, while the latter discussions
give the necessary background for handling the types of problems that will encountered in
the wavefront control problem.

Chapter 4 provides a background review and a detailed study of our wavefront control
problem within the context of exploiting Kronecker structures in a minimum variance control
framework. Potential solutions to the corresponding bound-constrained least-squares problem
are proposed for three methods with good real-time capabilities, namely alternating direction
method of multipliers (ADMM), projected alternating Barzilai-Borwein (PABB), and active
sets (AS). The performance of these methods is analyzed and compared using a partially
realistic numerical study.

Chapter 5 treats the sparse aperture mask design problem for a novel wavefront sensor
under development for future space missions. The problem is introduced as a trade-off be-
tween achieving greatly needed light throughput for the mask and its ability to distinguish
entities within a certain set of so-called Zernike modes, which form the basis for wavefront
reconstruction. Two solution approaches are presented along with a framework for combining
their advantages.

Finally, a brief conclusion is given at the end of the thesis, summarizing the main obser-
vations presented in detail in the individual chapters.

The algorithms and solution approaches used throughout the thesis work are based on
implementations in the Matlab programming environment [25].
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6 Introduction

1-3 Nomenclature

Scalars are denoted by lower or uppercase letters or symbols. We aim to reserve l for iteration
numbers in iterative algorithms, i, j, k for indexing vectors and matrices, and capital letters
M, N to denote the separation rank of Kronecker matrices. The functions F (·), f(·) g(·)
are reserved to denote objective functions and constraints. Values which parameterize given
algorithms are often denoted by Greek letters such as µ, ρ.

Vectors are written as boldface lower-case (sometimes Greek) letters such as x, λ. The
boldface is used to make a distinction between indexing a set of vectors, such as x1,x2, and
referring to the elements of a single vector x ∈ Rn, such as x1, x2, . . .xn. The scalar product
of two vectors x and y is using the dot-product notation 〈x, y〉 =

∑n
i=1 xiyi. The Euclidean-

norm of a vector x is given as ‖x‖ =
√
x2

1 + x2
2 + · · ·+ xn = 〈x, x〉. The null-vector and the

vector of ones is denoted by 0 and 1, respectively, where an index can be used to explicitly
show its size e.g. 1n ∈ R

n. Relations such as = and ≤ between vectors are to be interpreted
element-wise. The ’diag’ operator constructs a diagonal matrix from a vector whose entries
on the diagonal are the elements of the vector.

Matrices are represented by boldface uppercase letters such as A and X. Indexing is
done similarly to as in the case of vectors, though when using the index k we also mean the
kth column of a matrix, e.g. Fk ∈ R

n; this will be evident from the context. The inverse
and transpose are written as A−1, and AT. The ith largest singular value of a matrix is
represented σi; the ratio of the largest and the smallest of these is given by the condition
number κ, often used in the form of a function e.g. κA. The Frobenius-norm for a matrix
A ∈ Rm×n is denoted by ‖A‖F =

√∑q
i=1 σ

2
i , where q = min(m,n). The nuclear norm is

defined as ‖A‖∗ =
∑q
i=1 σi The condition number κ(A) is defined as the ratio of its largest

and smallest singular values. The null and identity matrix are denoted by 0 and I, where a
subscript may be used to denote their respective dimension. The ’vec’ operation constructs
a vector from a matrix by stacking its columns below each other.

The Kronecker product of two matrices is represented by the symbol ⊗ such as in A =
B⊗C. The element-wise (Hadamard) product is denoted by �. When using the same letter
for the two terms, the letters L and R are used to denote the left and right pairs, respectively,
as in A = AL⊗AR. Calligraphic symbols are used to denote sets, such as B orM. For a set
of matrices {X1, X2 . . . Xn}, we often use the shorthand expression {Xi} where the range
i = 1, . . . , n of the index will be evident from the context. Elements of matrices are often
referred to using Matlab notation, e.g. X:,k denotes the kth column of X.

For describing computational complexities, we use the big-O notation. An operation cost-
ing O(n) floating-point operations (flops) is guaranteed to finish in at most c · n flops, for
some constant c. These operations can be any of the four elemental +, −, ∗, or /.

While many of the topics addressed within this thesis entail their own specific nomen-
clature, we aimed to employ a unified notation. For example, coefficient matrices are often
denoted by A or H, while left hand side of linear equations by t, b, or T in case of ma-
trix equations. Known Kronecker pairs within system structures are denoted by B, C; the
unknown ones by X, Y. Preconditioners are usually denoted by P or M depending on
whether they approximate the inverse of the coefficient matrix A or ATA of a linear system.
Other chapter-specific notations which may arise in our work are introduced in the respective
sections.
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Chapter 2

Low Kronecker-rank inverse
approximation

In the following, we discuss two solutions to a low Kronecker-rank structured least squares
problem, whose performance in the context of preconditioning and structure preservation
through inverse approximation will be extensively studied as part of the next chapter.

2-1 Problem formulation

Let us begin by introducing the mathematical formulation of the problem under consideration:

Problem 2.1 (Kronecker-LS).

minimize
X

F (X ) =

∥∥∥∥∥∥T−
 M∑
j=1

Bj ⊗Cj

 N∑
i=1

Xi ⊗Yi

∥∥∥∥∥∥
2

F

, (2-1)

where T ∈ Rn
2×n2

, Bj,Cj,Xi,Yi ∈ R
n×n for j = 1, . . . ,M and i = 1, . . . , N , and the symbol

X = {Xi} ∪ {Yi} represents the set of unknowns. The goal is to exploit the Kronecker
structure to achieve an O(n4) solution which scales down to O(n3) in case T is also structured.

Assumption. The Kronecker matrices within the objective are of low separation rank, i.e.
we have M, N � n.

For the specific case of T = In⊗ In, this formulation serves to find an approximate inverse
of a low separation rank matrix in a similar form. In this thesis, we are primarily interested in
its application for just this purpose. Preserving the low Kronecker-rank form when taking the
inverse allows continued exploitation of the structure and will be important for an efficient
solution to the adaptive optics wavefront control problem examined in Chapter 4. Retaining
additional properties in the approximation, such as symmetry or sparsity, are also important
as they can be further exploited for efficiency. Hence we will also look at Problem 2.1 under
these constraints on the solution.
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8 Low Kronecker-rank inverse approximation

Tensor structured least squares problems have been examined in the literature in the more
general context of d-dimensional tensors, such as:

minimize
{X1

i },{X
2
i },...,{X

d
i }

∥∥∥∥∥∥
 P∑
p=1

T1
p ⊗ · · · ⊗Td

p

−
 M∑
j=1

A1
j ⊗ · · · ⊗Ad

j

 N∑
i=1

X1
i ⊗ · · · ⊗Xd

i

∥∥∥∥∥∥
2

F

In Beylkin and Mohlenkamp [26], a solution to this problem is presented for the case when
the unknowns are vectors, not matrices. In a later work by Giraldi et al. [21], such a
problem is encountered for the case N = 1 when searching for the inverse approximation in a
progressive manner. The approximation sum is assembled term by term, not in its entirety,
which is why only one tensor product appears as the unknown in each step. They also discuss
methods to impose sparsity or symmetry on the solution. Finally, Oseledets and Dolgov
[22] examines linear systems in the so-called tensor-train format, a different high dimensional
tensor representation for which the tensor forms in the above problem are a special case. In
their work, the focus is on tensors with high ranks (large d) and low modes (small core matrix
size n). The inverse approximation problem is only looked at in the sense of rearranging
AX = I as (I⊗A) vec(X) = vec(I), leading to a solution which is not efficient in terms of
the dimension n, though this is not problematic in their context.

The goal of this chapter is to provide a comprehensive overview of two main solutions to
Problem 2.1, both of which are based on an underlying alternating least squares scheme for the
set of unknown {Xi} and {Yi} matrices. The first is based on a further decomposition of the
subproblems by formulating a least squares problem for each column of the unknown matrices.
The second is based on assembling the normal equations for their determination using the
stationarity conditions for optimality and follows the ideas outlined in previous works [26],
[21]. In both cases, we review how the solution can be constrained by the additional structures
of sparsity and/or symmetry.

2-2 ALS solution scheme

The objective function F (X ) of Problem 2.1 is nonlinear due to the Kronecker products
between the unknown Xi and Yi pairs. Nevertheless, it possesses a key property, namely bi-
convexity, which will allow its tractable solution in an iterative manner. This is demonstrated
by the following theorem.

Theorem 2.1. The objective function defined in Problem 2.1 is biconvex in the set of un-
knowns {Xi} and {Yi}.

Proof. By definition, a function is biconvex if fixing one of its unknowns renders it a convex
function of the other. Suppose we fix each Yi, i.e. the set {Yi}. The term within the norm
of (2-1) is then a linear function of the remaining unknown {Xi}. Since the composition of a
convex and a linear function remains convex, this implies that the objective is indeed convex
in {Xi}. A similar argument can be applied when fixing each Xi for the convexity in the
remaining unknown {Yi}, and the proof is complete.
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2-2 ALS solution scheme 9

A common method for solving biconvex problems is known as alternating least squares
(ALS). With ALS, the solution is found by alternatingly fixing one of the unknowns and
solving for the other. This gives rise to a series of convex problems until the solution is ap-
proximated to an acceptable degree. Note that the ALS scheme is, in general, not guaranteed
to yield the global optimum as a solution. In the context of Kronecker structured inverse
approximations, ALS was employed in all the previously cited works [21], [22], and [26]. It
has also been used for identifying Kronecker structured vector autoregressive with exogenous
inputs (VARX) models [27].

The advantage of ALS is that the convex subproblems are typically much simpler to solve
than the original one, allowing the resulting algorithm to be quite efficient if it converges
reasonably fast. In the context of our Problem 2.1, the respective ALS solution scheme
is summarized as Algorithm 2.1 below. Note that we extended the general framework to
incorporate normalization within the unknown Kronecker pairs. This is to avoid possible
numerical issues by preventing the elements of each Xi and Yi pair from differing by several
orders of magnitude. Also note that the ALS iterations could be terminated by a suitable
criteria, such as a threshold reached in the relative change of the objective or solution.

Algorithm 2.1 (Kron-ALS) ALS solution scheme for Problem 2.1
Input:

Problem description T, {Bj}, {Cj}
Initial values {X(0)

i }, {Y(0)
i }

1: for l = 0, 1, 2, . . . do
2: Set

{X(l+1)
i } = arg min

{Xi}

∥∥∥∥∥∥T−
 M∑
j=1

Bj ⊗Cj

 N∑
i=1

Xi ⊗Y(l)
i

∥∥∥∥∥∥
2

F

(2-2a)

3: Set

{Y(l+1)
i } = arg min

{Yi}

∥∥∥∥∥∥T−
 M∑
j=1

Bj ⊗Cj

 N∑
i=1

X(l+1)
i ⊗Yi

∥∥∥∥∥∥
2

F

(2-2b)

4: Normalize each X(l+1)
i ,Y(l+1)

i pair such that
∥∥∥X(l+1)

i

∥∥∥
F

=
∥∥∥Y(l+1)

i

∥∥∥
F
for i = 1, . . . , N

5: Check stopping criteria
6: end for

We now briefly examine the naïve solution to the respective ALS subproblems. Suppose
we are at the first step of the lth iteration where each Y(l)

i is fixed. Let us assemble the
unknown set {Xi} into the vector z ∈ RNn

2
in the following manner:

z =
[
vec(X1)

T vec(X2)
T . . . vec(XN)T

]T
. (2-3)

The corresponding linear least squares subproblem (2-2a) can then be written as:

min
z

∥∥∥t−H(l)z
∥∥∥2

F
(2-4)

for the t = vec(T) ∈ Rn
4
vectorization of T and some H(l) ∈ Rn

4×Nn2
coefficient matrix. In

this form, such a problem can be solved in O(N2n8) operations [28].
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10 Low Kronecker-rank inverse approximation

A substantial improvement can be achieved by noting that the objective (2-2a) can actually
be separated into n further subproblems, because the kth column of each Xi only influences
the kth block of n columns of the matrix T. Let us denote these values by:

xi,k := Xi(:,k) and Tk := T(:, (k-1)n+1:kn), (2-5)

where xi,k ∈ R
n and Tk ∈ R

n
2×n, respectively. Assembling the kth columns of the unknown

matrices into the vector zk ∈ R
Nn as:

zk =
[
vec(x1,k)T vec(x2,k)T . . . vec(xN,k)T

]T
, (2-6)

the subproblems for each k = 1, . . . , n now take the form:

min
zk

∥∥∥tk −H(l)
k zk

∥∥∥2

F
(2-7)

for the tk = vec(Tk) ∈ Rn
3
rearrangement of Tk and the corresponding H(l)

k ∈ Rn
3×Nn

coefficient matrix. The computational complexity of solving all n subproblems is considerably
reduced and amounts to a total cost of O(N2n6) operations.

In the following, we will show that by making proper use of the Kronecker structures
appearing in the ALS subproblems, the naïve solution can be further improved to achieve the
target solution with O(n4) dependency on the matrix sizes.

2-2-1 Progressive approximation scheme

In Giraldi et al. [21], Problem 2.1 is solved for T = I using a progressive approximation of
the unknown Kronecker pairs. However, a discussion on how this approach compares to the
full solution was not given. As we will conduct such a comparison in the next chapter, we
briefly review their method for low Kronecker-rank inverse approximation, referred to as the
Progressive-ALS algorithm in this thesis.

Suppose a Kronecker rank (N̂ − 1) approximation of the unknowns has been calculated.
The N̂th term is then determined by solving:

minimize
XN̂ ,YN̂

∥∥∥∥∥∥
In ⊗ In −

N̂−1∑
i=1

Xi ⊗Yi

−
 M∑
j=1

Bj ⊗Cj

 (XN̂ ⊗YN̂)

∥∥∥∥∥∥
F

(2-8)

using ALS. Note that this has the same form as Problem 2.1 with N = 1 and T as a
sum of Kronecker products. The progressive approximation scheme involves iteratively solv-
ing the above optimization problem for the unknown XN̂ ,YN̂ pairs from N̂ = 1, . . . , N .
After each step, a correction is applied to improve upon the current solution. Let UXN̂ =
span {X1,X2, . . . ,XN̂} and U

Y
N̂ = span {Y1,Y2, . . . ,YN̂}. A better solution is then searched

for within the subspace UN̂ = UXN̂ ⊗U
Y
N̂ . For example, with N̂ = 2, the improvement is sought

as a linear combination of the basis obtained from X1⊗Y1, X1⊗Y2, X2⊗Y1, and X2⊗Y2.
As we will see, this heuristic yields a suboptimal solution which may perform considerably
worse than the one obtained by optimizing for all N unknown Kronecker pairs as a whole.
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2-3 Distributed least squares approach 11

2-3 Distributed least squares approach

From this point onwards we will concentrate on solving one step of the Kron-ALS algorithm
outlined in the previous section. Specifically, we assume that at the lth iteration each Y(l−1)

i

is fixed and we determine the solutions X(l)
i for i = 1, . . . , N . The updates for the Yi matrices

could be obtained following the presented derivations and will not be reviewed separately.

With the first proposed approach, the subproblems are decomposed and we solve a least
squares problem for each column of the unknown matrices. After describing the algorithm
and analyzing its computational complexity, we also discuss how it can be modified to recover
a symmetric or a sparse solution.

2-3-1 Algorithm

To start the derivation, we restate the optimization subproblem (2-2a) to be solved for the
X(l+1)

i updates for simplicity:

min
{Xi}

∥∥∥∥∥∥T−
 M∑
j=1

Bj ⊗Cj

 N∑
i=1

Xi ⊗Y(l)
i

∥∥∥∥∥∥
2

F

. (2-9)

Using property (A-5), the matrix multiplication of Kronecker products can be merged to-
gether, yielding:

min
{Xi}

∥∥∥∥∥∥T−
M∑
j=1

N∑
i=1

(
BjXi

)
⊗
(
CjY(l)

i

)∥∥∥∥∥∥
2

F

. (2-10)

Applying the Kronecker rearrangement operator to the matrix whose Frobenius norm we are
taking does not change the value of the norm itself. Thus, with property (A-10), we have:

min
{Xi}

∥∥∥∥∥∥R (T)−
M∑
j=1

N∑
i=1

vec
(
BjXi

)
· vec

(
CjY(l)

i

)T
∥∥∥∥∥∥

2

F

. (2-11)

Looking at the objective, it is clear that the kth column of the products BjXi, and thus
of Xi, only influences the kth block of n rows of the rearrangement R (T). Let us denote
these latter two quantities by xi,k ∈ R

n and T̃k ∈ R
n×n2

, respectively, defined similarly as
in (2-5). We can thus decompose (2-11) into n separate subproblems, one for each set of the
N unknown matrix columns {xi,k}

N
i=1 for k = 1, . . . , n. We will use the shorthand notation

{xi,k} for such a set with fixed column k. The kth subproblem can thus be written as:

min
{xi,k}

∥∥∥∥∥∥T̃k −
N∑
i=1

M∑
j=1

Bjxi,k · vec
(
CjY(l)

i

)T
∥∥∥∥∥∥

2

F

. (2-12)

Note that the number of unknowns has become n instead of the original n2, while the number
of elements in T̃k has also decreased by a factor of n compared to the number in T.
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12 Low Kronecker-rank inverse approximation

Let us now rewrite the summations in the subproblem (2-12) using matrix notation. To
this end, we denote the kth column of each Y(l)

i by y(l)
i,k ∈ R

n and introduce the following
matrices:

B :=
[
B1 B2 . . . BM

]
, (2-13a)

C(l) T
:=



(C1y
(l)
1,1)

T (C1y
(l)
1,2)

T . . . (C1y
(l)
1,n)T

...
... . . . ...

(CMy
(l)
1,1)

T (CMy
(l)
1,2)

T . . . (CMy
(l)
1,n)T

...
... . . . ...

(C1y
(l)
N,1)

T (C1y
(l)
N,2)

T . . . (C1y
(l)
N,n)T

...
... . . . ...

(CMy
(l)
N,1)

T (CMy
(l)
N,2)

T . . . (CMy
(l)
N,n)T


, (2-13b)

and assemble the set of unknown columns {xi,k} as:

Dk := diag
(
IM ⊗ x1,k, . . . IM ⊗ xN,k

)
=

IM ⊗ x1,k

. . .
IM ⊗ xN,k

 . (2-14)

Here Dk ∈ R
(Nn)×N , B ∈ Rn×(Mn), while the larger C(l) T

∈ R(MN)×n2
. Furthermore, let

us denote the set of matrices which have the above form of Dk by the symbol D. The kth
subproblem (2-12) can now be compactly expressed as:

min
Dk∈D

∥∥∥∥T̃k −
(
1T

N ⊗B
)

Dk C(l) T
∥∥∥∥2

F
. (2-15)

To continue, we denote the economy-sized QR and LQ factorizations of B and C(l) T
by:

B = QBR, C(l) T
= L(l) Q(l)

C

T
, (2-16)

where QB ∈ R
n×n, R ∈ Rn×(Mn), Q(l)

C

T
∈ R(MN)×n2

, L(l) ∈ R(MN)×(MN), and we assumed
that the matrices B and C(l) T

have full row ranks. Substituting into (2-15), we have:

min
Dk∈X

∥∥∥∥T̃k −
(
1T

N ⊗QBR
)

Dk

(
L(l) Q(l)

C

T )∥∥∥∥2

F
. (2-17)

Noting that
(
1T

N ⊗QBR
)

= QB

(
1T

N ⊗R
)
and introducing the transformation:

T̂(l)
k := QT

B T̃kQ(l)
C , (2-18)

we finally arrive at the following form:

min
Dk∈X

∥∥∥T̂(l)
k −

(
1T

N ⊗R
)

DkL(l)
∥∥∥2

F
. (2-19)
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2-3 Distributed least squares approach 13

A key observation is that T̂(l)
k ∈ Rn×(MN) has much less elements than T̃k ∈ R

n×n2
.

It is now worthwhile to express how these relate to the unknown components of each xi,k.
Denoting the matrix

(
1T

N ⊗R
)

DkL(l) by X̂k ∈ Rn×(MN), we can write the pth column of
this quantity using MATLAB notation as:

X̂k(:, p) =
M−1∑
j=0

N−1∑
i=0

R(:,j*n+1:(j+1)*n) · xi+1,k · L(l)(i*M+u+1,p)

=
N−1∑
i=0

M−1∑
j=0

R(:,j*n+1:(j+1)*n) · L(l)(i*M+j+1,p)

 · xi+1,k

:=
N∑
i=1

H(l)
p,ixi,k (2-20)

where the coefficient matrices H(l)
p,i ∈ R

n×n show how the columns of X̂k depend linearly on
each xi,k; note, however, that it is independent of the unknown column index k. Figure 2-1
provides a graphical explanation of how its first block row is assembled for the case N = 3
and M = 2 to ease understanding. The uncovered relation allows us to rewrite (2-19) as the
simple least squares problem:

min
{xi,k}

∥∥∥∥∥∥∥∥∥∥∥
vec(T̂(l)

k )−


H(l)

1,1 · · · H(l)
1,N

H(l)
2,1 · · · H(l)

2,N

... . . . ...
H(l)

MN,1 · · · H(l)
MN,N

 ·

x1,k

x2,k

...
xN,k


∥∥∥∥∥∥∥∥∥∥∥

2

(2-21)

or
min
x

cols
k

∥∥∥vec(T̂(l)
k )−H(l)xcols

k

∥∥∥2
(2-22)

for short, where H(l) ∈ R(MNn)×(Nn) and xcols
k ∈ RNn. The solutions for each column k of the

unknown Xi matrices can now be obtained by solving this equation. The derived algorithm
is summarized in the box on the next page.

Remark. Taking the transpose of the expression within the norm of (2-11) makes clear how
the solution for {Yi} would follow a similar derivation due to the same form of the equations.

Figure 2-1: Assembling the first block row of the coefficient matrix H(l) from its definition
(2-20) for the case N = 2, M = 3.
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14 Low Kronecker-rank inverse approximation

Remark. It is interesting to note that the matrix H(l) has a Kronecker rank of M . This is
due to the fact that each H(l)

p,i is assembled as a linear combination of the same M matrices
stemming from a partitioning of R. However, the entire reason of looking at the inverse ap-
proximation problem is that iterative solutions for such problems, e.g. as in [11], are generally
slow to converge and need to be tuned. Each iteration would involve O(n2) computations, and
we would solve n problems, which amounts to much work due to the high number of iterations.
Instead, we propose solving the obtained final equation in the traditional manner, e.g. using
the QR decomposition, especially since the matrix H(l) remains the same for all columns k.

Algorithm 2.2 Distributed least squares solution to the ALS subproblems
Input:

Problem description T, {Bj}, {Cj}, {Y(l)
i } of the lth iteration.

Initialize:
Assemble B using (2-13a) and determine B = QBR.

1: Assemble C(l) T
using (2-13b) and determine C(l) T

= L Q(l)
C

T
.

2: Calculate each H(l)
p,i for p = 1, . . . ,MN and i = 1, . . . , N using the derivation (2-20).

3: Assemble H(l) according to (2-21) and determine H(l) = Q(l)
H R(l)

H .
4: for k = 1 to n do
5: T̂(l)

k := QT
B T̃kQ(l)

C

6: Solve Q(l)
H

T
vec(T̂(l)

k ) = R(l)
H x

cols
k .

7: Recover the kth columns of the unknown matrices Xi from xcols
k .

8: end for

2-3-2 Computational complexity

In this section we will examine the computational complexity of the previously derived dis-
tributed least squares solution to the ALS subproblems.

Theorem 2.2. Assuming M,N � n, the computational complexity of the algorithm outlined
in Algorithm 2.2 is of the order O(4MNn4).

Proof. We give the (approximate) computational cost of each of the steps given in the outlined
algorithm. For certain matrix operations, such as computing factorizations, the cost is taken
from the book by Golub and Van Loan [28], with the corresponding page number referred to
in parenthesis. For clarity, the steps are given in a more detailed manner than before.

• (1) Determining the QR decomposition of B ∈ Rn×(Mn) amounts to a total of 4n3/3 +
2(M − 1)n3 = 2(M − 1/3)n3 flops (pg. 213, 225). This can be precomputed before
starting the ALS iterations.

• (2) The MNn matrix-vector multiplications needed to assemble C(l) T
according to

Equation (2-13b) take a total of 2MNn · n2 = 2MNn3 operations.

• (3) Determining the LQ decomposition of C(l) T
∈ R(MN)×n2

requires 2(MN)2
(
n2 −MN/3

)
flops (pg. 225).
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2-3 Distributed least squares approach 15

• (4) The multiplication T̃k · Q
(l)
C for each k = 1, . . . , n can be done by applying the

previously obtained Q(l)
C

T
to T̃T

k ∈ R
n×n2

in factored form, which requires a total
number of n · 2MNn

(
2n2 −MN

)
= 4MNn4 − 2(MN)2n2 operations (pg. 213).

• (5) Calculating T̂(l)
k = QT

B · T̃k ·Q
(l)
C for each k = 1, . . . , n by applying QT

B to T̃k ·Q
(l)
C ∈

Rn×MN can be done in n · 2MNn (2n− n) = 2MNn3 flops (pg. 213)1.

• (6) Calculating all the H(l)
p,i matrices for p = 1, . . . ,MN and i = 1, . . . , N using (2-20)

takes MN2 · 2Mn2/2 = (MN)2n2 operations, as L(l) is lower triangular.

• (7) The QR decomposition of H(l) ∈ R(MNn)×(Nn) can be found in 2(Nn)2 (MNn−Nn/3) =
2N3(M − 1/3)n3 flops (pg. 225).

• (8) Calculating Q(l)
H

T
vec(T̂(l)

k ) for each k = 1 . . . n by applying Q(l)
H

T
to vec(T̂(l)

k ) ∈
RMNn requires n · 2Nn (2MNn−Nn) = 2(2M − 1)N2n3 operations (pg. 213).

• (9) Computing the solutions x1,k, . . . ,xN,k for each k = 1 . . . n by performing backsolves
with the factor R(l)

H ∈ R(Nn)×(Nn) can be done at a cost of n · (Nn)2 = N2n3 operations
(pg. 240).

As we can see, the most computationally heavy step (4) and thus the entire algorithm consists
of O(4MNn4) operations, as was to be shown.

For a certain case of interest, the complexity of the solution can be considerably reduced.
This is highlighted by the following result.

Corollary 2.2.1. If T takes the form T =
∑P
p=1 Up⊗Vp with Up,Vp ∈ R

n×n, the complexity
of Algorithm 2.2 reduces to O(fkron(M,N) ·n3), where fkron(M,N) = 2MN +2(M −1/3)N3 +
(4M−1)N2 and the dependency on the number of terms P is negligible after precomputations,
assuming P � n.

Proof. If T admits such a Kronecker representation, its rearrangement can be written as a sum
of P rank 1 matrices, i.e. R (T) =

∑P
p=1 vec(Up) ·vec(Vp)T :=

∑P
p=1 up ·v

T
p . Keeping the kth

block of n rows from this matrix, we have T̃k =
∑P
p=1 up,k ·v

T
p . Calculating the matrix T̂(l)

k =

QT
B · T̃k ·Q

(l)
C =

∑P
p=1

(
QT

Bup,k

)
·
(

Q(l)
C

T
vp

)T
now becomes a much cheaper operation. The

terms QT
Bup,k can be precomputed for k = 1, . . . , n and p = 1, . . . , P for a total of 2n3P flops,

while the P terms Q(l)
C

T
vp require 4MNPn2 operations. The outer product of the resulting

vectors of size n andMN for each p and k costs a furtherMNPn2 flops. The entire algorithm
thus consists of maximum O(n3) operations. Disregarding the precomputated terms, these
can be added together for steps (2) and (7)-(9) to get the dependency fkron(M,N) = 2MN +
2(M − 1/3)N3 + (4M − 1)N2.

Remark. Additional structures, such as sparsity of T or the terms Bj,Cj, can also be readily
exploited through multiplications involving these matrices. Nevertheless, the computationally
heavy O(n3) steps (7)-(9) will always remain and we do not further discuss these possibilities.

1This step can actually be switched with the previous to allow the precalculation of QT
BT̃k, and applying

only Q(l)
C during iterations to the result
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16 Low Kronecker-rank inverse approximation

2-3-3 Imposing symmetry

We continue by discussing how symmetry can be enforced on the solutions Xi (and Yi) in
the distributed least squares approach framework. With the current algorithm, this seems
problematic because such structure prevents the column-wise decomposition of the ALS sub-
problems. For example, without symmetry, the first column of Xi only appears in the first
column of the products BjXi. By explicitly enforcing symmetry, the elements of the first
column of Xi are set equal to that of the first row, and now this entire product becomes
a function of these values. A similar argument can be made for all columns of Xi, and a
least squares formulation encompassing all these dependencies at once would not lead to a
computationally feasible solution.

In order to remain efficient, we need to retain the decomposability of the subproblems. To
this end, we first introduce the following theorem.

Theorem 2.3. Assume f(X) is a strongly convex function and g(X) is a linear invertible
function of the matrix X such that g(g(X)) = X for all X ∈ Rn×n. Then f(g(X)) is also
strongly convex and the optimal solution X∗ to minimizing f̂(X) = f(X) + f(g(X)) satisfies
X∗ = g(X∗).

Proof. The composition f(g(X)) does not change the convexity properties of this term due to
the fact that g(X) is linear and invertible, hence f(g(X)) remains strongly convex. The sum-
mation of strongly convex functions is strongly convex, hence f̂(X) also exhibits this property.
This guarantees that the optimization problem has a unique solution X∗. Furthermore, since
g(g(X)) = X, we have f̂(X) = f̂(g(X)), thus for any minimum X∗ the matrix g(X∗) is also
a minimum. However, since the solution is unique, the relation X∗ = g(X∗) must hold, as
desired.

This theorem allows us to enforce certain properties on the unknown matrices of Problem
2.1 by augmenting the objective function of the ALS subproblems with an additive term. For
example, choosing g(X) = XT forces the solution to become symmetric, while g(X) = −XT

forces it to be antisymmetric. Splitting techniques such as the alternating direction method
of multipliers (ADMM)2 [29] will allow an iterative solution to these augmented subproblems
without sacrificing the efficiency gained from the distributed least squares approach.

For simplicity, from this point onwards we will only discuss the case of imposing symmetry
on the solution matrices. Let us look at the subproblem (2-2a) that arises during the lth
iteration of the ALS algorithm when we are solving for the unknown X(l+1)

i matrices. As
discussed previously, we augment the objective to restate the subproblem in the following
manner, i.e. g(·) is interpreted as taking the transpose of all entries in the set {Xi}:

min
{Xi}

∥∥∥∥∥∥T−
 M∑
j=1

Bj ⊗Cj

( N∑
i=1

Xi ⊗Y(l)
i

)∥∥∥∥∥∥
2

F

+

∥∥∥∥∥∥T−
 M∑
j=1

Bj ⊗Cj

( N∑
i=1

XT
i ⊗Y(l)

i

)∥∥∥∥∥∥
2

F

2For an overview of ADMM, please refer to a brief summary in Appendix B.
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2-3 Distributed least squares approach 17

To achieve the decoupling of the two additive terms, we rewrite this subproblem to adhere to
the general ADMM framework as follows:

minimize
{Xi},{Zi}

∥∥∥∥∥∥T−
 M∑
j=1

Bj ⊗Cj

( N∑
i=1

Xi ⊗Y(l)
i

)∥∥∥∥∥∥
2

F

+

∥∥∥∥∥∥T−
 M∑
j=1

Bj ⊗Cj

( N∑
i=1

ZT
i ⊗Y(l)

i

)∥∥∥∥∥∥
2

F

s.t. Xi = Zi, i = 1, . . . , N.

This corresponds to the two variable split in the sets {Xi} and {Zi}. The solution is found
iteratively using the ADMM update equations. In the scaled form (B-5) reformulated for
matrices, these are written as follows 3,4:

{X(k+1)
i } = arg min

{Xi}

∥∥∥∥∥∥T−
 M∑
j=1

Bj ⊗Cj

( N∑
i=1

Xi ⊗Y(l)
i

)∥∥∥∥∥∥
2

F

+
N∑
i=1

ρ

2

∥∥∥Xi − Z(k)
i + U(k)

i

∥∥∥2

F

{Z(k+1)
i } = arg min

{Zi}

∥∥∥∥∥∥T−
 M∑
j=1

Bj ⊗Cj

( N∑
i=1

ZT
i ⊗Y(l)

i

)∥∥∥∥∥∥
2

F

+
N∑
i=1

ρ

2

∥∥∥X(k+1)
i − Zi + U(k)

i

∥∥∥2

F

U(k+1)
i = U(k)

i + X(k+1)
i − Z(k+1)

i , i = 1, . . . , N.

With a few minor modifications, Algorithm 2.2 can be used to solve the updates for both
{X(k+1)

i } and {Z(k+1)
i }. Notice that these two essentially have the same form in Xi and

ZT
i , respectively, and we only need to derive how to accommodate the added regularization

terms. Focusing on the {X(k+1)
i } updates, the regularization term can be added to each

of the distributed least-squares problems by augmenting (2-22). For the kth column of the
unknowns, this final least-squares form becomes:

min
x

cols
k

∥∥∥∥∥∥∥
 vec(T̂(l)

k )√
ρ

2 vec
(
Z(k)

i −U(k)
i

)
−

 H(l)√
ρ

2INn

xcols
k

∥∥∥∥∥∥∥
2

, (2-23)

which can be solved in a similar manner as previously using the QR decomposition. The
coefficient matrix will now have (M + 1)Nn rows instead of MNn, which leads to a slight
increase in computational cost when calculating the factorization and applying the orthogonal
transform to the left hand side.

The method can be efficient if the ADMM scheme converges in a few number of iterations;
however, automatically selecting the penalty parameter that achieves this remains an open
issue. In the context of this thesis, we imposed symmetry by tuning ρ manually.

Remark. When solving for {ZT
i }, the coefficient matrix will remain the same as the two

updates have the same form. Its factorization only needs to be computed once for each ADMM
iteration, or just once in the beginning of the ALS scheme if the penalty parameter ρ is kept
constant, though achieving good convergence might be difficult in this case.

3Choosing the penalty parameter ρ for good convergence remains an issue subject to future research; a
simple adaptive scheme is given in e.g. [29].

4Note that the upper index (k) is used to represent that ADMM iteration number and is not related to
the lower index k denoting column numbers or the (l) index of the ALS iterations
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18 Low Kronecker-rank inverse approximation

Remark. Symmetry or antisymmetry could also be enforced in the context of ADMM by
augmenting the ALS subproblems with an indicator function for these constraints. The updates
for {Zi} would then involve a projection of each (X(k+1)

i + U(k)
i ) onto the set of symmetric

matrices, an O(Nn2) operation of adding this matrix to its transpose and dividing by two.
However, this formulation does not preserve the strong convexity of the local ADMM objective
functions. Accelerated ADMM methods do not guarantee a O(1/k2) convergence rate for such
a case, only O(1/k) [30]. Even with the cost of each iteration roughly halved, the solution
may be found slower, which is why we opted to present the discussed alternative formulation
of imposing symmetry. Further study is required to determine which solution works faster in
practice.

2-3-4 Imposing sparsity

In this section, we focus on how the solution to Problem 2.1 can be obtained given separate
sparsity patterns on the unknown {Xi} and {Yi} set of matrices. We again only consider the
first update (2-2a) for the set {X(l+1)

i } during the lth ALS iteration. Enforcing sparsity is
important if we want to preserve such structure in our inverse approximations for efficiency.
Although the solution presented can be readily extended to accommodate the case of having
different sparsity patterns for the unknown matrices individually, for simplicity we will limit
the scope of our discussion by the following assumption.

Assumption. The sparsity pattern imposed on each Xi and Yi is identical for all i = 1, . . . , N
and is such that the matrices have p nonzero elements in each column, where Mp� n.

To begin, we continue the derivation of Section 2-3-1 and restate the least squares problem
(2-12) for determining the kth columns of the unknown Xi matrices for convenience:

min
{xi,k}

∥∥∥∥∥∥T̃k −
N∑
i=1

M∑
j=1

Bjxi,k · vec
(
CjY(l)

i

)T
∥∥∥∥∥∥

2

F

. (2-24)

The necessity of imposing a given sparsity pattern on the unknowns leads to three fundamental
observations. First, we only need to solve for the nonzero entries of each column xi,k, greatly
reducing the number of unknowns. Second, the sparsity of the matrices Y(l)

i can and should
be exploited when computing their products with each Cj.

Let us extract the p nonzero elements from the kth columns of each Xi into the vectors
xsi,k ∈ R

p. The corresponding columns of each Bj assembled as a separate matrix will be
denoted by Bs

j,k ∈ R
n×p; these new quantities thus satisfy Bjxi,k = Bs

j,kx
s
i,k. A similar

notation is introduced to extract the elements of each Cj and Y(l)
i such that Cjy

(l)
i,k = Cs

j,ky
s(l)
i,k

with each Cs
j,k ∈ R

n×p and ys(l)i,k ∈ R
p.

The new notation allows us to rewrite our previous matrix notation of expressing the
summation in the kth least squares subproblem (2-24). Instead of the matrix (2-13a), we
introduce:

Bs
k =

[
Bs

1,k Bs
2,k . . . Bs

M,k

]
, (2-25a)
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2-3 Distributed least squares approach 19

and note that the matrix C(l) T
from (2-13b) can be compactly expressed as:

C(l) T
=



(Cs
1,1y

s(l)
1,1 )T (Cs

1,2y
s(l)
1,2 )T . . . (Cs

1,ny
s(l)
1,n )T

...
... . . . ...

(Cs
M,1y

s(l)
1,1 )T (Cs

M,2y
s(l)
1,2 )T . . . (Cs

M,ny
s(l)
1,n )T

...
... . . . ...

(Cs
1,1y

s(l)
N,1 )T (Cs

1,2y
s(l)
N,2 )T . . . (Cs

1,ny
s(l)
N,n)T

...
... . . . ...

(Cs
M,1y

s(l)
N,1 )T (Cs

M,2y
s(l)
N,2 )T . . . (Cs

M,ny
s(l)
N,n)T


. (2-25b)

The unknown extracted columns {xsi,k} are assembled in the following manner:

Ds
k = diag

(
IM ⊗ x

s
1,k, . . . IM ⊗ x

s
N,k

)
=

IM ⊗ x
s
1,k

. . .
IM ⊗ x

s
N,k

 . (2-26)

In this formulation, C(l) T
is much cheaper to assemble, while the matrices Bs

k ∈ R
n×Mp

and Ds
k ∈ R

MNp×MN are much smaller than before. Denoting the set of matrices with such
structure by Ds, the kth subproblem (2-24) can thus be written as:

min
Dsk∈D

s

∥∥∥∥T̃k −
(
1T

N ⊗Bs
k

)
·Ds

k · C(l) T
∥∥∥∥2

F
, (2-27)

which has the same form as (2-15). The solution concludes in a similar manner as before,
with the QR decomposition of the matrices Bs

k and C(l) T
, followed by assembling a more

compact least squares problem for the unknown extracted columns, leading to the final form:

min
x
s,cols
k

∥∥∥vec(T̂(l)
k )−Hs(l)

k xs,cols
k

∥∥∥2
, (2-28)

where the unknown xs,cols
k ∈ RNp and the coefficient matrix Hs(l)

k ∈ R(M2
Np)×(Np). Due to

p� n, this can be solved much more efficiently than in the dense case, i.e. in O(M2N3np3)
operations for all n columns. A detailed computational complexity analysis would follow
similar suit as before.

Remark. It is straightforward to combine the structures of sparsity and symmetry using this
solution and the ADMM framework presented in the previous section.

Remark. Due to the assumption Mp� n, the matrix Bs
k is now tall instead of wide, which

has to be taken into account during the derivations and why M2 appears in the coefficient
matrix dimension instead of just M as in the dense case. Solving for the unknown extracted
columns will involve less expensive operations than before. On the other hand, these coefficient
matrices of the subproblems will now differ, as the columns can have different sparsity patterns,
and thus their factorizations have to be evaluated separately for each k.
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20 Low Kronecker-rank inverse approximation

2-4 Gradient-based approach

In this section, we present an alternative gradient-based solution to the ALS subproblems
which is applicable in case the matrix T is composed of Kronecker products. Using the
notation introduced in Section 2-3-2, we thus have the form:

T =
P∑
p=1

Up ⊗Vp, (2-29)

where each Up,Vp ∈ R
n×n and we assume a low separation rank representation, i.e. P � n.

As with the distributed least squares approach, we examine both the algorithm, its com-
plexity, and possibilities to impose symmetry or sparsity on the solution matrices. The
approach is based on the stationarity condition of setting the gradient with respect to the
unknowns equal to zero, which is guaranteed to yield the optimal solution as we are working
with convex functions. The derivations closely follow the ideas and tricks presented in Beylkin
and Mohlenkamp [26], where the unknowns are vectors, not matrices. We also refer to Giraldi
et al. [21], where the problem is solved for a single unknown and enforcing symmetry and
sparsity are also discussed.

2-4-1 Algorithm

For simplicity, we again start by restating the ALS optimization subproblem (2-2a) to be
solved for the X(l+1)

i updates:

min
{Xi}

∥∥∥∥∥∥T−
 M∑
j=1

Bj ⊗Cj

 N∑
i=1

Xi ⊗Y(l)
i

∥∥∥∥∥∥
2

F

. (2-30)

To lighten the equations, let us introduce the matrix A ∈ Rn
2×n2

as:

A =
M∑
j=1

Bj ⊗Cj. (2-31)

The objective of the optimization subproblem can then be written in the compact form:∥∥∥∥∥T−A
(

N∑
i=1

Xi ⊗Y(l)
i

)∥∥∥∥∥
2

F

, (2-32)

or, using the inner product defined on Rn
2×n2

matrices, as:〈
T−A

(
N∑
i=1

Xi ⊗Y(l)
i

)
, T−A

(
N∑
i=1

Xi ⊗Y(l)
i

)〉
. (2-33)

By the distributive property of inner products, this becomes:

〈T, T〉 − 2
〈

T, A
(

N∑
i=1

Xi ⊗Y(l)
i

)〉
+
〈

A
(

N∑
i=1

Xi ⊗Y(l)
i

)
, A

(
N∑
i=1

Xi ⊗Y(l)
i

)〉
, (2-34)
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2-4 Gradient-based approach 21

which can be rewritten by noting that the adjoint operator of a real matrix is its transpose5:

〈T, T〉−2
〈

ATT,
(

N∑
i=1

Xi ⊗Y(l)
i

)〉
+
〈

ATA
(

N∑
i=1

Xi ⊗Y(l)
i

)
,

(
N∑
i=1

Xi ⊗Y(l)
i

)〉
. (2-35)

Taking the total differential in the direction of some δXt, for the stationarity condition to
hold we must have:

− 2
〈
ATT, δXt ⊗Y(l)

t

〉
+ 2

〈
ATA

(
N∑
i=1

Xi ⊗Y(l)
i

)
, δXt ⊗Y(l)

t

〉
= 0 (2-36)

for any δXt ∈ R
n×n and for each t = 1, . . . , N . Substituting in the low Kronecker-rank forms

(2-29) and (2-31) of T and A, the first term in this expression can be rewritten as:

〈
ATT, δXt ⊗Y(l)

t

〉
=
〈 M∑

j=1
BT

j ⊗CT
j

 ·
 P∑
p=1

Up ⊗Vp

 , δXt ⊗Y(l)
t

〉

=
〈
M∑
j=1

P∑
p=1

BT
j Up ⊗CT

j Vp, δXt ⊗Y(l)
t

〉

=
M∑
j=1

P∑
p=1

〈
BT

j Up, δXt

〉
·
〈
CT

j Vp, Y(l)
t

〉

=
〈
M∑
j=1

P∑
p=1

BT
j Up

〈
CT

j Vp, Y(l)
t

〉
, δXt

〉

:=
〈
T̂(l)

t , δXt

〉
, (2-37)

where we used properties (A-5) and (A-7) of Kronecker products and the introduced matrix
T̂(l)

t ∈ R
n×n. With a similar derivation, the second term becomes:〈

ATA
(

N∑
i=1

Xi ⊗Y(l)
i

)
, δXt ⊗Y(l)

t

〉
=
〈

M∑
j1=1

M∑
j2=1

N∑
i=1

(
BT

j1
Bj2

Xi ⊗CT
j1

Cj2
Y(l)

i

)
, δXt ⊗Y(l)

t

〉

=
〈

N∑
i=1

M∑
j1=1

M∑
j2=1

BT
j1

Bj2

〈
Cj2

Y(l)
i , Cj1

Y(l)
t

〉
Xi, δXt

〉

:=
〈

N∑
i=1

H(l)
t,i Xi, δXt

〉
, (2-38)

where each H(l)
t,i ∈ R

n×n. Note that the expression for H(l)
t,i can be obtained from that of H(l)

i,t

by swapping the indices of the matrices BT
j1

and Bj2
; this implies that H(l)

t,i = H(l)
i,t

T
. The

derived expressions for these two terms allow the stationarity condition (2-36) to be written
in the following compact form:〈

T̂(l)
t −

N∑
i=1

H(l)
t,i Xi, δXt

〉
= 0. (2-39)

5The adjoint A∗(·) of an operator A(·) satisfies the relation 〈A(X), Y〉 =
〈
X, A∗(Y)

〉
.
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22 Low Kronecker-rank inverse approximation

Since the stationarity condition must be satisfied for a step in any δXt direction, (2-39)
must hold independently of its value. Assuming the term on the left side of the dot product
is non-zero, we thus have the condition:

T̂(l)
t =

N∑
i=1

H(l)
t,i Xi (2-40)

for all t = 1, . . . , N . Assembling these equations together, we arrive at the final form:
T̂(l)

1

T̂(l)
2
...

T̂(l)
N

 =


H(l)

1,1 H(l)
1,2 . . . H(l)

1,N

H(l)
2,1 H(l)

2,2 . . . H(l)
2,N

...
... . . . ...

H(l)
N,1 H(l)

N,2 . . . H(l)
N,N




X1

X2
...

XN

 , (2-41)

or, for brevity:
T̂(l) = H(l)X̂, (2-42)

where T̂(l) ∈ RNn×n, H(l) ∈ RNn×Nn, and X̂ ∈ RNn×n. Note that the derived relation
H(l)

t,i = H(l)
i,t

T
implies that H(l) is a symmetric matrix. The next iterate {X(l+1)

i } of the ALS
algorithm can be directly obtained by solving this linear equation for X̂. A summary of the
derived algorithm is summarized in Algorithm 2.3 below.
Remark. The solution to the subproblems for updating each Y(l+1)

i can be obtained following
a similar derivation and the stationarity condition corresponding to a step in the direction of
each δYt.

Remark. Each H(l)
t,i is assembled as a linear combination of matrices of the form BT

j1
Bj2

for
j1 = 1, . . . ,M and j2 = 1, . . . ,M . Therefore, the matrix H(l) will have a Kronecker rank
of M2. Compare this to the H(l) coefficient matrix derived in the distributed least squares
approach, which had a Kronecker rank of M ; this is expected, as here the normal equations
were derived, increasing the separation rank and the conditioning of the coefficient matrix.

Algorithm 2.3 Gradient-based solution to the ALS subproblems
Input:

Problem description {Up}, {Vp}, {Bj}, {Cj}, {Y(l)
i }

1: Determine each T̂(l)
t for t = 1, . . . , N according to its definition in Equation (2-37).

2: Calculate each H(l)
t,i for t = 1, . . . , N and i = 1, . . . , N according to Equation (2-38).

3: Assemble T̂(l) and H(l) block matrices from these terms, as shown in (2-41).
4: Solve T̂(l) = H(l)X̂ and recover the solutions {X(l+1)

i }.

2-4-2 Complexity

In this section we will derive the computational complexity of the previously outlined gradient-
based algorithm.
Theorem 2.4. Assuming M,N � n, the computational complexity of the gradient-based
approach Algorithm 2.3 is of the order O(fgrad(M,N) · n3), where fgrad(M,N) = 2MN +
4N3/3 + 3N2. The dependency on the number of P terms is negligible after precomputations,
assuming P � n.
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2-4 Gradient-based approach 23

Proof. We give the (approximate) computational cost of each of the steps given in the out-
lined algorithm; for certain matrix operations, the cost is taken from the book [28] with the
corresponding page number given in parenthesis. For clarity, the steps are given in a more
detailed manner than before.

• (1) Precomputing all possible BT
j Up, CT

j Vp, and BT
j1

Bj2
matrices for j, j1, j2 = 1, . . . ,M

and p = 1, . . . , P takes MP , MP , and M(M + 1)/2 matrix-matrix multiplications
respectively for a total of 2(2MP+M(M+1)/2)n3 flops. These appear in the equations
for each T̂(l) and H(l)

t,i and this step only needs to be evaluated once for the entire ALS
algorithm.

• (2) Evaluating all T̂(l) matrices using (2-37) for t = 1, . . . , N requires 4MNPn2 opera-
tions. This stems from computing all possible inner products

〈
CT

j Vp, Y(l)
t

〉
, multiply-

ing them by the respective BT
j Up terms, and summing up the results, each of which are

O(n2) operations using the precomputed matrices.

• (3) The matrix products Cj2
Y(l)

i and Cj1
Y(l)

t in the definition (2-38) of each H(l)
t,i do

not have to be evaluated separately. It is enough to compute all possible combination
CjYi for j = 1, . . . ,M and i = 1, . . . , N due to the repetitions. This involves 2MNn3

flops.

• (4) Calculating each H(l)
t,i for t = 1, . . . , N and i = 1, . . . , N then requires a total of

about 2M2N(N + 1)n2 operations. Exploiting symmetry, it is enough to evaluate the
M2 inner products, matrix-scalar multiplications, and matrix-matrix additions for the
N(N + 1)/2 number of distinct (t, i) unordered pairs.

• (5) The QR decomposition of H(l) ∈ R(Nn)×(Nn) can be found in 2(Nn)2 (Nn−Nn/3) =
4N3n3/3 flops (pg. 225).

• (6) Calculating Q(l)
H

T
T̂(l) by applying the orthogonal factor Q(l)

H

T
to T̂(l) ∈ R(Nn)×n

requires 2Nn2 (2Nn−Nn) = 2N2n3 operations (pg. 213).

• (7) Finally, computing the solutions {Xi} by performing backsolves with the factor
R(l)

H ∈ R(Nn)×(Nn) to the n columns of Q(l)
H

T
T̂(l) can be done at a cost of N2n3

operations (pg. 240).

As we can see, the most computationally heavy steps are (3) and (5)-(7). Summing the
cost of these steps reveals that the entire algorithm consists of O((2MN + 4N3/3 + 3N2)n3)
operations, as desired.

This algorithm has lower computational complexity per iteration compared to the dis-
tributed least squares approach, whose complexity for the case when T admits a low Kro-
necker rank form was given in Corollary 2.2.1. This is due to the fact that we are solving
the normal equations instead of taller least squares problems for the unknown matrices. In
return, the precomputation step is more expensive in this case, as the dependency of O(n3)
calculations is quadratic in M instead of linear. For large M and cases when the ALS algo-
rithm converges in a few iterations, the least-squares approach can be expected to perform
faster. It is also numerically more robust due to the fact that we are not forming the normal
equations, where the condition number becomes squared.
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24 Low Kronecker-rank inverse approximation

2-4-3 Imposing symmetry

We follow the methods presented in Giraldi et al. [21] for enforcing symmetry on the solution
matrices Xi and Yi. Let us denote the set of symmetric matrices by S and denote the
projection onto this set by:

ΠS (X) := X + XT

2 . (2-43)

If the solutions are sought within the subspace of symmetric matrices, then it is enough for
the stationarity condition to also only hold for step directions within that same subspace.
The simplified form (2-39) thus becomes:〈

T̂(l)
t −

N∑
i=1

H(l)
t,i Xi, ΠS (δXt)

〉
= 0, (2-44)

which can also be written as:〈
ΠS

(
T̂(l)

t −
N∑
i=1

H(l)
t,i Xi

)
, δXt

〉
= 0 (2-45)

since the adjoint of the operator ΠS(·) is the same as itself. This equation must hold for any
δXt, which implies the condition

N∑
i=1

H(l)
t,i Xi +

N∑
i=1

XT
i H(l)

t,i

T
= T̂(l)

t + T̂(l)
t

T
:= Ŝ(l)

t (2-46)

for all t = 1, . . . , N . If there is only one unknown matrix, i.e. N = 1 as discussed in [21], this
becomes the so-called Lyapunov equation:

H(l)
1,1X1 + X1 H(l)

1,1

T
= Ŝ(l)

1 . (2-47)

An efficient solution to this is given by Bartels and Stewart [31] with a complexity of roughly
O((4σ + 11/2)n3) operations. The solution uses the so-called QR algorithm for calculating
eigenvalues [32]; σ is the average number of iterations required for this to terminate.

For the more general case, (2-46) constitutes the system of equations:(
H(l)

1,1X1 + XT
1 H(l)

1,1

T
)

+
(

H(l)
1,2X2 + XT

2 H(l)
1,2

T
)

+ . . .+
(

H(l)
1,NXN + XT

N H(l)
1,N

T
)

= Ŝ(l)
1(

H(l)
2,1X1 + XT

1 H(l)
2,1

T
)

+
(

H(l)
2,2X2 + XT

2 H(l)
2,2

T
)

+ . . .+
(

H(l)
2,NXN + XT

N H(l)
2,N

T
)

= Ŝ(l)
2

...
...

...
...(

H(l)
N,1X1 + XT

1 H(l)
N,1

T
)

+
(

H(l)
N,2X2 + XT

2 H(l)
N,2

T
)

+ · · ·+
(

H(l)
N,NXN + XT

N H(l)
N,N

T
)

= Ŝ(l)
N

whose solutions are sought in a symmetric form. We leave the study of this system for
future work, such as evaluating whether the iterative gradient-based scheme handling a single
equation of this form proposed by Xie et al. [33] could be extended and how it performs.

Remark. The ADMM scheme presented for the distributed least squares approach could also
be applied to impose symmetry, as regularization could also be accommodated with the gradient-
based approach. In the context of this thesis, it was the preferred choice due to its ease of
implementation.
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2-4-4 Imposing sparsity

We again employ the same method for enforcing a given sparsity solution (under the same
assumption as in Section 2-3-4) as for enforcing symmetry, i.e. following the ideas of Giraldi
et al. [21] and the projection operator corresponding to this case.

By the assumption, the sparsity patterns are identical for each of the unknown Xi matrices,
so it is enough to work with the single projection operator defined according to its indicator
set IP , which contains the pairs of (i, j) indices corresponding to the non-zero elements in
the enforced pattern P. With this definition, the projection operator for this case becomes:

[ΠP (X)]
ij

:=
{

[X]ij, if (i, j) ∈ IP ,
0, if (i, j) /∈ IP .

(2-48)

It is easy to verify that the adjoint of this operator is equal to itself, thus a similar derivation
to the one presented in the previous section reveals the following condition for stationarity:〈

ΠP

(
T̂(l)

t −
N∑
i=1

H(l)
t,i Xi

)
, δXt

〉
= 0, (2-49)

which must hold for any δXt, t = 1, . . . , N ; i.e. the projected quantity should always be zero.

To proceed, let is introduce the following notation for the kth column T̂(l)
t and each Xi,

both vectors of length n:

t̂
(l)
t,k := T̂(l)

t (:,k), xi,k := Xi(:,k). (2-50)

When applying the projection operator, only p entries of t̂(l)t,k will remain non-zero, furthermore,
only these same index entries of xi,k are allowed to be non-zero; let us select and denote
these with t̂s(l)t,k ∈ R

p and xsi,k ∈ R
p, respectively. Finally, let the corresponding rows and

columns selected from each H(l)
t,i be assembled into the separate matrix Hs(l)

t,i,k ∈ Rp×p. For the
stationarity condition (2-49), we must thus have:

t̂
s(l)
t,k −

N∑
i=1

Hs(l)
t,i,kx

s
i,k = 0, for ∀k = 1, . . . , n. (2-51)

which represent N equations for each the kth columns of the unknown matrices obtained
from t = 1, . . . , N . Assembled together, this yields n separate subproblems for each of the k
columns of the unknowns:

t̂
s(l)
1,k

...
t̂
s(l)
N,k

−


Hs(l)
1,1,k · · · Hs(l)

1,N,k

... . . . ...
Hs(l)

N,1,k · · · Hs(l)
N,N,k


x

s
1,k

...
xsN,k

 = 0. (2-52)

The coefficient matrix is of size R(Np)×(Np), so solving all n columns entails O(N3np3) cal-
culations. Similarly to the dense case, the least squares solution is more expensive due to its
additional dependency on M at this step. For imposing symmetry on the solution as well, we
have to apply the projection of the last section to these new equations.
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26 Low Kronecker-rank inverse approximation

2-5 Accelerated ALS

Nesterov’s acceleration scheme was first proposed in order to improve upon the convergence
of first order methods for minimizing convex functions [34]. It is based on the intuitive idea
that solution iterates often ’zig-zag’ when descending a valley, so taking larger steps than
computed will often provide a better prediction for the true optimum. This is known as over-
relaxation, and the correction x̂(l) of some unknown x(l) at iteration l is determined according
to:

x̂(l) = x(l) + γ(l)
(
x(l) − x(l−1)

)
, (2-53)

where γ(l) ≥ 0. This parameter represents the momentum carried by how the solution has
changed previously, driving it towards the same direction, and is usually increased each iter-
ation from an initial value of zero.

The acceleration scheme has been successfully applied to other optimization methods,
such as the alternating direction methods ADMM and AMA [30]. Therein, the authors also
recommend applying a restart rule to avoid too much momentum from gathering and delaying
convergence. At the end of each iteration we check whether the objective decreased by a
given factor, e.g. ν = 0.999, compared to its previous value. If not, restart is accomplished by
ignoring the results of the current iteration and resetting γ to zero so that no over-relaxation
is employed in the next iteration. In the context of ALS, following the ideas for its use in
ADMM and AMA, Nesterov’s correction can applied at the end of each iteration and used
during the first update of the next. This accelerated scheme is given as Algorithm 2.4 on the
next page.

It is interesting to note that authors using ALS do not seem to employ or mention such
an acceleration as a possibility, even though it is simple, cheap to implement, and can be
quite effective. A counterexample can be found in a very recent work by Liavas et al. [35],
where it is used during alternating optimization for finding nonnegative tensor factorizations,
though with a different heuristic for determining γ than what Nesterov proposed. Unlike in
the acceleration of ALS therein, we argue that any normalization of the unknown variables
should be done after applying corrections to the iterates. This is because over-relaxation
should be computed in terms of the difference between the iterates Y(l+1)

i and Y(l)
i directly

before and after an update step in order to capture the direction of change. In our case,
if done otherwise, the accelerated scheme often does not converge. This is not the case if
a restart rule prevents the corrections from actually being applied, which is the reason we
suspect this issue was not noticed in [35].

The effectiveness of the accelerated ALS scheme is demonstrated in Figure 2-2, where the
convergence of the Kron-ALS, the accelerated Kron-ALS(F), and the accelerated with restart
Kron-ALS(FR) schemes are compared for a sample inverse approximation problem solved
from two different initial conditions. The figure shows that the fast variants not only improve
the rate of convergence, but decrease its dependency on the initial estimates of the unknowns
as well. The restart rule seems especially effective in helping the accelerated version converge
even faster near the found optimum.
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Algorithm 2.4 (Kron-ALS(F)) Accelerated ALS scheme for Problem 2.1
Input:

Problem description T, {Bj}, {Cj}
Initial values {X(0)

i }, {Y(0)
i }

Initialize:
{Ŷ(0)

i } ← {Y(0)
i }

α0 ← 1
1: for l = 0, 1, 2, . . . do
2: Set

{X(l+1)
i } = arg min

{Xi}

∥∥∥∥∥∥T−
 M∑
j=1

Bj ⊗Cj

 N∑
i=1

Xi ⊗ Ŷ(l)
i

∥∥∥∥∥∥
F

3: Set

{Y(l+1)
i } = arg min

{Yi}

∥∥∥∥∥∥T−
 M∑
j=1

Bj ⊗Cj

 N∑
i=1

X(l+1)
i ⊗Yi

∥∥∥∥∥∥
F

4: αl+1 ←
1 +

√
1 + 4α2

l

2
5: for i = 1, . . . , N do
6: Ŷ(l+1)

i ← Y(l+1)
i + αl − 1

αl+1

(
Y(l+1)

i −Y(l)
i

)
7: end for
8: Normalize each X(l+1)

i ,Y(l+1)
i pair such that

∥∥∥X(l+1)
i

∥∥∥
F

=
∥∥∥Y(l+1)

i

∥∥∥
F
for i = 1, . . . , N

9: Apply the same scaling to Ŷ(l+1)
i as was needed for Y(l+1)

i

10: Check termination criteria
11: end for

Figure 2-2: Comparison of the traditional and accelerated variants of ALS in the context of the
low Kronecker-rank inverse approximation problem. The left and right images show the achieved
objective as a function of the iteration count starting from two different initial conditions.
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28 Low Kronecker-rank inverse approximation

2-6 Conclusions

In the course of this chapter we derived two possible solution approaches for solving the ALS
subproblems encountered during the low Kronecker-rank inverse approximation; one based on
decomposing the problem into smaller least-squares ones, and another based on formulating
the normal equations through the stationarity condition. A detailed complexity analysis
reveals the former is slightly less efficient than the latter; in exchange, it is more robust,
as will be seen in the coming chapter. These observations also hold when attempting to
enforce additional structures on the unknowns, such as the explored symmetry and sparsity.
We concluded our mathematical study of the inverse approximation problem by highlighting
the importance of utilizing acceleration schemes in the general higher level ALS framework
through a demonstrative example.

In the coming chapter, we will explore the potential of the derived algorithms in numerical
applications, namely structure preserving algorithms and preconditioning linear systems.

P. Varnai Master of Science Thesis



Chapter 3

Numerical applications

In this chapter, we turn our attention to the more practical aspects of utilizing low Kronecker-
rank inverse approximations. In particular, we focus on numerical applications related to
preserving the low Kronecker-rank representation such as in the context of the matrix-sign
iterations.

We also review two iterative solvers for linear equations and least squares problems,
namely SQMR and MLSQR. Our previous findings are evaluated in the context of using low
Kronecker-rank inverse approximations as preconditioners for these algorithms. The specific
choice of SQMR and MLSQR is motivated by their potential for efficiently solving the type
of problems we will encounter when tackling the adaptive optics wavefront control problem,
which is the subject of the coming chapter.

3-1 Inverse structure preservation

We begin by conducting a detailed numerical study in order to motivate our interest in low
Kronecker-rank inverses and uncover the limits of their use in practice. The main questions
arising through the course of our analysis are as follows:
(i) whether low Kronecker-rank matrices admit sufficient structure preservation through

the inverse operator,

(ii) in what situations are approximations of the inverse the most accurate and show po-
tential usefulness in practice, and

(iii) how is the performance of the full Kron-ALS algorithm compare to that of the Progressive-
ALS scheme (especially in these cases), as this was not discussed in the work of Giraldi
et al. [21].

We note that our findings related to these question do not rely on rigorous mathematical
proofs and only serve as an instructive preliminary study of exploring the potential of low
Kronecker-rank inverse approximations for the considered numerical applications. A sam-
ple application of structure preservation is the presented in the context of the matrix sign
algorithm in light of our findings.
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3-1-1 Motivation

The goal of this section is to uncover theoretical and practical relations between the separation
ranks M and N of a matrix A and its inverse. In particular, we are interested in how this
property is translated:

A =
M∑
j=1

Bj ⊗Cj

N=?=⇒ A−1 =
N∑
i=1

Xi ⊗Yi, (3-1)

where A ∈ Rn
2×n2

and Bj, Cj, Xi, Yi ∈ R
n×n. We begin by recollecting some results

indicating the possibilities in terms of the Kronecker rank M of the original matrix.

(i) M = 1. If our matrix is composed of a single Kronecker product, the property (A-2b)
shows that this will hold for its inverse as well; we have A−1 = B−1

1 ⊗C−1
1 and N = 1.

(ii) M = 2. This represents a special intermediate case where provable results exist on the
upper bounds of the inverse separation rank. Indeed, in Tyrtyshnikov [36] it was shown
that in this situation the inverse will always admit a sum-of-Kronecker representation
with at most N = n Kronecker pairs. Note, however, that this does not constitute as
a low Kronecker-rank representation and the practical significance of this interesting
theoretical result seems marginal. For example, just in terms of evaluating matrix-
vector multiplications as summarized in Table A-1, using the unstructured A takes 2n4

operations, while with the n Kronecker terms we have n · 4n3 = 4n4 flops.

(iii) M > 2. Simple examples reveal that with over two Kronecker terms in the original
matrix, the inverse in general will only be bounded by the maximal N = n2; any matrix
of dimension n2 by n2 admits such a representation.

The three cases suggest that the inverse operation on low Kronecker-rank matrices does not
have favorable structure preserving properties. For any small separation rank M > 1, we will
have N � M in general. Our motivation is thus mainly in studying the situations where
the inverse may still admit an acceptable low-Kronecker rank approximation as opposed to a
pure representation of such form.

Decaying Kronecker singular values Intuitively, we can expect that for matrices approach-
ing a single Kronecker product form, the inverse will also tend towards such structure. This
leads to the idea that low Kronecker-rank approximations of inverse may quite useful for
matrices which exhibit a decay in their so-called Kronecker singular values, denoted by the
set {σkron

i } in the range of the possible i = 1, . . . , n2 assembled in decreasing order.

Kronecker singular values are defined in terms of the rearrangement (A-10), restated here
for convenience:

R(A) =
M∑
j=1

vec(Bj) · vec(Cj)
T. (3-2)

This operator establishes a connection between the separation rank of a matrix A and the
traditional rank of its rearrangement. A single Kronecker product will have a rank-one rear-
rangement with one non-zero singular value. The singular values of R(A) can thus serve as
a good quantifying measure of how close a matrix is to having a Kronecker-rank of one and
will be referred to as the Kronecker singular values of the matrix.
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Matrices whose inverses exhibit a large decay in their Kronecker singular values can be
expected to have the most potential to admit accurate low Kronecker-rank approximations.
In order to examine the relation between the expected decay rates of a matrix inverse as a
function of the decay in the matrix itself, we conducted a numerical experiment whose results
are depicted in Figure 3-1.

In the experiment, we generated a set of M = 4 matrices, denoted by {B0
j } and {C0

j },
using the rand Matlab command; the matrix elements thus have a zero-mean Gaussian
distribution with unit variance. These were then used as a basis for generating low Kronecker-
rank matrices with exponentially decaying structure using the expression:

Aδ :=
M∑
j=1

e−(j−1)·δ
(
B0

j ⊗C0
j

)
. (3-3)

Here the parameter δ is a good characterization of the decay in the Kronecker singular values
of Aδ ∈ Rn

2×n2
; we used a dimension of n = 10 for this study. The corresponding matrix

inverses were then calculated, along with their Kronecker singular values. The obtained
relation between the two for different values of δ can be seen on the figure on the top. For the
step decay case one the bottom, we used the same construction (3-3) but with the weighing
exponent kept constant after j = 2 to achieve a single drop in the Kronecker singular values.

The results verify our expectations: the increasing decay rates in the Kronecker singular
values of a matrix translate to their inverses, allowing more accurate low Kronecker-rank
representations of the latter.

(a) exponential decay

(b) step decay

Figure 3-1: Relation between the Kronecker singular values σkron
i (·) of a matrix and its inverse

for different δ decay rates and types. They have been normalized to better visualize and ease the
comparison of the decaying structures.
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Quantifying the decay We aim to introduce a mathematical measure, which, as we will see,
shows potential to capture the relation between the decay in the Kronecker singular values of
a matrix and its inverse. The idea is motivated by the important role of the single Kronecker
rank case, as well as the observation that the translated decay depends heavily on all the
Kronecker values of the original, e.g. not just a drop compared to the first one. This behavior
is demonstrated in Figure 3-1 by the difference between the (a) and (b) cases.

In an attempt to encompass the dependency of the decay on all the Kronecker singular
values, let us to define the so-called relative Kronecker nuclear norm as:

‖A‖• := ‖R(A)‖∞
‖R(A)‖∗

= σkron
max (A)

σkron
1 (A) + σkron

2 (A) + · · ·+ σkron
n

2 (A)
, (3-4)

where the prominence of the first Kronecker singular values is measured against all of them
together. It is our hope that this will serve as a good quantifying measure between the possible
decay rates translated from a matrix to its inverse:∥∥∥Aδ

∥∥∥
•

?=⇒
∥∥∥(Aδ)−1

∥∥∥
•
. (3-5)

To study this relation, we again conducted a numerical analysis built upon the previous
methodology of generating random (structured) matrices with different decay rates. Figures
3-2a and 3-2b demonstrate that the introduced measure can capture the effect of these decays
more or less independently from its exact behavior: cases corresponding the exponential
and step decays are plotted using the same color to readily show that they become bundled
together, at least compared to other possible factors at play. We can see that smaller and
more structured matrices have higher tendency for the prominence of the single terms – we
can expect better low Kronecker-rank inverse approximations for such cases1.

(a) effect of matrix size (b) effect of matrix structure

Figure 3-2: Examining the relation between the relative Kronecker singular value of a matrix and
its inverse. The dependency on the decay type – exponential or step decay, corresponding to the
two cases in Figure 3-1 – seems negligible compared to other parameters, such as (a) matrix size
or (b) structure. For the latter, we look at a demonstrative comparison between matrices without
structure and symmetric Toeplitz ones.

1The matrices in this study were generated using the rand command and only capture general tendencies.
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3-1-2 Low Kronecker-rank inverse approximation in practice

In this section we examine the practical use of the Kron-ALS algorithm discussed in the
previous chapter for calculating low Kronecker-rank inverse approximations. In the previous
section we found that these latter will only be most useful for matrices with large Kronecker
singular values decays – here we aim to uncover the situations in which using the full opti-
mization procedure to recover all terms of an inverse approximation is superior to the greedy
progressive scheme by Giraldi et al. [21] as reviewed at the end of Section 2-2. A comparison
there was not conducted in the context of his study.

We start by noting that the inverse approximation is the special case of the generalized
least squares Problem 2.1, i.e. when T = I in the form:

minimize
{Xi},{Yi}

F (X ) =

∥∥∥∥∥∥I−
 M∑
j=1

Bj ⊗Cj

 · ( N∑
i=1

Xi ⊗Yi

)∥∥∥∥∥∥
2

F

. (3-6)

We ran the respective inverse approximation algorithms using this scheme for three demon-
strative cases for randomly generated decaying Kronecker matrices of dimension n = 10.
These correspond to the different regions in Figure 3-1, namely when taking a small, a large,
and a value of the relative Kronecker nuclear norm

∥∥∥Aδ
∥∥∥
•
in the middle region. These choices

are motivated by the following observations:

(i) For a small rate of decay, Figure 3-1 shows a tendency for the Kronecker singular values
of the inverse to flatten out as well. We expect that the difference between the full
and progressive optimizations will be minimal, as the different Kronecker terms have
similar impact and the attainable inverse approximation is of poor quality to begin with.
Based on the point clouds in Figure 3-2, such a case seems to be described by roughly∥∥∥Aδ

∥∥∥
•
≤ 0.8.

(ii) For a very large rate of decay, the inverse will approximate the limiting case of having
one Kronecker rank. Thus the rank one approximation – which is the same for both the
full and progressive alternating least squares (ALS) schemes – is already expected to be
an accurate inverse approximation, and the difference between the two results (at least
in terms of absolute value) should be marginal. The point cloud shows that such a case
is mostly characterized by relative Kronecker nuclear norm values very near unity, e.g.∥∥∥Aδ

∥∥∥
•
≥ 0.99.

(iii) For decay rates in the middle region, e.g. 0.8 <
∥∥∥Aδ

∥∥∥
•
< 0.99, the behavior of the two

algorithms is questionable and remains to be inspected.

Figure 3-3 shows a comparison of the performance of the different ALS algorithms for
Kronecker nuclear norms representative of these three cases. Our observation for the limiting
cases are verified by the graphs. Optimizing for the inverse approximation with all the terms at
once seems most crucial for low Kronecker-rank matrices of moderate decay rates. The study
also reveals, unfortunately, that warm-starting this algorithm from the result obtained from
the (faster) greedy scheme does not aid convergence in a significant manner. Nevertheless,
our observations are meaningful in practice, because noisy or imperfect models of Kronecker
product structured systems can be expected to fall into just this region of moderate decays.
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We also note the tendency for the full Kron-ALS algorithm to converge in a very limited
number of iterations for cases where the Kronecker singular values exhibit a very large decay.
Indeed, this can be expected by a continuity argument, as demonstrated for the limiting case
by the following result.
Theorem 3.1. Given B ∈ Rn×n and C ∈ Rn×n nonsingular matrices, and an estimate of
the unknown term Y ∈ Rn×n such that tr(CY) 6= 0, the Kron-ALS algorithm 2.1 converges
in a single iteration for the inverse approximation problem (3-6) .

Proof. With the matrices defined by Equation (2-37) and (2-38) from the derivations of the
gradient-based algorithm we have in this case (N = 1) the single terms H1,1 = BTB 〈CY, CY〉
and T1 = BT 〈In, CY〉. Furthermore, let the scalar γ = 〈In, CY〉 / 〈CY, CY〉. The sta-
tionarity condition for optimality from the final result (2-41) then becomes:

BTBX = γBT =⇒ BT (BX− γIn) = 0. (3-7)
Since B is nonsingular, this is satisfied if and only if the term within the parenthesis is zero,
yielding the result X = γB−1 such that X is a scaled version of B−1. A similar formula
derived with this initial value of X for the second step of the ALS iterations shows that
optimizing Y leads to the result Y = γ−1C−1. Their Kronecker product is thus indeed the
inverse (B⊗C)−1 = B−1 ⊗C−1, as desired.

(a)
∥∥∥Aδ

∥∥∥
•

= 0.60;
∥∥∥(Aδ)−1 = 0.18

∥∥∥
•

(b)
∥∥∥Aδ

∥∥∥
•

= 0.89;
∥∥∥(Aδ)−1 = 0.67

∥∥∥
•

(c)
∥∥∥Aδ

∥∥∥
•

= 0.998;
∥∥∥(Aδ)−1 = 0.962

∥∥∥
•

Figure 3-3: Comparison of inverse approximation algorithms for various Kronecker singular value
decay rates in a sample case of dimension n = 10 and problem sizes M = 2 and N = 5. In
limiting cases of very large decays, the ALS subproblems can become very ill-conditioned and the
gradient-based solution becomes unstable as opposed to the more robust least-squares approach.
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3-1 Inverse structure preservation 35

3-1-3 Matrix sign iterations

We conclude our analysis of inverse approximations by briefly examining a structure preserv-
ing algorithm called the matrix sign iterations [23]. These are used to calculate the so-called
matrix sign function, whose use in the context of structure preservation for efficient calcula-
tion related to many applications in controller synthesis and analysis has been examined in
the context of sequentially semi-separable matrices by Rice [24]. The matrix sign function is
a generalization of the scalar sign function to matrices; essentially, the returned matrix will
have eigenvalues of ±1 (or 0) depending on the sign of the eigenvalues in the original matrix.

For calculating the sign(A), an iterative procedure can be employed starting with Z(0) := A
and repeating the following steps until convergence, i.e. sign(A) = liml→∞(Z(l)):

Z(l+1) = 1
2
(
Z(l) + Z−1

(l)

)
. (3-8)

We can see that only the matrix and its inverse are required for the update, suggesting that
a low Kronecker-rank approximation of the latter might be useful to maintain this structure
throughout for an efficient implementation. Following the thoughts laid out in this direction
by Sinquin [37], in our context we use the following structure-preservation procedure:

(1) Calculate an inverse approximation of Z(l) using Ninv Kronecker pairs.

(2) Truncate2 the Kronecker sum 1
2
(
Z(l) + Z−1

(l)

)
so Z(l+1) retains a separation rank Mmat.

The efficiency of using low Kronecker-rank structures depends on the parameters Ninv and
Mmat needed for an accurate estimation. Example iterations for randomly generated expo-
nential decaying Kronceker singular valued matrices are shown on Figure 3-4. We can see
that matrix structure will play a crucial role in the achievable performance.

This preliminary study leaves many open questions, such as the choice of the separa-
tion rank parameters or which structures admit accurate iteration results. Nevertheless, the
findings suggest limited practical use of low Kronecker-rank structure preserving iterations;
the inverses of this structure are mainly only good for approximations, and the accuracy
deteriorates quickly during the course of a series of consecutive steps.

Figure 3-4: Variance-accounted-for values obtained for the matrix sign iterations for different
decay rates and structured matrices. The VAF between the iterates Z(l) and the true value Z(∞)

is computed as VAF = max
(
0, 1−

∥∥Z(l) − Z(∞)/
∥∥
F

∥∥Z(∞)

∥∥
F

)
· 100 %. For this example, the

problem dimensions and separation ranks were n = 20, Ninv = 5, and Mmat = 8.

2This step can also be done using the Kron-ALS in the context of Problem 2.1 by settingM = 1, N = Mmat,
and T as the sum of Kronecker pairs we wish to truncate therein.
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3-2 Preconditioning linear equations

In our second application example, we look at the effectiveness of low Kronecker-rank inverse
approximations as preconditioners for solving linear equations. This section also serves as a
background review of the two solvers SQMR and MLSQR we will employ in the context of the
adaptive optics wavefront control problem, to be the subject of the next chapter. Therefore,
our study and review is limited to the scope of these two iterative solvers in the context of
indefinite symmetric equations and least squares problem. For a more comprehensive overview
of available solver, along with guideline for their selection for a given application, we refer to
the templates given by Barrett et al. [38].

The efficiency of iterative solvers is mainly dependent on the computational costs for
calculating matrix-vector multiplications with the system coefficient matrix, its transpose, or
a preconditioner which serves to improve the conditioning of the equations. For a review of
the considerations regarding their evaluations, we refer to Appendix A-2.

3-2-1 SQMR

We first take a look at preconditioning linear equations of the form:

Ax = b, (3-9)

where A is a symmetric indefinite matrix. A sample solver for tackling these types of prob-
lems is the so-called symmetric quasi-minimum residual (SQMR) algorithm by Freund and
Nachtigal [39]. Among other areas, it has been advocated for in the context of saddle point
problems [40] as will be the case in our future study of the. Here we assume so-called right
preconditioning, i.e. in the form of a variable transform:

(AP)(P−1x) = b =⇒ Ãx̃ = b. (3-10)

For the purpose of this review, we assume A admits the low-Kronecker rank representation
for which the developed Kron-ALS algorithm can be used to find P in the same form3:

A =
M∑
j=1

Bj ⊗Cj, P =
N∑
i=1

PL,j ⊗PR,j ≈ A−1. (3-11)

For its use in the SQMR algorithm, P must retain the symmetric property of A; this can be
enforced using our methods. The preconditioned system (3-10) is then solved for the trans-
formed variable x̃, from which the solution can be recovered as x = Px̃. In this expression, as
well as in the transformed coefficient matrix, taking the inverse of P is avoided, which allows
its efficient representation in low Kronecker-rank form as it does not need to be determined.

Based on our results in Section 3-1-2, we expect favorable results and the most benefit
of using the full Kron-ALS solution as opposed to the progressive scheme for relatively large
decay rates. Figure 3-5 shows the performance of the inverse approximations calculated in
the previous section (see Figure 3-3) in the context of solving a sample linear system using
SQMR. It is clear that using the full optimization can be very advantageous for improving
the performance of iterative solvers; we will also use it for the numerical study conducted in
the context of the adaptive optics (AO) control problem.

3In the context of our wavefront control problem, only a certain block of the system matrix will have such
structure
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(a)
∥∥∥Aδ

∥∥∥
•

= 0.60;
∥∥∥(Aδ)−1 = 0.18

∥∥∥
•

(b)
∥∥∥Aδ

∥∥∥
•

= 0.89;
∥∥∥(Aδ)−1 = 0.67

∥∥∥
•

Figure 3-5: Effectiveness of low-Kronecker rank inverse approximations for preconditioning linear
systems with different Kronecker singular value decays using the SQMR algorithm. The relative
objective error εrel

obj = ‖Ax− b‖2 ‖b‖2 is plotted on a logarithmic scale as a function of the solver
iterations. The advantage of using the full Kron-ALS solver is clear.

3-2-2 MLSQR

The Kron-ALS algorithm cannot be used to compute preconditioners for least squares prob-
lems with tall, non-square coefficient matrices. In the literature, an often employed technique
for handling such equations is to instead approximate the inverse of normal system using a
symmetric positive definite matrix, i.e working with ‖Ax− b‖2:

M := PTP ≈ (ATA)−1. (3-12)

The preconditioner P to be used in e.g. the LSQR algorithm [41] is then recovered from the
Cholesky decomposition of M. An example for a simple two block-row Kronecker-product
problem leading to a GSVD-based preconditioner can be found in the literature [6].

In the context of our problems with coefficient matrices composed of low Kronecker-rank
matrices, or block rows of such forms, the Kron-ALS algorithm can be used to recover the
symmetric approximation M. However, the issue remains that its decomposition in a similarly
computationally efficient manner only exists for separation ranks of one, such as:

M = X⊗Y = (LXLT
X)⊗ (LY LT

Y ) = (LX ⊗ LY ) · (LT
X ⊗ LT

Y ) := PTP, (3-13)

where the Cholesky factorizations of the Kronecker terms exists by enforcing their symmetry4.
For sums of Xi and Yi terms, the preconditioner P will not admit an efficient low Kronecker-
rank representation such as M. A similar issue is encountered when working with sparse
matrices, where low fill-in of the matrix M does not imply a sparse structure on the terms
P. We employ the same solution which has been developed to overcome this issue in the
context of the LSQR solver by using the so-called matrix-free LSQR (MLSQR) [42]. It relies
on reformulating the traditional LSQR iterations such that factorizing M can be avoided,
allowing efficient matrix-vector multiplications with the structure possessed by this term
itself. Note that when approximating M, forming ATA amplifies Kronecker decay rates.

4Actually, for this we need the positive definiteness of X and Y, a property not explicitly imposed on the
solutions but which nevertheless seems to be exhibited in practice as we are approximating such matrices.
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3-3 Conclusions

The analysis in this chapter revealed that low Kronecker-rank matrix inversion does not ex-
hibit favorable structure preserving properties. For applications where the thus unavoidable
approximation errors are accumulated, such as through the matrix sign iterations, a prelim-
inary study suggests that the possible practical usage of truncated separation rank inverse
estimates in these situations will be limited to very special cases.

On the other hand, for applications such as preconditioning where an inverse approxima-
tion can be satisfactory, low Kronecker-rank matrices with a medium to high range of decay in
their Kronecker singular values show great potential to admit such an inverse representation.
In these situations, using the full Kron-ALS algorithm as opposed to the greedy Progressive-
ALS scheme for inverse approximation is especially important as it produces superior results.
A quantifying measure termed the relative Kronecker nuclear norm has been introduced as an
attempt to relate the decay rates observed between the Kronecker singular values of matrices
and those of their inverses.

The findings of this chapter were based on numerical experimentations and are not sup-
ported by rigorous mathematical analysis or proofs. Nevertheless, our observations highlight
many directions for future research, such as exploring which matrix structures are most prone
to low Kronecker-rank structure preservation.
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Chapter 4

Wavefront control for adaptive optics

In this chapter, we examine a Kronecker structured, bound-constrained least squares optimiza-
tion problem arising in the context of wavefront control for large-scale adaptive optics (AO)
systems. We present a brief review of the field, formulate the wavefront control problem,
and examine possible computationally efficient solutions from the mathematical perspective
of exploiting the Kronecker structures appearing in the problem description. Note that this
work only represents a preliminary study; the numerical examples used to evaluate the per-
formance of the proposed approaches are only partially realistic, thus their feasibility and the
results should be interpreted with caution.

4-1 Background

This presentation on the background of adaptive optics systems and the corresponding wave-
front control problem is a condensed version of our discussion in the Literature Survey [43];
for a more comprehensive overview, we also refer to the very informative lecture notes on the
subject by Verhaegen, Vdovin, and Soloviev [1].

Adaptive optics makes it possible for ground-based telescopes to achieve diffraction limited
resolutions comparable to those of space telescopes. This is accomplished by compensating
for imaging errors caused by turbulence within the atmosphere. Building and maintaining
complex optical instruments on our planet is much more cost-effective than doing so in space,
thus advancing the AO technology to allow wavefront corrections for the increasingly large-
scale telescopes necessary to achieve high spatial resolution images of scientific value is crucial
in order to maintain their competitiveness and significance [44]. This gives incentive to study
and improve wavefront control algorithms, aiming to reduce their computational complexity
and thus allow their implementation in real-time. In this section, we explain the basic prin-
ciples of AO and review a state-of-the-art Kronecker structured formulation for wavefront
correction using minimum variance control (MVC). The notation used throughout is specific
to this background presentation and will differ from the subsequent sections, in which poten-
tial solution approaches are proposed and analyzed from the more mathematical perspective
of efficiently exploiting the structure of the control problem.
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40 Wavefront control for adaptive optics

Figure 4-1: Simplified schematic of the imaging process of an AO system aided telescope [1].

4-1-1 Wavefront control

The schematic representation of an adaptive optics system for ground-based telescopes is
depicted in Figure 4-1 above. The imaging process can be briefly explained as follows. At-
mospheric turbulence introduces a phase distortion in the wavefronts of light coming from
distant astronomical objects. This is an issue because the optical system and scientific camera
are designed to produce sharp, high resolution images for flat wavefronts, not the disturbed
and time-varying φtur(r, t) entering the telescope. The goal of an AO system is to eliminate
imaging errors stemming from the atmospheric aberrations using wavefront control. To this
end, a correction φDM(r, t) is applied using a deformable mirror (DM), while the gradient
residual wavefront φres = φtur − φDM is measured using a wavefront sensor (WFS). For
example, with a Shack-Hartmann (SH) sensor, the s(t) slopes corresponding to the x and y
directional gradients of the wavefront plane are measured on a discretized lenslet grid. The
DM can be a continuous sheet whose shape is altered by poking it with a grid of actuators.

One of the most promising methods for wavefront control is minimum variance control in
the discrete-time framework, taking the finite control loop frequency into account [45]. Tradi-
tionally, it is accomplished through the course of two separate steps. First, the residual phase
φres(k) at time step k is reconstructed from the s(k) slope measurements. Filtering techniques
are employed in order to take the dynamics and stochastic properties of atmospheric turbu-
lence into account and provide a minimum variance prediction φ̂tur(k + 1|k) of the turbulent
wavefront φtur(k+ 1) at the next time step. Second, the u(k) actuator commands are chosen
such that the expected residual φ̂res(k+1|k) = φ̂tur(k+1|k)−φDM(k+1) is minimized. Here
it is assumed that the phase correction depends linearly on u(k), i.e. the dynamics of the DM
are neglected and φDM(k+ 1) = Hu(k), which allows its determination through a linear least
squares problem. Efficient solutions exploiting the sparsity of the so-called influence matrix
H have been proposed and analyzed in detail in the work of Konnik [46].
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A novel approach based on the work of Sinquin and Verhaegen [10] aims to formulate the
control law by minimizing the measured slopes, as these would also be zero if the residual
wavefront were flat. The turbulence dynamics and the relation between the actuator inputs
and the slopes on a rectangular grid are described by a so-called Kronecker VARX model,
which takes the following form:

s(k + 1) =
NF∑
d=1

Fds(k − d+ 1)−
NG∑
d=1

Gdu(k − d+ 1) +w(k). (4-1)

Here the coefficient matrices Fd,Gd have block-wise low Kronecker rank representations:

Fd =


F

x
d∑

j=1
Fx

d,j,L ⊗ Fx
d,j,R 0

0
F

y
d∑

j=1
Fy

d,j,L ⊗ Fy
d,j,R

 and Gd =


G

x
d∑

j=1
Gx

d,j,L ⊗Gx
d,j,R

G
y
d∑

j=1
Gy

d,j,L ⊗Gy
d,j,R

 (4-2)

in a partitioning according to the x and y slope measurements. The error w(k) is a zero-
mean Gaussian white noise with positive definite covariance matrix1 Cw; it can alternatively
be represented as C1/2

w we(k) where we(k) has identity covariance and C1/2
w is the unique

positive definite square root of Cw. A framework for identifying models with such structure
using input-output data has been discussed in the previous work [27].

Let us denote the unbiased estimate of s(k + 1) corresponding to the case of applying no
actuation in the kth time step by ŝ0(k + 1). Using the Kronecker VARX model (4-1), it can
be expressed as:

ŝ0(k + 1) =
nF∑
d=1

Fds(k − d+ 1)−
NG∑
d=2

Gdu(k − d+ 1). (4-3)

In order to zero out the slope measurements s(k + 1), from (4-1) we have the condition

ŝ0(k + 1)−G1u(k) + C1/2
w we(k) = 0, (4-4)

which we aim to satisfy with error we(k) of the smallest possible norm. This gives rise to the
following weighted2 linear least squares problem for the unknown actuator commands [47]:

min
u(k)

∥∥∥ŝ0(k + 1)−G1u(k)
∥∥∥

C−1
w

. (4-5)

We augment this optimization problem by also adding regularization and including bound
constraints on u(k). The former allows us to express a trade-off between accuracy and
actuation power consumption. The latter has been shown to be important to take into
consideration due to actuator saturation, especially for strong turbulences [48]; it also allows
us to cope with dead actuators and non-rectangular actuator/sensor grids, as will be discussed
later. The final form of the control law is thus given as the following quadratic optimization
problem:

min
u(k)

∥∥∥C−1/2
w ŝ0(k + 1)−C−1/2

w G1u(k)
∥∥∥2

+ λ ‖u(k)‖2

s. t. bl ≤ u(k) ≤ bu.

(4-6)

1The covariance of a stochastic variable w(k) is defined as the expectation E[w(k)w(k)T].
2The weighted norm induced by a symmetric positive definite matrix A is defined as ‖x‖A = ‖A1/2

x‖2.
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The advantage of this formulation of the wavefront control law is twofold in terms of
possible computational efficiency. First, by directly modeling the dynamics of the slope mea-
surements, wavefront reconstruction and filtering can be avoided, though the sub-optimality
of this scheme compared to the traditional two step approach is yet to be evaluated. Second,
the Kronecker structured model allows fast evaluation of the slope prediction ŝ0(k + 1), and,
as is the topic of this chapter, may also accelerate the solution of (4-6) for the optimal control
inputs. On the other hand, the disadvantage in this case is that the Kronecker representation,
by nature, requires circular DM and WFS arrays to be embedded in rectangular grids. This
introduces extra ’virtual’ slope measurements and actuators that have to be handled with
care and also increases the problem size compared to e.g. a sparse representation.

To fully maintain the efficiency of the calculations, however, it is important for all the
matrices in the control law to admit a Kronecker representation. Let us partition C−1/2

w in a
block form according to the x and y slope measurements:

C−1/2
w =

[
Cx Cxy

Cyx Cy

]
(4-7)

with

Cx =
M

x
w∑

j=1
Cx

j,L ⊗Cx
j,R and Cy =

M
y
w∑

j=1
Cy

j,L ⊗Cy
j,R; (4-8)

the cross-covariances Cxy = (Cyx)T are assumed to be negligible. With this structure, the
coefficient matrix C−1/2

w G1 in problem (4-6) can be written as3:

C−1/2
w G1 =


M

x
w∑

j1=1

M
x
1∑

j2=1

(
Cx

j1,LGx
1,j2,L

)
⊗
(
Cx

j1,RGx
1,j2,R

)
M

y
w∑

j1=1

M
y
1∑

j2=1

(
Cy

j1,LGy
1,j2,L

)
⊗
(
Cy

j1,RGy
1,j2,R

)
 :=


M

x∑
j=1

Bx
j ⊗Cy

j

M
y∑

j=1
Bx

j ⊗Cy
j

 (4-9)

with the Kronecker ranks Mx = Mx
w ·M

x
1 and My = My

w ·M
y
1 . This form will maintain

computational efficiency in case these ranks are small. In theory, it has been shown that
Mx

1 = 1 and My
1 = 1 for actuators and sensors arranged in a rectangular grid [10]. This is

connected with how the effect of poking the actuators of a DM can be described by a separable
(Gaussian) function in the x and y directions. Even though there will be small magnitude
correction terms due to imperfections in practice, we can assume the low Kronecker ranks
will be retained. A recent study has also revealed that the covariance matrices corresponding
to atmospheric turbulence models also admit low Kronecker rank representations[9]; further-
more, their Kronecker rearrangements are shown to exhibit a decaying spectrum. It is our
hope that Cx and Cy, and thus the final Kronecker sums will retain this favorable property
(see the discussion of Section 3-1).

Remark. Additional constraints on the actuator commands, such as preventing large spatial
or temporal variations for safe operation, are also important to consider when formulating
the control law [46]. However, their inclusion is outside the scope of this thesis work and is
left for future exploration.

3If the cross-covariances are not neglected, we would have the same form but with higher Kronecker ranks.
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4-2 Problem formulation

We will now give the mathematical formulation of the AO control law (4-6) that will be
studied throughout the rest of this chapter. The notation is slightly changed to lighten the
equations and conform with the previous chapters. To this end, we represent the unknown
actuators commands at a given time step k by x := u(k), while the weighted left hand side
becomes t := C−1/2

w ŝ0(k + 1). We also assume the two blocks of the coefficient matrix (4-9)
to have the same Kronecker rank M . The AO-control problem is then formulated as follows.

Problem 4.1 (AO-control). Given the slope predictions tx, ty ∈ Rm
2
, the upper and lower

actuator input bounds bu, bl ∈ Rn
2
, and the system description Bx

j ,Cx
j ,By

j ,Cy
j ∈ R

m×n for
j = 1, . . . ,M in low Kronecker rank representation, solve

min
x

F (x) =

∥∥∥∥∥∥∥∥∥

t
x

ty

−

M∑
j=1

Bx
j ⊗Cx

j

M∑
j=1

By
j ⊗Cy

j

 · x
∥∥∥∥∥∥∥∥∥

2

+ λ ‖x‖2

s. t. bl ≤ x ≤ bu

(4-10)

for the unknown x ∈ Rn
2
actuator inputs, where λ > 0 is a regularization parameter.

Assumption. The sensor array is denser than the actuator array, i.e. m > n such that each
Bx

j ,Cx
j ,By

j ,Cy
j are full column rank. Furthermore, the Kronecker ranks are low compared to

the problem size, i.e. M � n.

The assumption guarantees that the solution to the AO-control problem is unique even
without regularization, and will be satisfied for the test laboratory data used to verify the
proposed solutions. Typical values for the n2 number of unknown actuator commands can
be up to the order of a thousands or tens of thousands for next generation telescopes such as
the European Extremely Large Telescope (E-ELT) [44]. The main challenge of this work is to
provide an efficient solution to the Kronecker structured AO-control problem, working towards
the direction of allowing the target 1 kHz control loop frequencies [49] to be implemented in
real-time for such large-scale systems.

In our discussion, we will mostly use the form (4-10) when analyzing the performance of
possible solutions in detail. For higher-level descriptions, it will be more convenient to use
the following shorthand notation:

t =
[
tx

ty

]
, A =

Ax

Ay

 =


M∑
j=1

Bx
j ⊗Cx

j

M∑
j=1

By
j ⊗Cy

j

 , and B =
{
x ∈ Rn

2
| bl ≤ x ≤ bu

}
, (4-11)

with t ∈ R2m2
, Ax,Ay ∈ Rm

2×n2
, and A ∈ R(2m2)×n2

. These notations allow Problem 4.1 to
be rewritten compactly as:

min
x

F (x) = ‖t−Ax‖2 + λ ‖x‖2

s.t. x ∈ B.
(4-12)
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4-2-1 Solution approaches

The most important points to keep in mind when solving Problem 4.1 is that any proposed
efficient solution algorithm should possess the following key features:
• It must be effective for solving a series of consecutive problems with small deviations
(known as warm-start efficiency), since the slope measurements are expected to change
gradually in each time step of the control loop.
• It must exploit both the Kronecker and possibly sparse (banded) structure of the system
matrices.

Based on the discussion presented in the Literature Survey [43] and the analysis of warm-start
efficiencies of quadratic programming algorithms by Konnik and De Doná [50], in this thesis
we have chosen to examine the following three solution approaches: alternating direction
method of multipliers (ADMM), projected alternating Barzilai-Borwein (PABB), and active
sets (AS) methods. For each of these approaches, we will comment on how the performance
can be expected to compare with a corresponding purely sparse solution, such as the ones
examined in the dissertation of Konnik [46].
Remark. Interior point (IP) methods were also considered, but it proved difficult to exploit the
Kronecker structures in its framework, as will be noted in our discussion of the AS approach.
Furthermore, as they are also known to have difficulties in utilizing warm-starts, we will not
analyze interior point (IP) methods in detail.

4-2-2 Data for numerical study and performance evaluation

In the course of this thesis, we planned on testing the performance of proposed solutions to
Problem 4.1 based on realistic AO system and slope measurement data from a laboratory
setup. Unfortunately, in the end this was not possible, as only the static influence matrix G1

from the Kronecker VARX model (4-1) was identified in a reliable manner. In order to avoid
issues from virtual actuators and sensors, the identification was performed for a rectangular
embedding within the circular devices, as shown on Figure 4-2. The grid consists of 19× 19
actuators and 49 × 49 sensor lenslets, i.e. we have the dimensions n = 19 and m = 49. The
Kronecker rank of the identified matrices is M = 3. The numerical study thus only uses
the realistic G1 influence matrix as the (4-9) coefficient matrix of the AO-control problem;
realistic covariance information is not considered. We also did not add regularization on top
of the bound constraints, though the solutions show how this could be handled.

For the weighted t slope predictions, we simply use slope measurements from an in-house
turbulence generation toolbox, simulated for 100 consecutive time steps. The slopes were then
scaled such that actuator input bounds of ±1 units would lead to saturation rates commonly
seen for moderate turbulences. For an AO system, the number of saturated actuators for such
a case is roughly 5-10 % of the total [46]; with our data, the average and standard deviation
for the 100 time steps is 6.5±2.4 %4. We also note that the simulated data leads to an average
number of 15.4±4.3 actuators becoming (un)saturated from one time step to the next, which
is also not realistic for high control frequencies and should be much less. Our discussion thus
mainly serves to examine potential solutions, not to determine their feasibility in practice.

4The performance of algorithms can depend heavily on the saturation rate, which we thus aimed to keep
consistent for the purpose of this thesis.
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(a) (b) Bx
1 (c) Cx

1

Figure 4-2: (a) Identified region of the laboratory DM (yellow). The blue region corresponds to
available actuators, while the grey represents virtual actuators which would be needed for a full
Kronecker structured embedding. (b),(c) Sample identified system matrices.

4-3 ADMM solution

The first solution approach to Problem 4.1 is based on an algorithm called the alternating
direction method of multipliers. ADMM is useful for minimizing functions with separable
additive convex terms, a framework which also allows handling constraints such as variable
bounds. The optimization problem is thus decomposed into simpler subproblems which can
be solved in a more efficient manner. The potential of ADMM for real-time application in
AO has been verified by Konnick and De Doná [50], where speed-up factors of around 1.4-1.7
were achieved using warm-start. The method is known to have a fast initial convergence,
which is often enough to yield an acceptable approximate solution within the limited time
available for control calculations; slower convergence near the optimum is thus not necessarily
an issue. For a brief review of ADMM, and its symmetric variant used in this section, we
refer to Appendix B. More detailed discussions, including theoretical results on convergence
rates and possible accelerations, are available in the literature [29], [30].

In this section, we present two possible ADMM formulations to tackle the AO-control
problem. The first relies on the traditional 2-split form, where the objective and constraints
(including regularization) are separated, leading to an iterative solution with two subproblems.
In the second scheme, we further divide the objective along the x and y slope measurement in
hopes of possibly improving performance, which results in a 3-split form. For both cases, we
will present the respective ADMM iterations, discuss the solution to each of the subproblems,
and evaluate the achieved performance using the realistic model of the laboratory DM and
our simulated slope measurement data.

For each of the formulations, we will encounter two types of subproblems: least squares
problems involving rows of sums of Kronecker products, and projections onto the feasible
bound set B. For the former, we refer to the discussion about the MLSQR algorithm in
Section 3-2-2. For the latter, we note that the projection of a vector v onto box inequality
sets is a very cheap element-wise operation and can be evaluated simply as:

[
ΠB(v)

]
i

=


bli, vi ≤ b

l
i

vi, bli ≤ vi ≤ b
u
i

bui , vi ≥ b
u
i .

(4-13)
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46 Wavefront control for adaptive optics

4-3-1 2-split approach

Let us reformulate Problem 4.1 to conform with the traditional 2-split ADMM scheme. To
simplify the expressions, we will work with the shorthand notation (4-12) and denote the
indicator function5 of the box constraints by IB. Written as a global variable consensus with
regularization problem, the ADMM formulation (B-2) for the AO-control problem takes the
form:

min
x1,z

f1(x1)︷ ︸︸ ︷(
‖t−Ax1‖

2
)

+

g(z)︷ ︸︸ ︷(
λ ‖z‖2 + IB(z)

)
s.t. x1 = z.

(4-14)

The corresponding ADMM iterations in the scaled form (B-5) thus become:

x(l+1)
1 := arg min

x1

(
‖t−Ax1‖

2 + ρ

2

∥∥∥x1 − z
(l) + u(l)

1

∥∥∥2
)

(4-15a)

z(l+1) := arg min
z∈B

(
λ ‖z‖2 + ρ

2

∥∥∥z − x(l+1)
1 − u(l)

1

∥∥∥2
)

(4-15b)

u(l+1)
1 := u(l)

1 + x(l+1)
1 − z(l+1). (4-15c)

Note that we have a single local variable x1 ∈ R
n

2
, it’s corresponding dual variable u1 ∈ R

n
2
,

and the shared global variable z ∈ Rn
2
which will serve as the consensus solution. We will

now examine the computational aspects of each of the variable update steps in detail.

Iteration updates

• x-updates: The two squared norms in the objective function (4-15a) can be combined
under a single one. Substituting in the expanded forms (4-11) of t and A, this yields
the following optimization problem:

min
x1

∥∥∥∥∥∥∥
 tx

ty

ν
(
z(l) − u(l)

1

)
−


∑M
j=1 Bx

j ⊗Cx
j∑M

j=1 By
j ⊗Cy

j

νI
n

2

x1

∥∥∥∥∥∥∥
2

:=
∥∥∥taug −Aaugx1

∥∥∥2
, (4-16)

where the parameter ν =
√
ρ/2. This least squares problem has the same form as the

one examined in Section 3-2-2, as the coefficient matrix is composed of rows of sums of
Kronecker products. In order to make use this structure in a computationally efficient
manner, we will employ the MLSQR algorithm discussed therein. This iterative solver
relies on matrix-vector products, thus any sparsity of the Kronecker terms is naturally
exploited. A preconditioner for the least squares problem can be obtained by finding
an approximation M ≈ (AT

augAaug)
−1 in low rank Kronecker form using Algorithm 2.1

(Kronecker-LS), which is applicable as AT
augAaug can be written as the Kronecker sum:

M∑
j1=1

M∑
j2=1

[((
Bx

j1

)T
Bx

j2

)
⊗
(

Cx
j1

T Cx
j2

)
+
(

By
j1

T By
j2

)
⊗
((

Cy
j1

)T
Cy

j2

)]
+(νIn)⊗(νIn).

(4-17)
5The indicator function of a constraint returns 0 in case it is satisfied and +∞ otherwise.
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The preconditioner is thus obtained in the form:

M =
N∑
i=1

ML,i ⊗MR,i, (4-18)

where we also impose symmetry and a sparse pattern on the terms ML,i,MR,i ∈ R
n×n.

The main computational cost of the MLSQR algorithm is two consecutive matrix-vector
multiplications by AT

aug and M during initialization, followed by a series of multiplica-
tions by Aaug, AT

aug, and M in each iteration.

• z-updates: The update (4-15a) for the shared variable can be reformulated as the
following proximal minimization problem [43]:

z(l+1) = arg min
(
IB(z(l+1)) + ρ̃

2

∥∥∥z(l+1) − z̃(l+1)
∥∥∥2
)
, (4-19)

where the introduced ρ̃/2 = λ+ ρ/2 and z̃(l+1) is given by the weighted sum:

z̃(l+1) := ρ/2
λ+ ρ/2(x(l+1)

1 + u(l)
1 ). (4-20)

The solution is then found by a simple projection onto the box inequality constraints:

z(l+1) = ΠB
(
z̃(l+1)

)
. (4-21)

The steps constitute a negligible O(n2) flops.

• scaled dual updates: The vector additions and subtraction required for the scaled
dual update require only O(n2) operations.

The symmetric version of these iteration updates are summarized as the 2-split S-ADMM
algorithm below.

Algorithm 4.1 (2-split S-ADMM) Symmetric 2-split ADMM solution to Problem 4.1
Input:

Problem description A, t, λ, B; parameter ρ; stopping criteria εrel, εabs

Initial estimates6 u(0)
1 and x(0)

1 = z(0)

1: for l = 0, 1, 2, . . . do

2: Solve x(l+1)
1 := arg min

x1

(
‖t−Ax1‖

2 + ρ

2

∥∥∥x1 − z
(l) + u(l)

1

∥∥∥2
)

using MLSQR

3: u(l+1/2)
1 := u(l)

1 + x(l+1)
1 − z(l)

4: z(l+1) := ΠB
(

ρ/2
λ+ ρ/2(x(l+1)

1 + u(l+1/2)
1 )

)
5: u(l+1)

1 := u(l+1/2)
1 + x(l+1)

1 − z(l+1)

6: Check stopping criteria.
7: end for

6In case of solving consecutive problems, these are set from the previous solution to achieve warm-start.
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Fixing the penalty parameter The preconditioner M for the MLSQR algorithm in the x-
updates should be pre-calculated in order to retain the efficiency of the solution approach.
This requires the penalty parameter ρ to be kept constant throughout the ADMM iterations7.
We thus need to choose its value in a way that leads to the minimal number of iterations
needed for convergence. To this end, we solved the 100 sample problems of the AO numerical
dataset using the 2-split S-ADMM algorithm with various ρ parameters. In each case, we
recorded the average and standard deviation of the L2-ADMM number of iterations needed for
convergence8, along with the achieved relative objective and solution errors defined as:

εrel
obj := F (zL)− F (z∗)

F (z∗)
and εrel

sol :=

∥∥∥zL − z∗∥∥∥∥∥z∗∥∥ , (4-22)

where zL2-ADMM is the solution returned after the last iteration and z∗ is the true optimum
computed using CVX [51].

The results of this study are summarized in Table 4-1. For stopping criteria, we used the
common rule of requiring the norm of the primal and scaled dual residuals (B-7) to drop
below given threshold values defined by the relations in (B-8). We found the absolute and
relative parameters εabs = εrel = 10−2 produce results with acceptable accuracy; the optimal
value of the objective is always achieved with negligible relative error. The average number of
ADMM iterations are minimized at approximately ρ = 0.02. The evolution of the objective
function in the optimization problems for the first two time steps of the AO numerical data
with this choice are shown in a latter comparison on Figure 4-6.

Remark. It is interesting to note that the standard deviation of L2-ADMM becomes essentially
zero for ρ = 0.02, which implies that the ADMM algorithm converges in 4 iterations for all
consecutive problems. Such consistency is a very favorable property for real-time execution.

Table 4-1: Effect of the penalty parameter ρ in the 2-split S-ADMM scheme on the number
of iterations needed to solve the 100 consecutive AO control problems of the sample numerical
dataset. The achieved relative errors of the objective and solution are also displayed. For each
case, the averages are given along with the corresponding standard deviations. The optimal choice
of the penalty parameter is highlighted in bold.

ρ L2-ADMM εrel
obj [·103 %] εrel

sol [%]

0.008 7.2± 0.4 6.4± 1.6 0.83± 0.22

0.012 5.1± 0.3 4.6± 1.5 1.19± 1.01

0.020 4.0± 0.0 7.2± 8.6 2.90± 2.36
0.030 4.1± 0.3 22.1± 13.5 4.81± 2.72

0.050 5.1± 0.3 60.5± 24.4 7.20± 3.32

7Alternatively, a set of preconditioners could be pre-calculated for a series of penalty parameters, but
exploring this possibility is outside the scope of this work.

8The iterations for solving the first time step do not benefit from warm-start and were excluded from the
statistics.
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(a) (b) (c)

Figure 4-3: (a) Inverse of the matrix AT
augAaug on a logarithmic scale; (b),(c) the corresponding

sparsity patterns chosen for the preconditioner Kronecker terms ML,i and MR,i in (4-18). They
have 131 and 141 non-zero elements (in yellow), respectively – fill-ins of 36.3 % and 39.1 %.

Choosing a preconditioner Having found the optimal penalty parameter, the coefficient
matrix Aaug of the x-updates (4-15a) becomes fixed. The next step towards an efficient
ADMM solution is choosing an effective sparsity pattern on the preconditioner (4-18). This
will further accelerate the matrix-vector multiplications required by the MLSQR algorithm
on top of exploiting the low Kronecker rank structure itself.

The inverse of AT
augAaug and the chosen sparsity patterns for the Kronecker terms of the

preconditioner are depicted in Figure 4-3. The latter were obtained for each element of the
matrices individually by first averaging the absolute values of the elements of (AT

augAaug)
−1

that they influence. The results were then thresholded to allow non-zeros in the sparsity
patterns of the Kronecker matrices only for matrix elements where this average reaches at
least 4 % of the maximum among them all. For larger matrices, in case it is not feasible
to explicitly calculate the inverse, an alternative method would be to determine a dense
Kronecker preconditioner using full matrices and threshold its values instead. However, for
an efficient calculation it would be best if the sparsity patterns were selected adaptively during
the preconditioner approximation.

The relation between the preconditioner Kronecker rank N and the average number of
MLSQR iterations needed to solve the x-updates for each ADMM iteration for the AO dataset
is shown in Table 4-29. The solution accuracy was controlled by setting the stopping criteria
parameter εabs

MLSQR = 10−3. For ranks N > 3, the achievable performance becomes limited by
the imposed sparsity pattern of the preconditioner, thus a reasonable choice is N = 3.

Table 4-2: Average number LMLSQR of MLSQR iterations for solving the x-updates during each
2-split S-ADMM iteration as a function of the preconditioner’s Kronecker rank N .

N 1 2 3 4 5
LMLSQR 6.45± 0.48 3.96± 0.16 3.04± 0.19 3.00± 0.00 3.00± 0.00

9The effectiveness of the preconditioner may also depend on the penalty parameter, thus it might be
worthwhile to optimize their selection together in order to minimize the total number of MLSQR iterations.
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Performance The performance of the 2-split S-ADMM mainly depends on the number of
consecutive matrix-vector multiplications with the coefficient matrix Aaug (or AT

aug) and the
preconditioner M during the MLSQR iterations for solving the x-updates. With L2-ADMM and
LMLSQR iterations of these respective algorithms, these numbers are L2-ADMM(1+2LMLSQR) and
L2-ADMM(1 +LMLSQR), respectively. In the context of the numerical study conducted with the
AO dataset, this amounts to an average of around 28 and 16 multiplications for each time
step, which have to be evaluated in series.

4-3-2 3-split approach

We will now examine an alternative ADMM formulation, a 3-split scheme for solving the
AO control Problem 4.1. In comparison to the 2-split scheme, here we further divide the
objective function along the slope residual norms corresponding to the x and y directions.
Our hope is that this will lead to even simpler local variable updates with individually tailored
preconditioners. Written as a global variable consensus with regularization problem, the
ADMM formulation (B-2) for this scheme takes the form:

min
x1,x2,z

f1(x1)︷ ︸︸ ︷(
‖tx −Axx1‖

2
)

+

f2(x2)︷ ︸︸ ︷(
‖ty −Ayx2‖

2
)

+

g(z)︷ ︸︸ ︷(
λ ‖z‖2 + IB(z)

)
s.t. xi = z, i = 1, 2,

(4-23)

and the resulting ADMM iterations in the scaled form (B-5) become10:

x(l+1)
i := arg min

xi

(∥∥∥tx/y −Ax/yxi

∥∥∥2
+ ρ

2

∥∥∥xi − z
(l) + u(l)

i

∥∥∥2
)

(4-24a)

z(l+1) := arg min
z∈B

(
λ ‖z‖2 +

2∑
i=1

ρ

2

∥∥∥z − x(l+1)
i − u(l)

i

∥∥∥2
)

(4-24b)

u(l+1)
i := u(l)

i + x(l+1)
i − z(l+1). (4-24c)

As opposed to the 2-split approach, we now have a two local variables x1,x2 ∈ R
n

2
, their

respective dual variables u1,u2 ∈ R
n

2
, and the shared global variable z ∈ Rn

2
which serves

as the consensus solution. We will now go through the same procedure of examining the
computational aspects of the variable updates and tuning the resulting algorithm for the
sample numerical data of AO control problems in a similar manner as before.

Iteration updates

• x-updates: The two squared norms in the objective function (4-24a) can again be
combined under a single one. Let us consider the x1 updates corresponding to the x
slopes for simplicity; the case for x2 would follow the same derivation. Substituting in
the expanded forms (4-11) of tx and Ax, we have the following optimization problem:

min
x1

∥∥∥∥∥
[

tx

ν
(
z(l) − u(l)

1

)]− [∑M
j=1 Bx

j ⊗Cx
j

νI
n

2

]
x1

∥∥∥∥∥
2

:=
∥∥∥txaug −Ax

augx1

∥∥∥2
, (4-25)

10The notation tx/y and Ax/y refers to tx, Ax for i = 1 and ty, Ay for i = 2 throughout this section.

P. Varnai Master of Science Thesis



4-3 ADMM solution 51

where the parameter ν =
√
ρ/2. This least squares problem again has the same form

as the one examined in Section 3-2-2, as the coefficient matrix is composed of rows of
sums of Kronecker products; it can be solved using the MLSQR algorithm. A notable
difference compared to the 2-split case is that the preconditioner obtained by finding
an approximation M ≈

((
Ax

aug

)T Ax
aug

)−1
can be found more efficiently since AT

augAaug,
expressed as:

M∑
j=1

((
Bx

j1

)T
Bx

j2

)
⊗
(

Cx
j1

T Cx
j2

)
+ (νIn)⊗ (νIn)

only has a Kronecker rank of (M + 1) as opposed to (M2 + 1). There might also be a
larger decay in the Kronecker singular values, allowing a good preconditioner

Mx =
N
x∑

i=1
Mx

L,i ⊗Mx
R,i (4-26)

with possibly lower rank than before. Again, we also impose symmetry and a sparse
pattern on the terms Mx

L,i,Mx
R,i ∈ R

n×n when solving for the inverse approximation
using the Kron-ALS algorithm.

The main computational cost of the MLSQR algorithm for the x1 updates are two con-
secutive matrix-vector multiplications by

(
Ax

aug

)T and Mx during initialization, followed
by a series of multiplications by Ax

aug,
(
Ax

aug

)T, and Mx in each iteration. The updates
corresponding to x2 can be computed in parallel in a similar manner; the performance
of the entire algorithm will be limited by the the slower of the two.

• z-updates: The update (4-24a) for the shared variable can again be reformulated as
the following proximal minimization problem [43]:

z(l+1) = arg min
(
IB(z(l+1)) + ρ̃

2

∥∥∥z(l+1) − z̃(l+1)
∥∥∥2
)
, (4-27)

where, for this 3-split case, the introduced ρ̃/2 = λ + ρ and z̃(l+1) is given by the
weighted sum:

z̃(l+1) := 1
2

ρ

λ+ ρ

2∑
i=1

(x(l+1)
i + u(l)

i ). (4-28)

The solution is then found by a simple projection onto the box inequality constraints:

z(l+1) = ΠB
(
z̃(l+1)

)
, (4-29)

which takes a negligible amount of O(n2) flops.

• scaled dual updates: The vector additions and subtraction required for the scaled
dual update require only O(n2) operations each and can be computed in parallel.

The symmetric version of these iteration updates are summarized as the 3-split S-ADMM
algorithm below.
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Algorithm 4.2 (3-split S-ADMM) Symmetric 3-split ADMM solution to Problem 4.1
Input:

Problem description tx, ty, Ax, Ay, λ, B; parameter ρ
Initial estimates u(0)

i and x(0)
i = z(0)

1: for l = 0, 1, 2, . . . do

2: Solve each x(l+1)
i := arg min

xi

(∥∥∥tx/y −Ax/yxi

∥∥∥2
+ ρ

2

∥∥∥xi − z
(l) + u(l)

i

∥∥∥2
)

using MLSQR

3: u(l+1/2)
i := u(l)

i + x(l+1)
i − z(l)

4: z(l+1) := ΠB
(1

2
ρ

λ+ ρ

2∑
i=1

(x(l+1)
i + u(l+1/2)

i )
)

5: u(l+1)
i := u(l+1/2)

i + x(l+1)
i − z(l+1)

6: Check stopping criteria.
7: end for

Fixing the penalty parameter As in the 2-split scheme, the penalty parameter ρ should
be kept constant throughout the ADMM iterations so that we can pre-compute effective
preconditioners for the local variable updates. We thus need to choose its value in a way that
leads to the fastest rate of convergence. To this end, we solved the 100 sample problems of
the AO numerical dataset using the 3-split S-ADMM algorithm with various values for ρ. In
each case, the average and standard deviation of the L2-ADMM number of iterations needed
for convergence were recorded11 along with the achieved relative objective and solution errors
defined as (4-22) before.

The results of this study are summarized in Table 4-3. For the stopping criteria, we used
the same values of the absolute and relative parameters εabs = εrel = 10−2 as in the 2-split
scheme, which again lead to solutions of acceptable accuracy. The average number of ADMM
iterations are minimized with minimal variation at approximately ρ = 0.02. The evolution
of the objective function in the optimization problems for the first two time steps of the AO
numerical data with this choice are shown in a latter comparison on Figure 4-6.

Table 4-3: Effect of the penalty parameter ρ in the 3-split S-ADMM scheme on the average
number of iterations needed to solve the 100 consecutive AO control problems of the sample
numerical dataset. The achieved relative errors of the objective and solution are also shown with
their standard deviations. The optimal choice of the penalty parameter is highlighted in bold.

ρ L3-ADMM εrel
obj [·103 %] εrel

sol [%]

0.008 5.5± 0.5 12.1± 7.8 2.61± 1.89

0.012 6.6± 0.5 12.2± 11.6 1.49± 1.07

0.020 5.0± 0.0 32.8± 21.2 5.59± 3.18
0.030 5.4± 0.5 90.4± 31.8 8.40± 3.53

0.050 6.9± 0.3 211.5± 64.1 11.81± 4.29

11The iterations for solving the first time step were again excluded from the statistics.
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Choosing the preconditioners With the choice ρ = 0.02, the coefficient matrices Ax
aug and

Ay
aug of the local variable updates (4-24a) become fixed. We can now examine their structure

in order to choose an effective sparsity pattern for each of the MLSQR preconditioners Mx

and My in the low rank Kronecker form (4-26). The inverse of the corresponding Hessians(
Ax

aug

)T Ax
aug and

(
Ay

aug

)T Ay
aug and the chosen sparsity patterns for their preconditioner Kro-

necker terms are depicted in Figures 4-4 and 4-5, respectively. The patterns were obtained
using the same averaging method described for the 2-split scheme; our comments about de-
termining them using an a priori dense inverse approximation (or a possibly adaptive pattern
selection algorithm) remain relevant in this case as well. Notice that for each Kronecker pair,
either the left or right term is about half as sparse as its 2-split counterpart in Figure (4-3)12.

The relation between the preconditioner Kronecker rank N and the average number of
MLSQR iterations needed to solve the local updates for both the x and y slope residuals
during each ADMM iteration of the entire AO dataset is shown in Table 4-413. The solu-
tion accuracy was controlled by setting the stopping criteria parameter εabs

MLSQR = 10−3. The
achievable performance becomes limited by the sparsity patterns imposed on the precondi-
tioners; reasonable choices are Nx = 2 and Ny = 3 for the two cases.

Performance The performance of the 3-split S-ADMM mainly depends on the number of
consecutive matrix-vector multiplications with the coefficient matrices Ax/y

aug (or its transpose)
and the preconditioners Mx or My during the MLSQR iterations required to solve the lo-
cal variable updates. With L3-ADMM and L

x/y
MLSQR iterations of these respective algorithms,

these numbers are L3-ADMM(1 + 2Lx/yMLSQR) and L3-ADMM(1 + L
x/y
MLSQR), respectively. The over-

all performance will be limited by the update which takes longer to evaluate. In our case
though, the preconditioners Mx and My are similarly sparse, while Table 4-4 shows we can
expect LxMLSQR ≈ LyMLSQR, so the two computational loads are well balanced. In the context
of the numerical study conducted with the AO dataset, we have an average of around 35
multiplications with Ax/y

aug (or its transpose) and 20 with Mx or My during each time step.

Compared to the 2-split scheme, it is clear that further decomposing the objective function
allows for faster solution of the local subproblems. The preconditioners Mx and My are
sparser than M while they are just as good preconditioners and require an average of around
3 MLSQR iterations until convergence. Since in each Kronecker pair of Mx and My, one of
them contains half the elements as the corresponding term in M, multiplications with them
are expected to be evaluated 25 % faster. On the other hand, the 3-split S-ADMM iterations
themselves converge at a slower rate, which increases the total computational burden. This
trade-off will determine which scheme is better suited for real-time implementation.

Table 4-4: Average number LMLSQR of MLSQR iterations for solving the local variable updates
during each 3-split S-ADMM iteration as a function of the preconditioner’s Kronecker rank N .

N 1 2 3 4 5
LxMLSQR 4.32± 0.45 3.00± 0.06 3.00± 0.00 3.00± 0.00 3.00± 0.00
LyMLSQR 5.00± 0.00 3.89± 0.27 3.00± 0.00 3.00± 0.00 3.00± 0.00

12It will be interesting to see whether this difference increases for larger-scale problems.
13As in the 2-split scheme, optimizing the selection of the preconditioners and ρ together could be beneficial.
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(a) (b) (c)

Figure 4-4: (a) Inverse of the matrix
(
Ax

aug

)T Ax
aug on a logarithmic scale; (b),(c) the correspond-

ing sparsity patterns chosen for the preconditioner Kronecker terms Mx
L,i and Mx

R,i. They have
127 and 55 non-zero elements (in yellow), respectively – fill-ins of 35.2 % and 15.2 %.

(a) (b) (c)

Figure 4-5: (a) Inverse of the matrix
(
Ay

aug

)T Ay
aug on a logarithmic scale; (b),(c) the correspond-

ing sparsity patterns chosen for the preconditioner Kronecker terms My
L,i and My

R,i. They have
55 and 127 non-zero elements (in yellow), respectively – fill-ins of 15.2 % and 35.2 %.
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4-4 PABB solution

Projected gradient methods are one of the most straightforward iterative methods used for
solving constrained optimization problems. In a detailed study by Konnik [46], their applica-
bility and efficiency has been demonstrated for wavefront control in adaptive optics systems.
The simplicity of projected gradient (PG) methods stems from the fact that at any step l

they rely on the gradient g(l) of the objective function and a projection onto the feasible set
to compute subsequent solution approximations. In the context of Problem 4.1, which can be
alternatively written as:

min
x∈B

F (x) =

∥∥∥∥∥∥∥∥∥∥∥


tx

ty

0

−

M∑
j=1

Bx
j ⊗Cx

j

M∑
j=1

By
j ⊗Cy

j

√
λI

n
2

x
∥∥∥∥∥∥∥∥∥∥∥

2

:=
∥∥taug −Aaugx

∥∥2
, (4-30)

the gradient of the objective is

g(l) = AT
aug

(
Aaugx

(l) − taug

)
. (4-31)

The next iterate is then determined by taking a given αl step in this direction and projecting
the result onto the set of constraints:

x(l+1) = ΠB
(
x(l) − αlg

(l)
)
. (4-32)

These updates are most useful when the projection operator ΠB(·) is cheap to evaluate, as
is the case for box inequality constraints. Most of the computational expense then falls
onto calculating the gradient, for which the sparse and Kronecker structure of Aaug can be
exploited. Projected Gradient methods generally differ in the way the step size αl is chosen.
In our second approach to solving Problem 4.1, here we examine one if its variants called the
projected alternating Barzilai-Borwein method for box-constrained quadratic programming
[52], which has also been advocated for in the PhD dissertation of Konnik.

4-4-1 Algorithm

The selection of step lengths for the PABB method stem from a study conducted for improving
the unconstrained gradient method by Barzilei and Borwein [53]. Therein, the authors propose
a two-point scheme based on the differences

∆x(l−1) := x(l) − x(l−1) and ∆g(l−1) = g(l) − g(l−1) (4-33)

at each iteration l. Two choices for determining the step length are then proposed as:

αBB1
l =

〈
∆x(l−1), ∆x(l−1)

〉
〈

∆x(l−1), ∆g(l−1)
〉 and αBB2

l =

〈
∆x(l−1), ∆g(l−1)

〉
〈

∆g(l−1), ∆g(l−1)
〉 .

The (non-monotonic) convergence of the method for strictly convex quadratic problems using
either of these options has been proven by Raydan [54].
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The first proposal αBB1
l is generally believed to perform better than the second one. How-

ever, in the projected gradient framework, this does not necessarily seem to be the case. In
a study by Dai and Fletcher [52] for large-scale box-constrained quadratic problems, it was
recommended to use both possibilities as the step length in an alternating fashion, leading to
the following PABB scheme:

αPABB
l :=

{
αBB1
l for odd l
αBB2
l for even l.

(4-34)

As opposed to the unconstrained case, convergence is not guaranteed as the iterates may
cycle between several points indefinitely. However, as we will also see for the AO problem,
PABB often works well in practice. In the study by Dai and Fletcher, it has been shown
to be superior to the traditional steepest descent step length selection as well as to achieve
performance comparable to the combination of gradient projection methods with conjugate
gradient methods [55].

The complete algorithm is summarized as Algorithm 4.3 below. Warm-start is achieved
by initializing the iterations with the solution and gradient obtained as the result for the
previous time step. Stopping criteria can be based on an absolute and relative tolerance on
the change in the unknown, i.e.:∥∥∥x(l+1) − x(l)

∥∥∥ ≤ nεabs + εrel
∥∥∥x(l+1)

∥∥∥ (4-35)

similarly to the criteria (B-8) used in the ADMM approach.

Algorithm 4.3 (PABB) projected alternating Barzilai-Borwein solution to Problem 4.1
Input:

Problem description Aaug, taug, B
Initial values x(0), g(0), α0

Initialize:
x(1) := ΠB

(
x(0) − α0g

(0)
)

1: for l = 1, 2, 3, . . . do
2: g(l) := AT

aug

(
Aaugx

(l) − taug

)
3: ∆x(l−1) := x(l) − x(l−1)

4: ∆g(l−1) := g(l) − g(l−1)

5: αPABB
l :=



〈
∆x(l−1), ∆x(l−1)

〉
〈

∆x(l−1), ∆g(l−1)
〉 for odd l

〈
∆x(l−1), ∆g(l−1)

〉
〈

∆g(l−1), ∆g(l−1)
〉 for even l.

6: x(l+1) := ΠB
(
x(l) − αPABB

l g(l)
)

7: Check stopping criteria
8: end for
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4-4-2 Performance

To evaluate the performance of the PABB solution approach, we solved the 100 consecutive
AO control problems which form the basis of our numerical study. The average number of
LPABB iterations, along with the achieved relative objective and solution errors as defined by
(4-22), were found to be:

LPABB = 5.28± 0.88, εrel
obj = 0.040± 0.025 %, and εrel

sol = 6.00± 3.11 %.

Stopping criteria for the algorithm were controlled by the parameters εabs = εrel = 10−2,
which achieved errors similar to the 2- and 3-split S-ADMM algorithms. Figure 4-6 shows
the convergence of the three solution schemes for the first two time steps of the AO numerical
data. Note that warm-start has a more substantial effect on the ADMM based methods,
where the number of iterations are essentially halved for the second time step.

One of the main advantages of PABB is that it is very inexpensive. Each iteration of
Algorithm 4.3 requires two consecutive matrix-vector multiplications by Aaug and its trans-
pose, respectively, where the Kronecker and sparse structures can be readily exploiting. The
additional O(n2) operations needed to compute differences and norms of vectors and the pro-
jection (4-13) onto the bound constraints are negligible in comparison. For solving a single
time step, a good approximation of the computational effort is thus 2LPABB multiplications
by Aaug or AT

aug, which amounts to a total number of around 10.6 for our case. A further
advantage of PABB is that it requires no pre-calculations nor effective preconditioning, al-
though its performance is known to degrade with decreasing number of saturated actuators
and increasing ill-conditioning of the coefficient matrix Aaug [46].

(a) (b)

Figure 4-6: Convergence of the 2-split S-ADMM, 3-split S-ADMM, and PABB solution algo-
rithms when solving the AO control problem of the (a) first and (b) second time steps of our
numerical dataset. The horizontal lines show the initial and optimal objective values. With all
three methods, the latter is reached well within an acceptable tolerance for real-time applications.
The effectiveness of warm-start is evident from the second time step, especially for the ADMM
schemes.
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4-5 Active sets solution

Active sets methods have been shown to be extremely effective for solving a series of similar
quadratic optimization problems due to their efficient warm-start capabilities. In fact, the
thesis of Konnik [46] argues that one of its simplest variants is the best option for the real-
time solution of the bound-constrained wavefront control problem formulated therein. Thus
this method will serve as our third approach for solving Problem 4.1 and in the following we
examine whether it can be adapted to exploit the structures within our Kronecker formulation.
For a detailed overview of the AS method used throughout this section, we refer to the books
by Björck [56] or by Nocedal and Wright [57] as an extension to the following brief summary
of the main concepts outlined in the Literature Survey [43].

Within the nomenclature of AS methods, the active set denotes all the inequality (and
equality) constraints satisfied by a current approximation x(l) of the unknown solution. The
goal of the algorithm is to find the optimal active set, i.e. the one corresponding to the true
solution x∗. If this were known in advance, the inactive inequalities could be ignored and x∗

could be found by solving the original problem constrained only by the equalities within the
optimal active set. However, as this set is unknown, we instead search for a candidate solution
within its estimate, the working set, at each iteration of the AS algorithm. The working set
is then updated based on the results in the following (simplified) manner. If moving towards
the new candidate involves crossing an inequality bound, we include it in the working set.
Otherwise, the Karush-Kuhn-Tucker (KKT) conditions for optimality are evaluated for the
the new candidate solution; if these are not satisfied, then an appropriate constraint is dropped
from the working set based on the values of the dual variables corresponding to the active
constraints. The iterations continue with the updated working set and terminate when the
KKT conditions reveal that the true solution has been found.

Solving the series of equality constrained optimization problems defined by the iteratively
updated working sets comprises the main computational expense of the AS algorithm. Con-
sequently, the overall performance depends on the number of required updates, which can
drop drastically as the control loop frequency increases in real-time applications.

In the coming sections, we focus on solving these types of equality constrained problems
while exploiting the Kronecker structures of our matrices. For our main Problem 4.1, the lth
working set W(l) ⊆ B can be expressed as the linear constraint:

W(l) = {x | E(l)x = b(l)}, (4-36)

where E(l) ∈ Rp×n selects the components of x which must actively satisfy a p number of
upper or lower bound constraints assembled in b ∈ Rp. To simplify our discussion, we will
use the augmented form (4-30) introduced in the previous section to denote the objective:

F (x) =

∥∥∥∥∥∥∥∥∥∥∥


tx

ty

0

−

M∑
j=1

Bx
j ⊗Cx

j

M∑
j=1
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j ⊗Cy

j

√
λI

n
2

x
∥∥∥∥∥∥∥∥∥∥∥

2

:=
∥∥taug −Aaugx

∥∥2
. (4-37)
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4-5-1 Optimizing within the working set

Using the notation introduced in the previous section, the at iteration l we will search for a
new candidate solution in the direction ∆x(l+1) ∈ Rn

2
which solves:

min
∆x

∥∥∥taug −Aaug(x
(l) + ∆x)

∥∥∥2

s. t. E(l)(x(l) + ∆x) = b.

(4-38)

The corresponding KKT conditions can be written in the form:AT
augAaug

(
E(l)

)T

E(l) 0

 · [∆x
ν

]
=
[
AT

augr
(l)

0

]
, (4-39)

where the residual r(l) = taug −Aaugx
(l) ∈ Rn

2
and the dual variable ν ∈ Rp. Solutions to

symmetric indefinite linear equations of this form, so-called saddle point problems, have been
studied extensively; a comprehensive overview is given by Benzi et al. [58].

One popular approach relies on the LDLT decomposition of the coefficient matrix. The key
observation here is that the (1, 1) block AT

augAaug is independent of the working set, which
can be exploited to efficiently update the lower triangular L and diagonal D components
instead of having to recompute them every iteration, as demonstrated e.g. in Wong [59]
or Maes [60]. The gain is substantial, since the factorization allows solving (4-39) using
backsolves with the triangular matrices, an operation essentially as inexpensive as matrix-
vector multiplications themselves. The updates in case of including new constraints for a
simple Kronecker structured problem is demonstrated by the following example.

Example. (Updating the LDLT factorization of saddle point matrices)

In this example, we assume AT
augAaug is composed of the single Kronecker product

AT
augAaug = (BTB)⊗ (CTC) (4-40)

with B,C ∈ Rm×n and where the two Kronecker terms admit the decompositions

BTB = LBDBLT
B and CTC = LCDCLT

C . (4-41)

The LDLT decompositions here are such that the L terms are unit lower triangular14 and the
D terms are diagonal matrices of size n by n; in this manner, the decomposition becomes
unique for symmetric, full rank matrices [28]. Dropping the index (l) from E(l) := E ∈ Rp×n

2

for simplicity, the corresponding decomposition of the coefficient matrix in Equation (4-39)
can be written as:[

AT
augAaug ET

E 0

]
=
[
LB ⊗ LC 0

FE LE

]
·
[
DB ⊗DC 0

0 DE

]
·
[
LT

B ⊗ LT
C FT

E

0 LT
E

]
,

where LE,DE ∈ R
p×p have unit lower triangular and diagonal structure, while FE ∈ R

p×n2
is

in general a full matrix.
14The term unit triangular refers to triangular matrices with ones on the main diagonal.
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We now consider the case when the (p + 1)th constraint is included in the working set,
expanding the matrix E by a new row zT ∈ R1×n2

. The LDLT decomposition of the new
coefficient matrix will then admit the following representation:AT

augAaug ET z
E 0 0
zT 0 0

 =

LB ⊗ LC 0 0
FE LE 0
fT
z lTz 1

 ·
DB ⊗DC 0 0

0 DE 0
0 0 dz

 ·
LT

B ⊗ LT
C FT

E f z
0 EL lz
0 0 1

 ,
where the L and D factors become augmented by the unknown row vectors fT

z ∈ R
1×n2

,
lTz ∈ R

1×p, and the dz is scalar. Note that the Kronecker structure is preserved in the upper
left blocks of these terms. For the updated decomposition to hold, the first entry of the last
column (or row) of this matrix equation reveals we must have the relation:

z =
(
LT

B ⊗ LT
C

)
(DB ⊗DC)f z.

This can be reformulated using the property (A-12) of Kronecker products and the notation
vec(Z) = z and vec(Fz) = f z in the following manner:

Z = LT
C (DCFzDB) LB,

which can be solved in O(n3) operations using n backsolves with each triangular matrices
(and dividing by the diagonal entries) for the unknown Fz. The rest of the steps do not
benefit anymore from the Kronecker structure and the gain of its previous exploitation remain
substantial only if the number of constraints p� n. The equation corresponding to the second
row of the last column reads: We must then have:

0 = FE (DB ⊗DC)f z + LEDElz,

where only lz is unknown and the backsolves needed to compute it have to be applied using
the full lower matrix LE. The final unknown dz can now be determined by the scalar equation
corresponding to the lower right block:

dz = −(fT
z f z + lTz lz).

As we can see, the decomposition remains unique and holds for any added zT constraint.

Unfortunately, such an efficient update scheme does not seem possible if the term AT
augAaug

is not composed of a single Kronecker product. It can be easily verified that for such a case
the LDLT decomposition does not retain a favorable structure, even for low Kronecker ranks.
Instead, we resort to using the iterative method SQMR to solve Equation (4-39) following
the recommendations . SQMR has been discussed for its use in solving symmetric indefinite
linear systems in Section 3-2-1. Based on the arguments presented in Lukšan and Vlček [61],
we will use a block preconditioner P(l) to approximate the inverse of the coefficient matrix in
each iteration l of the AS method. With the Schur-complement of the upper left block, this
can be expressed as:

P(l) :=
[

M−1 (
E(l))T

E(l) 0

]−1

=
[

I −M
(
E(l))T

0 I

]
·

[M 0
0

(
E(l)M

(
E(l))T

)−1

]
·

[
I 0

−E(l)M I

]
, (4-42)

where M is an approximation of the term (AT
augAaug)

−1 that should be inexpensive to apply
in matrix-vector multiplications.
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4-5-2 Preconditioner selection

Examining the form (4-42) of the proposed preconditioner, it is clear that the inverse ap-
proximation M remains constant throughout the working set updates. Hence, it can be
pre-calculated in a low Kronecker rank form in order to preserve the efficiency of the Kro-
necker structure using the Kron-ALS algorithm with symmetry enforced for its use in SQMR.
To this end, we follow the same procedure to determine its sparsity pattern and optimal
Kronecker rank as before in the context of solving the ADMM update equations.

For finding our preconditioner using Kron-ALS, we can express
(
AT

augAaug

)−1
as15:

M∑
j1=1

M∑
j2=1

[((
Bx

j1

)T
Bx

j2

)
⊗
(

Cx
j1

T Cx
j2

)
+
(

By
j1

T By
j2

)
⊗
((

Cy
j1

)T
Cy

j2

)]
+ (
√
λIn)⊗ (

√
λIn).

The inverse of this matrix for our case without regularization (λ = 0) is depicted below in
Figure 4-7. Unfortunately, applying the same thresholding scheme as for the ADMM cases
results in sparsity patterns for the preconditioner Kronecker terms which are fully dense, even
with 10 % of the maximum values kept. Compared to the approximation of (4-17) for the 2-
split S-ADMM scheme16, it is thus clear that added regularization plays an important role for
the sparse structure to appear. Here, as we are forced to approximate a dense preconditioner,
the efficiency of working with sparse matrices throughout the solution is lost.

To determine an optimal choice of the preconditioner Kronecker rank, we solved the 100 AO
control problems using SQMR with the working sets assumed to be known for simplicity. The
average number of required iterations LSQMR for convergence and achieved relative solution
errors are summarized in Table 4-5. Since the accuracy would be important for updating the
working set, we used a higher relative tolerance of εrel = 10−4 in SQMR. The Kronecker rank
5 seems to be a good choice as the decrease in LSQMR becomes marginal afterwards.

Figure 4-7: Inverse of the matrix AT
augAaug on a logarithmic scale. It does not have a sparse

structure and hence cannot be well approximated with any sparse pattern.
15For an interior point solution, this expression becomes augmented with a non-Kronecker diagonal term

in the coefficient matrix of (4-39). It changes every iteration, which makes preconditioning difficult.
16To achieve similar performance as in this case, we could set λ = 0.01. This results in an around 10%

increase in the achieved slope residual norms, which might be unacceptably large.
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Table 4-5: Average number LSQMR of SQMR iterations required for solving the KKT conditions in
the AS approach to an accuracy of εrel = 10−4 for the problems within the AO numerical dataset
as a function of the preconditioner Kronecker rank N .

N 1 3 4 5 7
LSQMR 24.02± 1.76 9.76± 0.67 5.68± 0.49 5.03± 0.17 4.98± 0.14

εrel
sol [·103 %] 9.32± 8.31 1.60± 2.60 1.20± 2.24 1.23± 2.23 0.96± 2.31

4-5-3 Performance

For this performance analysis, we assume the number of active constraints are negligible
compared to the problem size, i.e. p� n. Thus multiplications by E(l) or the by the inverse
of the Schur complement E(l)M

(
E(l)

)T
will not be considered.

Remark. The selection matrix E(l) is an extremely sparse matrix allowing fast matrix-vector
multiplications. As for the Schur-complement, we can perform its inverse operation using its
LDLT decomposition, which can be updated efficiently (in O(p2)) if p is not extremely large.

Each iteration and the initialization of the SQMR algorithm requires one multiplication
by the KKT coefficient matrix and the preconditioner P(l). From equations (4-39) and (4-42),
we can see that this constitutes a total of 2LSQMR + 1 and 3LSQMR multiplications by Aaug

(or its transpose) and the approximation M, respectively. Based on the analysis presented
by Konnik and De Doná [50], we can expect that the KKT equations will have to be solved
only about once or twice each time step due to the low number of saturation changes during
real-time control. Assuming this will tend towards 2 for larger actuator grids, these numbers
of multiplications would be 22 and 32 for our numerical dataset. However, the Kronecker
terms which compose M are fully dense, which leads to severe degradation in performance.

4-6 Results

In the course of this chapter, we examined three possible solutions to the AO wavefront
control problem for ground-based telescope in a minimum variance control formulation. We
now summarize the strengths and weaknesses of each approach in the context of exploiting
the Kronecker structures of this problem, along with take-aways of their potential for real-
time implementation. We also remark on differences expected compared to using a sparse
solver. Note that due to the unrealistic nature of our generated wavefront control problems,
the observations here should not be interpreted as a decisive feasibility study, though they do
give some insight into the potential of each solution.

For evaluating the performance of the proposed solutions in the context of our numerical
study, we assume a fully parallel implementation such that the cost of matrix-vector mul-
tiplications by any Aaug (or Ax/y

aug ) is essentially the same as with a single pair Bj ⊗ Cj of
the summands in (4-12), as their effect can be calculated separably. Merging the obtained
results, and other O(n2) computations, will not be taken into account. A similar argument
can be made for the cost of applying preconditioners; we will ignore their Kronecker ranks.
Thus only the number of consecutive multiplications with these matrices (and their sparsity)
are taken into account, as this is a good indication of the expected computational efforts.
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Based on the performance evaluations for each individual approach, it is clear that PABB
is the most promising for real-time implementation. The simplicity and effectiveness of the
algorithm allows the control problems to be solved with the minimal number of multiplica-
tions involving the augmented coefficient matrix Aaug. The ADMM methods are expected
to perform about 4 times slower, while the AS approach is even worse especially due to the
dense structure of its SQMR preconditioner. An additional advantage of PABB is that it
does not require any pre-calculations. Furthermore, as a first order method, its effectiveness
only depends on the conditioning of the augmented coefficient matrix, not on the decays in
the Kronecker singular values of the Hessian. These latter play a vital role in the quality
of attainable low separation rank preconditioners for the other two cases and may severely
impact their usability. The main drawback of PABB compared to ADMM and AS is that it
is less suited to accommodate more complex constraints, since its efficiency relies on a single
inexpensive projection operation onto the feasible set.

Compared to a fully sparse solution, the performance of our Kronecker structured PABB
will depend on the Kronecker ranks within the system matrices as well as their sparsity.
Based on the study of the computational aspects of multiplications with structured Kronecker
matrices in Appendix A-2, Kronecker products only provide a marginal gain if they are also
sparse. With increasing separation ranks, the gap narrows, while with increasing nonzero
entries, the gap widens. It remains to be seen whether the balance tips in favor of a sparse
or a Kronecker structured formulation for a realistic AO system.

It is interesting to see that the other solutions perform much worse than PABB, while the
differences in the sparse solutions examined by Konnik and De Doná [50] are not nearly as
substantial. In fact, in their work, AS is concluded to be the most efficient option by a slight
advantage over PABB. This highlights the main disadvantage of Kronecker structures: the
iterative solutions which can possibly exploit the low Kronecker-rank structure are simply
not as efficient as a factorization-based solution, even with good quality preconditioners. Pre-
calculated factorizations preserve the banded structures of the problem, and allow backsolves
to be performed with a complexity comparable to simple matrix-vector multiplications17.
Furthermore, this operation needs to be evaluated once to obtain a solution, as opposed to
the case of iterative solvers. Indeed, if the MLSQR and SQMR iterations had the ability
to terminate in a single iteration, the ADMM and AS approaches would be much more
competitive with PABB, similarly to the case of the sparse solvers.

We note that in preparation for laboratory experiments, the most promising PABB method
has been implemented for a graphics processing unit (GPU) device using CUDA [62] in
context of this thesis work. Although the algorithm is still in its infancy and does not yet
exploit the bandedness of the Kronecker system matrices nor has it been fully optimized
for the underlying hardward architecture, it provides a good foundation for evaluating the
performance of the discussed minimum variance wavefront control in a closed-loop laboratory
setting in the future. The details of this work, however, are outside the scope of this thesis
report.

17Note, however, that the O(n2) forward or backsolves with an n by n triangular matrix require consecutive
operations, whereas matrix-vector products are much more parallelizable.
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4-7 Future work

Our preliminary study of the computational aspects of possible Kronecker structure exploiting
solutions to the AO wavefront control problem leaves many practical aspects open for further
investigation.

One of the most critical features missing in our discussion is how the virtual actuators and
lenslets can be handled. These appear for circular deformable mirrors and wavefront sensors
which must be embedded into larger rectangles in order to admit a Kronecker structured
system description. For the actuators, we assume this will not be a real issue; similarly to
handling dead actuators, the corresponding upper and lower bounds can be set to 0 during
optimization. The virtual lenslets, however, will appear in the slope measurement vector.
Their assigned values will most likely influence the calculated actuator commands, although
it is our hope that this effect will only degrade performance near the edge of the scientific
image.

The scalability of the methods for even larger-scale systems also remains to be analyzed.
The 19 by 19 actuator grid of our numerical study does not represent the dimensions ap-
pearing in next-generation telescopes, which might be an order of magnitude higher. It is
thus important to consider how the performances of the proposed algorithms change with
the problem size. The procedures for tuning the solutions and evaluating their performance
in this thesis work should provide a usable reference for such a study, which should also be
carried out on more realistic AO data.

For further improvements of the wavefront control scheme itself, one might also want to
consider the possibility of additional constraint, e.g. to limit the possible difference between
the neighboring calculated actuator commands into account for safe operation. The effect
of adding regularization should also be analyzed, especially as it may impact the achievable
performances for the ADMM and AS methods by the sparsity pattern of the preconditioners.

Finally, for a practical real-time implementation, the proposed methods should be evalu-
ated in the context of their suitability for a parallel GPU architecture; the first steps in this
direction have already been made through our implementation of PABB.
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Chapter 5

Design of sparse aperture mask

In this chapter, we shift our attention to another important part of adaptive optics, namely
wavefront sensing. In particular, we will examine an interesting optimization problem arising
in the design of a so-called sparse aperture mask (SAM). The SAM is a novel low-order wave-
front sensor currently under development for its potential application in the direct imaging
of exoplanets using space-based telescopes. It has been advocated for previously by Subedi
et al. [63], where the proof-of-concept and underlying principles were laid out. The work
therein also serves a feasibility study of the methodology in terms of potential use in future
space missions. Here, we focus on the more mathematical aspect of optimizing the shape of
the SAM, which is crucial for allowing it to reach its maximum potential and competitive-
ness with other sensors. We will also discuss how the Kronecker structures appearing in the
problem can be exploited during the proposed solution process.

The optimization presented here was part of a collaboration with and serves as a contribu-
tion to the work of Hari Subedi1, and relies on the simulations and Matlab code he developed
during the proof-of-concept phase of the sensor design to generate the models and evaluate the
performance of SAMs.

5-1 Background

The following brief background review of exoplanet imaging using coronagraphs and the prin-
ciples of the SAM wavefront sensor are based on the paper of Subedi et al. [63]. An extensive
discussion on the motivation behind and the principles of direct-imaging techniques are well
outside the scope of this work, and we focus on the SAM shape design problem at hand.

The main difficulty in the direct imaging of exoplanets stems from the fact that they are
overshadowed by the brightness of their host star. A coronagraphic optical system can be
employed to address this issue by blocking out most of the starlight within the vicinity of

1Graduate student under the supervision of Prof. Jeremy Kasdin at Princeton University, Department of
Mechanical and Aerospace Engineering.
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the host, allowing the exoplanets to be observed. An example schematic for such a system
is depicted in Figure 5-1. Here, a binary mask called the shaped pupil (SP) serves as the
coronagraph, whose shape is designed in a way such that high-contrast regions are created by
diffraction at the focal plane. A focal plane mask (FPM) then prevents most of the starlight
from continuing on towards the science path, allowing nearby objects to become visible.

Current developments target contrast rates of around 10−9 between the brightness of the
star and its exoplanets. Such orders of magnitude allow direct observations of (larger) Earth-
like exoplanets, which can carry information about the composition of their atmosphere and
other properties of scientific value. In order to achieve such high contrasts, it is essential
that the incoming wavefronts be as flat as possible when they reach the shaped pupil, as its
shape is designed under that assumption. Similarly to handling atmospheric disturbances for
ground-based telescopes, an adaptive optics (AO) system can be employed to correct for the
high-order wavefront aberrations caused by the imperfections of the optical system as well
as the low-order ones due to resonant vibrations of the telescope. In this study, we focus on
measuring disturbances of this latter type using the novel SAM wavefront sensor.

5-1-1 Wavefront sensing using a SAM

Similarly to achieving high contrast with a shaped pupil coronagraph, the methodology of
wavefront sensing using a sparse aperture mask is based upon the principle of diffraction
and can be explained following the schematic of Figure 5-1. As with other sensors, only
the starlight reflected off the FPM is used for our measurements; this is of vital importance
because we do not want to take away from the minimal amount of light coming from exoplanets
towards the science path. The redirected starlight is then passed through the mask before
being refocused and imaged by a detector camera.

Low-order wavefronts are generally described by so-called Zernike modes. Zernike modes
form a basis on a circular region, which allows surfaces, such as wavefronts, to be expressed
as their linear combination. Examples of these include common aberrations such as tip, tilt,
and defocus, as seen on Figure 5-2. For more information on how this basis is constructed,
we refer to the lecture notes on high resolution imaging by Verhaegen et al. [1].

The main idea behind the SAM sensor is that different Zernike modes will produce different
diffraction patterns after passing through the mask. Thus, small low-order aberrations around
a nominal wavefront can be detected by measuring the change in the image captured by the
sensing detector. The disturbing wavefront is then reconstructed as a linear combination of a
given set of Zernike modes; we estimate the corresponding coefficients of these such that the
difference between the measured and expected detector image is minimized.

The proof-of-concept of the SAM sensor has been demonstrated in the work of Subedi
et al. [63]. Compared to other sensors, such as the Zernike phase-contrast WFS [64] where
the performance of a Shack-Hartmann lenslet array is enhanced by introducing phase shifts,
the SAM is at a disadvantage because it blocks a significant portion of the starlight available
for measurements. This is because masks which can properly distinguish different Zernike
modes through diffraction tend to have sparse structures; there is a trade-off between these
two aspects. For increasingly sparse masks, the detected images become relatively noisier,
which hampers the accuracy of wavefront reconstruction and thus the achievable performance
during closed-loop control.
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This behavior was observed for the sample SAM seen on Figure 5-1 below, which was used
to conduct the preliminary study of the sensor’s performance through realistic simulations.
However, the shape of this SAM was determined from a set of intuitive structures using Monte
Carlo experiments. The authors expressed hope that with a proper optimization conducted
to design the shape of the mask, its performance might become comparable to currently
available wavefront sensors. This would be very beneficial, because manufacturing a binary
mask is simpler and less expensive than manufactirng e.g. a microlenslet array for Shack-
Hartmann (SH) sensors.

In this work, we contribute to the development of the SAM sensor by formulating its
design problem under a mathematical framework which allows us to determine its shape
through nonlinear optimization. However, our discussion here is limited to the aspects of
accelerating the speed of this optimization procedure by exploiting the Kronecker structures
within system matrices. For a detailed analysis of the resulting SAM masks and their closed-
loop performance compared to other sensors for a variety of coronagraph-integrated telescope
systems, we refer to the collaborative paper [65] (in preparation).

Figure 5-1: Simplified schematic diagram of high-contrast imaging and wavefront sensing using
a shaped pupil and a sparse aperture mask. The imagse (a), (b), and (c) show the intensity
distribution of a flat wavefront entering the SP at different planes of the optical tube [63].

(a) tip (b) tilt (c) defocus (d) coma (e) trefoil

Figure 5-2: Shapes of sample Zernike modes [1].
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5-2 Problem formulation

Using Fourier optics, it can be shown that the sensing equation of the SAM takes the form:

t = H(M)x. (5-1)

Here t ∈ Rm
2
is the difference between the pixel intensity values of the nominal and perturbed

m by m images obtained after allowing the distorted wavefront to pass through the SAM.
The unknown x ∈ Rp contains the coefficients for the p number of Zernike modes which will
allow its reconstruction. Typical values for low-order wavefront sensors are around p = 14 and
m = 32. The matrix H ∈ Rm

2×p is the so-called modal matrix relating these two quantities
as a function of the SAM. The kth column Hk ∈ R

m
2
describes the response of the system to

the respective kth Zernike mode. Note that H is a very tall matrix. Finally, the SAM itself
is represented by the binary matrix M ∈ Rn×n which describes its transmission at a grid of
discretized points. A transmission of 0 corresponds to completely blocking, while a value of
1 corresponds to fully allowing light to pass through a given point of the mask. To make our
optimization tractable, however, we will employ a convex relaxation and allow each element
of M to take on any value between these two extremes. Let us denote the set of matrices
whose values are within these bounds byM:

M :=
{

M ∈ Rn×n | 0 ≤ [M ]ij ≤ 1, ∀i, j = 1, . . . , n
}

; (5-2)

we must thus have M ∈M. For the results presented in this chapter, we used a discretization
of n = 64, though this resolution should be increased to allow finer manufacturing.

The challenge is to determine the mask M such that wavefront reconstruction can be
performed in an optimal manner. To this end, we first give a brief analysis of the trade-off
between distinguishing the Zernike modes and allowing a large light throughput of the mask.

The quality of our reconstructed wavefront can be measured by the error in the obtained
Zernike coefficient vector. Due to the presence of measurement noise2, the estimated x̂
coefficients are obtained as the solution to the following overdetermined linear system:

t̂ = t+ v = H(M)x̂. (5-3)

for some noise v corrupting the true measurements t for which the true x coefficients satisfy
the sensing equation (5-1) explicitly. The sensitivity of the solution x̂ to this equation due to
the presence of the measurement error can be characterized by the following inequality [28]:

‖x̂− x‖2
‖x‖2

≤ κ(H(M)) · ‖v‖2
‖t‖2

. (5-4)

Here κ(·) denotes the condition number of a given matrix, defined in terms of its maximum
and minimum singular values as:

κ(·) = σmax(·)
σmin(·) . (5-5)

The condition number is a good indicator of how well we are able to distinguish the different
Zernike modes; for different enough responses (i.e. columns of H), it is expected to be low.

2Here we assume that the error in the modal matrix is negligible compared to the measurement noise.
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As for the measurement error, here we assume the typical model of the form:
vp = vshot

p + vread
p , (5-6)

where each pixel p is independently affected by so-called shot and read-out noise [66]. The
former is caused by quantum variations in the number of sensed photons and is modeled by a
Poisson distribution of the quantity tp + vshot

p , which we’ve separated in terms of the average
and zero-mean noise component. For Np incoming photons, tp = Np and vshot

p has a variance
of Np according to the Poisson distribution:

E

[(
vshot

p

)2
]

= Np. (5-7)

where E[·] denotes the expected value operator. The read-out noise is due to errors arising
during image acquisition, and is typically modeled as a zero-mean Gaussian distribution,
independent for each pixel and of the measured light intensity. We thus assume vread

p is a
constant variance s2:

E

[(
vread

p

)2
]

= s2. (5-8)

Combining these two effect, the variance of the entire noise vp can be obtained by the simple
additive rule of a small number of independent errors, i.e:

E
[
v2

p

]
= Np + s2, (5-9)

which yields the following relation between the expected relative error for the p pixel:

E

[∥∥vp

∥∥
2∥∥tp

∥∥
2

]
=

√
Np + s2

Np
. (5-10)

This relation shows the importance of having a large amount of incoming photons available for
our measurements; the relative noise of each pixel measurement diminishes with the amount
of light, as can be intuitively expected. The results could be extended to obtain an explicit
expression for the entire relative error in (5-4), though this leads to the same conclusions and
we do not give the derivations here.

Our analysis and the reconstruction error bound given by (5-4) suggests the following
observations:

(i) The modal matrix H(M) should be well-conditioned in order to minimize the sensitivity
of the reconstructed Zernike modes to possible measurement errors.

(ii) Allowing more light to pass through the mask will decrease the relative error in the
measurements, leading to better reconstruction as well.

We can expect a trade-off between the achievable conditioning and the light throughput of
the SAM. The design problem is thus formulated as follows.
Problem 5.1. (SAM design) Determine the shape of the SAM mask M ∈ M for which
the trade-off between the conditioning of the modal matrix H(M) and the achieved light
throughput allows wavefront reconstruction with minimal error.
Remark. In this thesis work, however, we focus on the slightly different formulation of max-
imizing the light throughput given a bound on the conditioning. This will be better suited for
our purposes as it is more well-defined mathematically. For the detailed analysis including
the achieved reconstruction errors, we refer to our paper paper [65] (in preparation).
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5-2-1 Structure of the modal matrix

Before presenting our solution proposals and results for the SAM design problem, we briefly
remark on the structure of the modal matrix H(M). The detailed derivations are outside
the scope of this report and can be found in the original and upcoming papers [63] and
[65]. An expression for each kth column of the modal matrix is obtained by propagating the
kth Zernike mode through the optical system depicted in Figure 5-1, from the shaped pupil
until the detector plane, and forming the difference with the nominal (plane) wavefront’s
image, which is computed in a similar manner. The propagations are done in the framework
of Fourier optics, which relies heavily on 2D Fourier transforms. This is where Kronecker
structures come into play; it can be shown that the Fourier transform F̂ of a quantity F from
an n by n to an m by m grid can be computed using matrix formalism [67]:

vec(F̂) = (K⊗K) vec(F) (5-11)

which becomes:
F̂ = KFKT. (5-12)

In the context of determining the modal matrix, the propagations until the SAM plane can
be pre-calculated, and the kth column of H(M) can be expressed as:

Hk(M) = a1(M)� a2,k(M) + a3(M)� a4,k(M), (5-13)

where a1, a3 ∈ R
m

2
and each a2,k, a4,k ∈ R

m
2
for k = 1, . . . , p. They are given as:

a1(M) = vec
[
KI (E0 �M) KT

I −KR (E0 �M) KT
R

]
, (5-14a)

a2,k(M) = vec
[
KI (Ek �M) KT

R + KR (Ek �M) KT
I

]
, (5-14b)

a3(M) = vec
[
KI (E0 �M) KT

R + KR (E0 �M) KT
I

]
, (5-14c)

a4,k(M) = vec
[
KR (Ek �M) KT

R −KI (Ek �M) KT
I

]
. (5-14d)

Here KR ∈ R
m×n and KI ∈ R

m×n are the real and imaginary parts of the Fourier transform
matrix K ∈ Cm×n from the mask to the detector plane. The matrices E0 ∈ R

n×n and each Ek

represent the pre-calculated propagations of the nominal wavefront and the Zernike modes
until the SAM. These matrices (along with K) are dense and their exact expressions can
be found in the cited papers. Note that due to the element-wise (Hadamard) products in
Equation (5-13), H is a quadratic function of the mask M.

In the following, we present two possible approaches to solving the SAM design problem.
They differ in the way they aim to achieve a well-conditioned modal matrix. In both cases, we
will highlight the advantages and disadvantages of the formulations, as well as discuss how the
Kronecker structures within the modal matrix can be exploited for gains in computational
efficiency. Due to the complexity of the problem, however, this will again be done in the
context of matrix-vector multiplications, though here we argue that the sparse evaluation
(A-11) could be slightly more effective than the dense. We conclude by proposing a solution
framework which combines the strengths of our two approaches.
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5-3 Solution approaches

5-3-1 Frobenius norm based approach

We first discuss a simple formulation based on the observation that the modal matrix is well-
conditioned if its columns are orthogonal. Intuitively, this corresponds to the idea that these
columns contain the responses to given Zernike modes and should be as different from one
another as possible to allow them to be distinguished.

Mathematically, we can express how close the columns are to being orthogonal using the
difference of the scaled modal matrix γH(M) to some orthogonal matrix Q ∈ Rm

2×p in the
Frobenius-norm as:

‖γH(M)−Q‖F , (5-15)

which is a commonly used measure as it is analytically simple to work with. The parameter
γ is introduced as a scaling factor as we do want to limit the throughput by constraining the
columns of H to have unit norm. The problem of choosing the most appropriate Q matrix
in the above measure is a special case of the so-called orthogonal Procrustes problem. The
solution to this problem is well-known [28] and can be expressed as Q = UVT given the SVD
decomposition H(M) = USVT. We thus have the measure:∥∥∥γUSVT −UV

∥∥∥
F

=
∥∥γS− Ip

∥∥
F . (5-16)

An expression as a direct function of H(M) can be obtained if we instead go for the stricter
formulation: ∥∥∥γS2 − Ip

∥∥∥
F
, (5-17)

which, using the fact that VS2VT = H(M)TH(M), can be rewritten as:∥∥∥γH(M)TH(M)− Ip

∥∥∥
F
. (5-18)

Notice that the parameter γ actually gives a good indication of the amount of light passing
through the SAM. A mask that allows a lot of light to pass through it will yield a modal
matrix with large singular values, requiring a small scaling factor to minimize the above norm
measure. Therefore, lower values of γ correspond to a higher average of singular values and
thus a greater throughput. This observation leads to the following formulation of the SAM
design problem:

minimize
γ∈R, M∈M

γ (5-19)

subject to
∥∥∥γH(M)TH(M)− Ip

∥∥∥
F
≤ c ·

∥∥Ip

∥∥
F (5-20)

for some constant c. We note that γ was introduced to scale H(M)TH(M) as opposed to Ip in
order to allow the constraint to be written in an intuitive manner; c expresses the maximum
relative error we accept of the norm difference in a way such that the right-hand side of the
constraint does not depend on H(M). This formulation does not perfectly fit our goal of
tackling the SAM design problem because the Frobenius-norm constraint (5-20) only implies,
but does not explicitly relate to the well-conditioning of the modal matrix. This is the main
disadvantage of this approach and we can expect it to produce suboptimal results.
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The constraint (5-20) is a non-convex function of the mask as can be seen e.g. by the
presence of the scaling factor γ. However, it would remain non-convex even without this
(needed) factor or by scaling Ip, since the modal matrix is quadratic in M and the composition
of convex functions is not necessarily convex, as in this case. The advantage of this formulation
is still in its simplicity in the sense that the values and gradients of both the objective and the
constraint can be easily derived and supplied to a nonlinear solver for an accelerated solution.
As we will see, the Kronecker structures will allow these computations to be evaluated even
faster than without them. Due to the large number of variables, we chose the interior-point
solver of Matlab’s fmincon function to find the solution. To proceed, we now discuss how the
sparse form (A-11) of applying Kronecker product multiplications can be effectively utilized
in this optimization problem to allow fast computation of the constraint and its gradient.
Computation of constraint. When computing the columns of the modal matrix H(M), the
Equations (5-14) already exploit the Kronecker structure. However, rewriting e.g. a1(M) in
the sparse formulation using the properties of Kronecker products, we have3:

a1(M) = vec
[
KI (E0 �M) KT

I −KR (E0 �M) KT
R

]
= (KI ⊗KI) vec (E0 �M)− (KR ⊗KR) vec (E0 �M)
= (KI ⊗KI) ED

0 m− (KR ⊗KR) ED
0 m

= (KI ⊗KI −KR ⊗KR) ED
0 m

=
(
(KI ⊗ Im) · (In ⊗KI) ·ED

0 − (KR ⊗ Im) · (In ⊗KR) ·ED
0

)
m, (5-21)

where we have introduced ED
0 ∈ R

n
2×n2

and m ∈ Rn
2
as:

ED
0 = diag (vec(E0)) and m = vec(M). (5-22)

This formulation highlights a slight advantage of applying Kronecker product multiplica-
tions in their sparse form as opposed to their dense form. In the dense expression of a1(M),
we need to evaluate the Hadamard product (E0 �M) before the left and right multiplica-
tions by the Kronecker pairs. On the other hand, the sparse form obtained as a result of the
derivation allows us to pre-calculate the matrices

(In ⊗KI) ·ED
0 and (In ⊗KR) ·ED

0

while maintaining the same sparse structure of the two Kronecker terms as before, i.e. without
degrading the performance of evaluating multiplications with these terms. We would not be
able to perform such a trick in the dense formulation. However, it must be noted that
evaluating the Hadamard product would be an O(n2) operation, while the Kronecker terms
still require O(n3) flops, so the gain is definitely not substantial, especially for increasingly
large matrices. Another advantage of the sparse form is that we can easily accommodate
cases where only parts of the entire square embedding M of the mask are unknown while
the rest have values equal to 0. This is useful for fixing outer values near the edge to reduce
the number of unknowns. With the sparse formulation, we can delete any element of m and
the corresponding columns of the precalculated (In ⊗KR) ·ED

0 with ease in most commercial
software, e.g. Matlab; however, although possible by treating M itself as a sparse matrix
with large fill-in, this would be more cumbersome to implement using the dense formulation.

3Due to the similarity of the expressions for a1, a3 and each a2,k a4,k in terms of the unknown mask M,
we give the derivations for only one of them.
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Computation of constraint gradient. The sparse formulation is also helpful in that the
gradient with respect to the vectorized maskm can be easily derived. To lighten the notation,
we will not show that the quantities H, a1, etc... are explicitly functions of the mask.

To begin, the differential of the kth column Hk of the modal matrix in the direction of
some δm can be expressed from the Equation (5-13) as:

δHk =
(
∂a1

∂m
δm

)
� a2,k + a1 �

(
∂a2,k

∂m
δm

)
+
(
∂a3

∂m
δm

)
� a4,k + a3 �

(
∂a4,k

∂m
δm

)
:= aD2,k

(
∂a1

∂m
δm

)
+ aD1

(
∂a2,k

∂m
δm

)
+ aD4,k

(
∂a3

∂m
δm

)
+ aD3

(
∂a4,k

∂m
δm

)
, (5-23)

where the introduced aDi(,k) = diag(ai(,k)) are diagonal Rm
2×m2

matrices for each i = 1, . . . , 4
and k = 1, . . . , p. The four summations in this expression all have similar form, and for the
sake of evaluating an efficient computational scheme we only examine the first of these terms.
The sparse expression (5-21) for a1 seen as a function of the vectorized mask allows us to
readily find its gradient with respect to m:

∂a1

∂m
= (KI ⊗KI −KR ⊗KR) ED

0 . (5-24)

Similarly structured expressions can be obtained for the gradients of the other ai(,k) terms
with respect to the unknown m.

Let us now derive the gradient of the constraint (5-20) with respect to both m and the
variable γ. Denoting it by g(H, γ), we can write:

g(H, γ) =
〈
γHTH− Ip, γHTH− Ip

〉
(5-25)

=
〈
γ2HHTH, H

〉
− 2 〈γH, H〉+

〈
Ip, Ip

〉
, (5-26)

where the introduced F ∈ Rm
2
,p. The change in the direction of δH is thus4:

δg(H, γ, δH) =
〈

4γ2HHTH− 4γH, δH
〉

:= 〈F, δH〉 . (5-27)

Examining only the kth column of this relation and only the contribution of the first term of
the sum in (5-23) for δHk, substituting in our previous results (5-24) as well we have:

δg1st
k (H, γ, δHk) = 〈Fk, δHk〉 (5-28)

=
〈
Fk, a

D
2,k (KI ⊗KI −KR ⊗KR) ED

0 δm
〉

(5-29)

=
〈
ED

0 (KI ⊗KI −KR ⊗KR)T aD2,kFk, δm
〉
. (5-30)

Using the sparse formulation of the Kronecker products, the effect of ED
0 can again be precal-

culated. The matrix-vector multiplications can then be carried out efficiently starting from
the right with Fk ∈ R

m
2
. Summing up all the contribution gives the gradient δg(H, γ, δH).

Results A sample result of optimizing the mask for a relative error of c = 0.75 using the
Frobenius-norm approach is depicted in Figure 5-3. As we will later see, while the optimization
does run quite fast, the result is simply not optimal enough as we are only approximating the
criteria for a well-conditioned modal matrix. Note that in this run, horizontal symmetry was
explicitly enforced as the solution tended toward such a state and this allowed even faster
computations. Studying why such symmetry arises is of future interest.

4The gradient with respect to γ can be easily derived from the quadratic expression (5-26).
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5-3-2 Condition number based approach

In this section we present a direct approach of formulating the SAM design objectives high-
lighted in Section 5-2 through. It is our hope that although the resulting optimization problem
will be more complex than in the previous case, the obtained masks will be much more op-
timal in terms our design goals. This is essential for space missions as the mask cannot be
replaced on the operational telescope.

The most straightforward manner to express the first goal (i) of having a well-conditioned
modal matrix is to directly use the condition number of H(M) as the measure. As for the
second one (ii), the initial idea was that the amount of open area (i.e. sum of transmission
values) in the mask could be a good indication of its light throughput and should be used as
the objective function to maximize. However, here we argue that this is not the case - due to
diffraction, the intensity of the light reaching the SAM is not evenly distributed along its plane
and the transmission values should at least be weighted accordingly. An even better indicator
for the throughput, as explained in the Frobenius norm formulation, are the singular values
of H(M). A higher average σ̄(H(M)) of these expresses a stronger response as it relates to
how the responses to the Zernike modes scale up as a function of the coefficients. We can
thus formulate the corresponding optimization problem for the SAM design problem as:

max
M∈M

σ̄(H(M)) (5-31)

s.t. κ(H(M) ≤ κ0 (5-32)

for some constant κ0. In practice, we found that condition numbers of κ0 = 20-25 yield quite
acceptable closed-loop performance and constitutes a good balance between the two design
trade-offs; however, as mentioned earlier, this analysis is not a subject of this discussion.

The advantage of the condition number based approach is that we are explicitly optimizing
for the quantities of interest, i.e. the conditioning of H and its average singular values, which
relate to the light throughput of the mask. The disadvantage, however, is that the resulting
optimization problem is highly nonlinear with possibly many local minima. While there are
formulations of optimizing for condition numbers using convex programming [68], [69], in
general these methods are only applicable to a small class of matrices, e.g. positive definite
ones. In our case, the matrix H whose condition number we are interested in is a quadratic
function of the mask, and the techniques described in the referred papers are not applicable.
A more general formulation based on a smooth approximation of the condition number as a
function of a composite expression, such as H(M), is given in Chen et a. [70], which could
serve as a good starting point for a more efficient solution to the above outlined optimization
problem. In this study, however, we simply used the interior-point method of the fmincon
function within Matlab to find possible solution, without supplying a user-defined gradient
for either the objective or the constraint. In order to speed up the optimization and possibly
avoid local minima, horizontal symmetry was explicitly enforced on the mask after we noticed
that the solution seemed to tend towards such a shape5. We note that the efficient calculation
of the modal matrix can still be implemented using the sparse Kronecker formulation (5-21).

A sample result from optimizing the mask for a condition number of κ0 = 25 using the
conditioner number based approach is shown in Figure 5-4. Note that the result is much more
optimal than the one obtained using the Frobenius-norm formulation.

5It remains of interest to see why this symmetry appears to yield optimal solutions.
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Figure 5-3: Results from the Frobenius-norm based approach to the SAM design problem with
relative error constraint c = 0.75. The optimization was started from a random initial mask.
(Left) Optimal mask κ(H) = 56.2, σ̄(H) = 0.533; (Right) Objective curve from interior point
optimization (scaled).

Figure 5-4: Results from the condition number based approach of maximizing the average
singular values for the condition number κ0 = 25. The optimization was initialized from the
same random mask as in the figure above. (Left) Optimal mask κ(H) = 25.0, σ̄(H) = 0.419;
(Right) Interior point solution objective curve (scaled).

Figure 5-5: Results from maximizing the average singular values for the condition number
κ0 = 25 using the 100th iterate of the Frobenius-norm based solution as the initial mask. (Left)
Optimal mask κ(H) = 25.0, σ̄(H) = 0.450; (Right) Interior point solution objective curve
(scaled).
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Figure 5-6: Results from maximizing the minimum singular value for the condition number
κ0 = 25 using a random the initial mask. (Left) Optimal mask κ(H) = 25.0, σ̄(H) = 0.391;
(Right) Interior point solution objective curve (scaled).

Figure 5-7: Results from from maximizing the average singular values for the condition number
κ0 = 25 using the 100th iterate of the result from above as the initial mask. (Left) Optimal mask
κ(H) = 25.0, σ̄(H) = 0.451; (Right) Interior point solution objective curve (scaled).

5-3-3 Proposed solution framework

The proposed solution to obtain a fully optimized SAM given a certain conditioning on the
modal matrix, which allows the determination of the trade-off in the SAM design problem, is
based on a combination of the two approaches outlined previously and our experiences gained
while working with them.

The Frobenius-norm based approach runs about 6 time faster in our Matlab implemen-
tation than the condition number based one6. Setting a small initial value for the parameter
γ generally drives the solver towards a candidate solution with a large throughput. The re-
sults, however, are quite suboptimal; the achieved condition number are large because the
Frobenius-norm difference to the identity is only an approximation to for a well-conditioned
matrix. On the other hand, optimizing directly based on the spectral properties of H(M)
yields much better solutions at the cost of being less computationally efficient. Due to the
complexity of this formulation, our solver using fmincon only allows the gradient of both the
objective and the constraint to be computed using finite differences7, requiring many function
evaluations for larger masks. The obtained solutions also seems more sensitive to the initial
values of the unknowns than in the case of the Frobenius-norm solver.

6Here the problem dimensions were n = 64, m = 32, and p = 14 for the mask size, image size, and number
of Zernike modes in the low-order estimation, respectively.

7Note, however, that calculating these finite differences can be parallelized with suitable hardware.
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To combine the strengths of the two solution approaches, we propose to use the Frobenius-
norm based solver to find an appropriate initial mask for the condition number based one. In
our experience, the mask of Figure 5-3 starts to take shape within a few hundred iterations
and there is no need to fully run the solver until convergence. The result would be suboptimal
anyway, while an intermediate mask can also serve as a good initial estimate for the condition
number based approach, as illustrated by Figure 5-5. We can see that in this case the latter
solver takes much less iterations to find an optimal solution; the convergence using the default
function settings is achieved in about 250 iterations as opposed to the 500 in Figure 5-4. We
also noticed that maximizing the minimum singular value also leads to much faster initial
convergence and can be effectively used to warm-start the solver aiming for the average. This
observation is depicted in Figures 5-6 and 5-78.

We again emphasize that the optimal SAM for this particular optical system seems to
exhibit horizontal symmetry; enforcing this yields leads to improved converge rates by a
reduction of the problem size and the number of local minima. A further gain in efficiency
can be obtained by fixing the outer perimeter of the mask and only optimizing within the
depicted circles. This is possible because barely any light passes through the outer regions.
Furthermore, it is worth noting that increasing the resolution of the SAM does not seem to
impact the general form of the solution. Therefore, results from smaller problem sizes can be
effective initial masks when increasing and solving the problem on a higher resolution. This
also means that the quality of the mask is mostly retained if we binarize the obtained masks;
this is an important if we wish for it to be manufactured.

A comparison of our fully optimized and binarized mask using a 50 % thresholding on
a large 256 by 256 grid mask using the proposed solution framework is given by the figure
below. It is clear that the optimized mask is superior in both the design goals of having (i) a
well-conditioned matrix and (ii) allowing a large throughput of light. This also shows when
implementing the wavefront sensor in a closed-loop control simulation; for more detailed study
also comparing its effectiveness to other sensor, we refer to the paper [71] (in preparation).

(a) Original mask, κ(H) = 49.6, σ̄(H) = 0.0844 (b) Optimized, κ(H) = 18.4, σ̄(H) = 0.297

Figure 5-8: Initial and fully optimized masks. The condition number of the modal matrix has
been reduced by over 60% while the average of its singular values increased by almost 350%.

8The minimum singular value is a concave function, while the average of the singular values (related to
the nuclear norm) is a convex function of the modal matrix. During maximization, these become convex
and concave, respectively; we suspect the observed behavior is related to the possibly more convex nature of
optimizing for the minimum singular value. Of course, it is still not a convex problem as the optimization is
done with respect to the mask, not the modal matrix.
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5-4 Results and future work

In this chapter, we developed a framework which allows us to design the shape of an optimal
sparse aperture mask for given coronagraphic telescope system. Our results serve as a con-
tribution to the development of this novel wavefront sensor, which has potential application
during future space missions aimed at the direct imaging of exoplanets.

The analysis of the design problem led to an interesting trade-off between the light through-
put of the mask and its ability to distinguish Zernike modes for wavefront reconstruction. In
the two proposed mathematical formulations for quantifying these trade-offs, Kronecker struc-
tures arise in the problem matrices because the propagation of Zernikes through the optical
system can be efficiently computed using the matrix form of Fourier transforms. We argued
that the structures can be exploited using the sparse formulation of evaluating Kronecker ma-
trix multiplications during optimization. As opposed to the desnse formulation, this allows
us to precompute products with diagonal matrices, although the gain here is marginal. A
further advantage is that using the sparse form, we can readily retain only certain parts of the
unknown mask in available optimization software. We discussed the strengths and weaknesses
of the two potential problem formulations and presented an effective solution framework for
the design problem by combining the advantages of each.

For the specific telescope system with the shaped pupil depicted in Figure 5-1, which
served as a baseline for our study, a laboratory setup is available for realistic experimentation
at the High Contrast Imaging Laboratory of Princeton University. The optimized SAM, as
seen on Figure 5-8b, is currently being manufactured and its performance will be evaluated
on the testbed. A further study of the competitiveness of the obtained SAMs compared to
other wavefront sensors is also being conducted [71] (in preparation).
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Chapter 6

Conclusions

In the following, we present the main results and observations from our work regarding the
exploitation of Kronecker product structures both in theory and in practice. For more details
and possible research directions on the individual topics discussed, please refer to the results
summarized at the end of each chapter.

Our study of low Kronecker-rank matrices is motivated by their potential in compressing
matrix representations and in reducing computational complexities associated with solution
algorithms. Structure preservation plays an important role in their practical use regarding
this area, as many algorithms rely on matrix operations or factorizations which might ruin
these existing structures. The main contribution of this thesis is research into this topic, in
particular results uncovered for the inverse approximation problem. Numerical applications
include preconditioning Kronecker structured linear equations and the matrix sign iterations,
as well as important practical engineering problems from the field of adaptive optics.

A theoretical study of the low Kronecker-rank inverse approximation problem has led to the
development of a new solution approach where the subproblems of an ALS scheme are solved
in a distributed least-squares like manner as opposed to by forming the normal equations. A
detailed computational complexity analysis revealed that the resulting algorithm is slightly
slower than the latter, although it is more robust in exchange. A comprehensive review of the
two approaches was also presented in terms of how they allow imposing sparsity or symmetry
on the unknowns Kronecker pairs, which is important for practical considerations as it can
be very beneficial to preserve these addition structures.

We conducted a numerical analysis to examine the feasibility of preserving low Kronecker-
rank structures during the inverse operation. Preliminary results suggest that this will remain
an open and challenging issue in case we are working with general low Kronecker-rank struc-
tures. For situations where the Kronecker singular values exhibit a decaying rate, however, as
often occurs in practice, low separation rank structures can still serve as good approximations
for inverses. We uncovered the importance of fully optimizing all Kronecker pairs in this low
separation rank representation at once as opposed to a progressive term-by-term approach
employed to tackle higher-order tensors in the literature. Unfortunately, in structure preserv-
ing algorithms such as the matrix sign iterations, the accumulating approximation errors can
quickly deteriorate the accuracy of the results, except for perhaps very special additionally
structured cases which is a subject of future research.
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A literature survey suggests that for more complicated problems, the most promising
approach to exploiting Kronecker structures is through the accelerated matrix-vector multi-
plications they allow. The second part of our work offers solution proposals to two engineering
problems of practical significance, in the context of exploiting the Kronecker structures ap-
pearing in them.

Examining possible efficient solutions to the adaptive optics wavefront control problem
for turbulence correction, we found the simple first-order projected alternating Barzilai-
Borwein (PABB) method to hold the most potential against the two other explored options,
namely active sets (AS) and alternating direction method of multipliers (ADMM). Although
low Kronecker-rank inverse approximations serve as good preconditioners for problems en-
countered in these latter two, the fact remains that we cannot use pre-calculated factorizations
such as with a different approach exploiting sparsity without the Kronecker structures. This
leads to their relatively worse performance compared to PABB as opposed to how the sparse
variants compare to the sparse PABB in the literature. Whether PABB itself is more efficient
than the in the sparse case will depend on the exact fill-in factors and Kronecker ranks of the
identified system model. Carrying out matrix-vector multiplications on a real-time hardware
also serves as a demonstrative example when the dense and small formulation of their eval-
uation is useful. A parallelized graphics processing unit (GPU) implementation of the most
promising PABB approach is already under development. The three explored options should
also be compared with more realistic data to re-evaluate the initial observations regarding
their feasibility made herein.

In the other practical engineering application, we examined the shape design problem of
a novel low-order wavefront sensor called a sparse aperture mask. Our analysis revealed that
for an optimal mask, the trade-off between its light throughput and its ability to distinguish
a certain basis set of low-order Zernike modes should be balanced. Results obtained from
approximate solutions, such as using the Frobenius-norm difference to the identity matrix for
well-conditioning, are not satisfactory enough to justify their use in important space missions.
In case of the nonlinear optimization problems proposed to optimize the mask shapes, we
argue that the large and sparse form of evaluating Kronecker matrix-vector is beneficial. The
framework developed for optimizing masks is applicable for various coronagraph-integrated
telescopes, and a comparison of these to other wavefront sensors is being conducted both
using simulations as well as in a laboratory environment. The practical advantage of the
mask would be in its simplicity and ease of manufacturing.
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Appendix A

Kronecker products

We give a brief introduction to the main properties of Kronecker products used throughout
this thesis, along with computational complexities in the context of exploiting their structure
through matrix-vector multiplications.

A-1 Properties of Kronecker products

In the following we describe Kronecker products and their basic properties based on the review
by Van Loan [2] and our Literature Survey [43]. The Kronecker product between two matrices
B ∈ Rm×n and C ∈ Rp×q is defined as:

A = B⊗C =


b11C b12C · · · b1nC
b21C b22C · · · b2nC
...

... . . . ...
bm1C bm2C · · · bmnC

 . (A-1)

Essentially, every element in B is replaced by its multiple with C. The result is thus a matrix
of much larger dimension: A ∈ Rmp×nq. Basic operations such as transpose and inverse, if it
exists, can be efficiently computed using the smaller matrices by the properties:(

B⊗C
)T = BT ⊗CT, (A-2a)(

B⊗C
)−1 = B−1 ⊗C−1. (A-2b)

In case of non-square matrices, the latter relation holds similarly with the pseudo-inverse as
well. Distributive and associative properties are given by the relations:

D⊗ (B + C) = D⊗C + D⊗C, (B⊗C)⊗D = B⊗ (C⊗D). (A-3)

The terms composing a Kronecker product are not unique in the sense that e.g. γA can be
expressed as:

γA = γ(B⊗C) = (γB)⊗ (γC). (A-4)

which allows trading scalar entries between the Kronecker pairs without changing the result.
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Another important property is called the mixed-product property:(
B1 ⊗C1

)
·
(
B2 ⊗C2

)
=
(
B1 ·B2

)
⊗
(
C1 ·C2

)
. (A-5)

This is especially useful because it allows decompositions of A to be expressed using those of
the smaller matrices B and C. As an example, for the QR factorizations we have:

A = B⊗C = (QB ·RB)⊗ (QC ·RC) = (QB ⊗QC) · (RB ⊗RC) = QA ·RA. (A-6)

Evaluating inner products can also be accomplished by working with the small matrices, for
example:

〈B1 ⊗C1, B2 ⊗C2〉 = 〈B1, B2〉 · 〈C1, C2〉 . (A-7)

Many properties of the composing Kronecker terms are translated and possessed by their
Kronecker product as well. This includes non-singularity, symmetry, bandedness, orthogonal-
ity, positive definiteness, and so on [3].

Finally, we note a key relation between Kronecker ranks and traditional ranks. The ele-
ments of the matrix A can be suitably rearranged with an operator R(·) such that we have
the following relation:

R(A) = vec(B) · vec(C)T. (A-8)
This also holds in the summation form:

A =
M∑
j=1

Bj ⊗Cj =⇒ R(A) =
M∑
j=1

vec(Bj) · vec(Cj)
T. (A-9)

Kronecker ranks are thus translated into the traditional rank of this rearrangement matrix.
Finding the nearest rank K Kronecker product approximation can also be done using this
rearrangement in the form

min

∥∥∥∥∥∥R(A)−
K∑
j=1

vec(Bj) · vec(Cj)
T

∥∥∥∥∥∥
2

F

, (A-10)

whose solution is well known and can be obtained from the truncated SVD decomposition of
the rearranged matrix by keeping the first K dominant left and right singular vectors and the
corresponding singular values.

A-2 Structure exploitation in matrix-vector multiplications

Let us examine how the Kronecker structure can be exploited in the simple matrix vector
multiplication

t = Ax = (B⊗C)x, (A-11)

where B,C ∈ Rm×n, t ∈ Rm
2
, and x ∈ Rn

2
. Note that carrying out the multiplication with

the full matrix A = B⊗C would take 2m2n2 operations. In the following, we will look at two
formulations which allow a more efficient computation by exploiting the Kronecker structure.
In many complicated situations, the only way to exploit Kronecker structures seems to be
through iterative methods which rely on matrix-vector multiplications, which motivates our
study of this simple but instructive case in more detail.
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Small and dense The first method of exploiting the Kronecker structure is to rewrite the
operation in matrix form. With T ∈ Rm×m and X ∈ Rn×n defined such that t = vec(T) and
x = vec(X), the product (A-11) can be rewritten as:

T = C ·X ·BT. (A-12)

Here we must carry out two smaller matrix-matrix multiplications instead of one large matrix-
vector multiplication without exploiting the structure. The total computational cost is 2mn2+
2m2n = 2mn(m+ n), which is much faster than 2m2n2. The memory requirements are also
minimal as it is enough to store the three matrices B,C,X, and the result T.

Large and sparse In the second method, we use a different approach and rewrite the Kro-
necker multiplication (A-11) as:

t = (B⊗ Im) · (In ⊗C)x. (A-13)

The fully dense Kronecker product is now separated into two very sparse matrices, the first
one having m2n, while the second one with mn2 elements. Carrying out the multiplication
takes a total of 2mn2 + 2m2n = 2mn(m + n) operations, as in the previous case. On the
other hand, the memory requirements are much greater as we are storing B adn C a total
of m and n times in a sparse manner. It is clear that the small and dense case is much
more efficient in terms of memory and is thus more suitable for real-time implementations in
embedded systems where memory bandwidth has essential limitation on achievable real-time
performance [62].

Next, we examine how structures within the Kronecker pairs themselves can be exploited
and how this relates to the efficiency of using the Kronecker structure. We will see that as
opposed to the dense case, it is now always worthwhile to work with the Kronecker form.

Suppose that B and C have structure such that multiplying a vector with them takes
f(m,n) operations. For example, if they are dense, f(m,n) = 2mn, while for diagonal
matrices f(n) = n. Furthermore, assume that the full matrix A has a similar structure (which
is often the case by the translation of matrix structures) and the corresponding multiplication
is thus f(m2, n2). It is evident, that by exploiting the Kronecker structure we change the
number of required operations from f(m2, n2) to (n · f(m,n) +m · f(m,n)). In order to gain
efficiency, we must have:

n · f(m,n) +m · f(m,n) < f(m2, n2). (A-14)

Note that for special cases, this does not necessarily hold. If, for example, B and C are
diagonal matrices with m = n and f(n) = n, then we have:

n · n+ n · n ≮ n2; (A-15)

however, there is some gain in terms of memory. In general, the more structure B and C
has, the less impact exploiting the Kronecker structure will make in computational efficiency.
As an additional example, the following table compares costs of multiplications with full and
sparse matrices, where the B and C terms are assumed to have p elements per column in the
latter case.
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Table A-1: Computational complexities of dense and sparse matrix-vector multiplications with
and without exploiting the Kronecker structure of A =

∑M
j=1 Bj ⊗ Cj. In the sparse case, we

assume each column of Bj and Cj has p nonzero elements, amounting to p2 for the large matrix
A. It is clear that the Kronecker form can quickly become less efficient as the sparsity increases.

Operation Dense matrix Full m ≈ n Sparse matrix Sparse m ≈ n

Ax 2m2n2 O(2n4) 2n2p2 O(2n2p2)

CjXBT
j 2(m2n+mn2) O(4n3) 2n(m+ n)p O(4n2p)

∑M
j=1 CjXBT

j 2M(m2n+mn2) O(4Mn3) 2Mn(m+ n)p O(4Mn2p)
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ADMM

The following brief overview of alternating direction method of multipliers (ADMM) is based
on the excellent discourse by Boyd et al. [29]. For a more detailed overview, please refer to
the Literature Survey [43].

We focus on the application of ADMM to a class of optimization problems encountered
through the course of this thesis, namely global variable consensus with regularization. Such
problems take the general form:

min
x∈Rn

F (x) =
N∑
i=1

fi(x) + g(x); (B-1)

terms fi(·) constitute the decomposable objective function, while g(·) represents a form of
regularization. These functions are real-valued and convex; however, we also let them extend
their range to include +∞, which allows them to encode indicator functions of constraints by
taking on this value in case of violation.

The main idea behind ADMM is to solve the global variable consensus with regularization
problem by breaking it into smaller, simpler subproblems. To this end, we introduce the
so-called local variables xi ∈ R

n and the global variable z ∈ Rn, which allows us to rephrase
(B-1) in the following (equivalent) formulation:

minimize
z,xi∈R

n

N∑
i=1

fi(xi) + g(z)

s. t. xi − z = 0, i = 1, . . . , N.
(B-2)

Conditions for optimality are given by the stationarity of the augmented Lagrangian

Lρ(x1, . . . ,xN , z,y1, . . . ,yN) := g(z) +
N∑
i=1

(
fi(xi) + yT

i (xi − z) + ρ

2 ‖xi − z‖
2 ), (B-3)

where ρ > 0 is the so-called penalty parameter and yi are the dual variables associated with
the equality constraints. In ADMM, the optimal primal and dual variables are found in an
iterative manner. The so-called scaled form of the method is presented below.
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B-1 Scaled ADMM updates

It is often more convenient to work with the scaled dual variables ui = yi/ρ, which allow the
augmented Lagrangian (B-3) to be expressed as:

Lρ(x1, . . . ,xN , z,u1, . . . ,uN) = g(z) +
N∑
i=1

(
fi(xi) + ρ

2 ‖xi − z + ui‖
2 − ρ

2 ‖ui‖
2 ), (B-4)

In this scaled form, the ADMM iterations are given by the following equations:

x(l+1)
i := arg min

xi

(
fi(xi) + ρ

2

∥∥∥xi − z
(l) + u(l)

i

∥∥∥2
)

(B-5a)

z(l+1) := arg min
z

(
g(z) +

M∑
i=1

ρ

2

∥∥∥z − u(l)
i − x

(l+1)
i

∥∥∥2
)

(B-5b)

u(l+1)
i := u(l)

i + x(l+1)
i − z(l+1), (B-5c)

which are referred to as the x-, z-, and dual updates. The advantage of the scaled represen-
tation is that the term ‖ui‖

2 from the augmented Lagrangian does not need to be included
in the equations as it does not depend on the variables xi and z.

B-2 Symmetric version

The convergence of ADMM has been widely studied and improved, leading to accelerated
methods such as those described in Goldstein et al. [30]. In this thesis, we will use a simple yet
effective scheme known as the symmetric version of ADMM to achieve a boost in performance.
It is based on the work by Goldfarb et. al [72]: the dual updates are applied also as an
intermediate step between the x- and z-updates. The algorithm serves as a baseline for using
ADMM throughout this thesis and is summarized below.

Algorithm B.1 (S-ADMM) Symmetric ADMM
Input:

Problem description fi(·), g(·), parameter ρ
Initial estimates u(0) and x(0)

i = z(0)

1: for l = 0, 1, 2, . . . do

2: x(l+1)
i := arg min

xi

(
fi(xi) + ρ

2

∥∥∥xi − z
(l) + u(l)

i

∥∥∥2
)

3: u(l+1/2)
i := u(l)

i + x(l+1)
i − z(l)

4: z(l+1) := arg min
z

(
g(z) +

N∑
i=1

ρ

2

∥∥∥z − u(l+1/2)
i − x(l+1)

i

∥∥∥2
)

5: u(l+1)
i := u(l+1/2)

i + x(l+1)
i − z(l+1)

6: Check stopping criteria.
7: end for
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B-3 Stopping criteria

Commonly used stopping criteria for ADMM are based on bounds describing the residuals
of the optimality conditions. They are formulated in terms of the primal and scaled dual
residuals, which are defined as

r(l)
i := x(l)

i − z
(l) and d(l) = z(l) − z(l−1), (B-6)

respectively. In this work, we use the following conditions for terminating the ADMM itera-
tions, as recommended by Boyd et al. [29]:∥∥∥r(l)

i

∥∥∥
2
≤ εpri

i and
∥∥∥d(l)

∥∥∥
2
≤ εdual

i , (B-7)

where the feasibility tolerances are chosen as a combination of absolute and relative criterion:

εpri
i =

√
nεabs + εrel max

{∥∥∥x(l)
i

∥∥∥
2
,
∥∥∥z(l)

∥∥∥
2

}
, (B-8a)

εdual
i =

√
nεabs + εrel

∥∥∥u(l)
i

∥∥∥
2
. (B-8b)

Reasonable values are e.g. εrel = 10−3, while the absolute term εabs depends on the scale of
typical variable values. These may also vary depending the required accuracy of the solution.
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Appendix C

Iterative solvers

C-1 SQMR

The following summary of the SQMR algorithm for right preconditioning is given based on
the presentation by Freund and Nachtigal [39]. It is used to solve symmetric indefinite linear
equations of the form

Ax = b

with A = AT ∈ Rn×n and x, b ∈ Rn using an arbitrary symmetric preconditioner given as
P = PT ∈ Rn×n. A reasonable criteria for convergence might be

∥∥∥d(l)
∥∥∥

2
≤ εrel

∥∥∥x(l)
∥∥∥

2
.

Algorithm C.1 (SQMR) Iterative solution to symmetric indefinite linear equations.
Input:

Problem description A, b; preconditioner P; initial estimate x0

Initialize:
r(0) = b−Ax0, t = r(0), τ0 = ‖t‖2, q

(0) = Pt
ϑ0 = 0, ρ0 =

〈
r(0), q(0)

〉
1: for l = 0, 1, 2, . . . do
2: t := Aq(l), σl :=

〈
q(l), t

〉
3: Stop if σl = 0
4: αl := ρl/σl, r(l+1) := r(l) − αlt

5: t := r(l+1), ϑl+1 := ‖t‖2 /τl, cl+1 := 1/
√

1 + ϑ2
l+1, τl+1 := τlϑl+1cl+1

6: d(l+1) := c2
l+1ϑ

2
l d

(l) + c2
l+1α

2
l q

(l), x(l+1) := x(l) + d(l+1)

7: Stop if x(l+1) has converged or ρl = 0

8: u(l+1) := Pt, ρl+1 :=
〈
r(l+1), u(l+1)

〉
, βl+1 := ρl+1

ρl
, q(l+1) := u(l+1) + βl+1q

(l)

9: end for
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C-2 MLSQR

Here we present the matrix-free variant of LSQR from the works of Arridge et al. [42]. The
algorithm aims to solve least-squares problems of the form:

min
x
‖Ax− b‖2

with A ∈ Rm×n and x, b ∈ Rn using an arbitrary positive definite preconditioner given as
M ∈ Rn×n as an approximation of the inverse of ATA. A reasonable criteria for convergence
might be based on an absolute tolerance εabs on the gradient norm AT (b−Ax); at step l,
this is available as

∥∥∥g(l)
∥∥∥

2
= φ̄lαl|c|, see [41].

Algorithm C.2 (MLSQR) Matrix-free iterative solution to linear least squares problems.
Input:

Problem description A, b; preconditioner M; initial estimate x0

Initialize:
β0 = ‖b‖2 , u(0) = b/β0, p̃

(0) = ATu(0), ṽ(0) = Mp̃

α0 =
√〈
ṽ(0), p̃

〉
, p̃(0) = p̃(0)/α0, ṽ

(0) = ṽ(0)/α0, w̃
(0) = ṽ(0)

x(0) = x0, φ̄0 = β0, ρ̄0 = α0

1: for l = 0, 1, 2, . . . do
2: u(l+1) := Aṽ(l) − αlu

(l), βl+1 :=
∥∥∥u(l+1)

∥∥∥ , u(l+1) := u(l+1)/βl+1

3: p̃ := ATu(l+1) − βl+1p̃, ṽ(l+1) := Mp̃

4: αl+1 :=
√〈
ṽ(l+1), p̃

〉
, p̃ := p̃/αl+1, ṽ(l+1) := ṽ(l+1)/αl+1

5: ρ :=
√
ρ̄2
l + β2

l+1, c := ρ̄/ρ, s := βl+1/ρ

6: θ := sαl+1, ρ̄l+1 = −cαl+1, φ := cφ̄l+1, φ̄l+1 := sφ̄l

7: Check stopping criteria

8: x(l+1) := x(l) + φ

ρ
w̃(l), w̃(l+1) := ṽ(l+1) − θ

ρ
w̃(l)

9: end for
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Glossary

List of Acronyms

ALS alternating least squares

SAM sparse aperture mask

AO adaptive optics

DM deformable mirror

WFS wavefront sensor

SH Shack-Hartmann

VARX vector autoregressive with exogenous inputs

ADMM alternating direction method of multipliers

AMA alternating minimization algorithm

AS active sets

IP interior point

PG projected gradient

PABB projected alternating Barzilai-Borwein

MVC minimum variance control

E-ELT European Extremely Large Telescope

KKT Karush-Kuhn-Tucker

SQMR symmetric quasi-minimum residual

MLSQR matrix-free LSQR

GPU graphics processing unit

SP shaped pupil

FPM focal plane mask
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