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Abstract

The Internet of Things (IoT) is expected to include billions of tiny de-
vices that collect, process, and communicate sensory data. As of now, bat-
teries power these devices. Batteries, however, are large, expensive, and
short-lived — even the rechargeable ones wear out in a few years. There-
fore, they are not a sustainable powering solution. Tiny battery-less devices
promise a maintenance-free and environment-friendly alternative. They op-
erate by harvesting energy from the environment. Ambient power, however,
is marginal and unpredictable. This causes tiny energy-harvesting devices
to operate intermittently, violating the requirements of many real-world ap-
plications.

This work presents the Coalesced Intermittent Command Recognizer
(CICR), a group of intermittently-powered sensors that together perform
a real-world application: command recognition. To achieve this, we first
developed an event-based command-recognition algorithm tailored towards
battery-less sensors, taking into account the challenges of intermittent ex-
ecution. We then used this algorithm on multiple intermittent sensors to
make use of their collective availability. To experience continuous operation
of the CICR — at all times — at least one of the sensors must be on. In
worst-case conditions (little, intermittent power) the random nature of the
ambient power source (e.g. solar) randomizes the awake times. However, as
the energy conditions increase, sensors react collectively on the same word
— depleting their energy buffer all at the same time and missing subsequent
words. To counter this behavior we use a probabilistic algorithm to postpone
sensor reactions.

We implemented a CICR consisting of 8 battery-less recognizers on real
hardware and constructed a solar testbed for evaluation. Single-word com-
mands are recognized 50% of the time at a light intensity of 500 lux and
over 90% of the time at >800lux. For multiple-word commands, our proba-
bilistic approach effectively distributes the recognizers over the words of the
command. Many recognizers, however, then have insufficient energy left in
their buffer to finish recording, which drastically reduces the capture rate.
This can be mitigated by a hardware modification that would allow recog-
nizers to start recharging as soon as the the amount of energy becomes too
low for recording.
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Chapter 1

Introduction

The Internet of Things (IoT) is expected to include billions (or trillions)
of tiny devices that collect, process, and communicate sensory data. These
devices will improve healthcare [§], water infrastructure [59], and smart
buildings [II, [14], to name a few.

As of now, batteries power these devices. Batteries, however, are large,
expensive, and short-lived — even the rechargeable ones wear out in a few
years. They impose regular maintenance of devices that are otherwise func-
tional. Therefore, they are not a sustainable powering solution.

Tiny battery-less devices promise a maintenance-free and environment-
friendly alternative. They operate by harvesting energy from ambient sources
such as light [40, 41], vibration [22], and radio frequency waves [2I]. Tiny
energy harvesters, however, can only scavenge very limited power from such
energy sources [36]. Therefore, the execution is intermittent: it is triggered
when a threshold in the energy buffer (e.g. super-capacitor) is reached, and
terminated when the energy buffer has been depleted (Figure . Be-
cause of intermittent execution data processing, sensing, and communi-
cation are often disrupted, clocks are reset, and volatile memory is lost.
Recent advances in checkpointing [3, [54], data consistency [II), B8], time-
keeping [I7, [26], energy management [24], testing [23], and debugging [13]
address some of the key challenges of intermittent execution.

Existing intermittent applications include temperature monitoring [12],
voice presence detection [68] and robot actuation [68]. So far, intermittent
applications have been often implemented as toy applications, i.e. proof of
concepts instead of functional applications. This thesis contributes to the
intermittent-sensing community with an implementation of a functional
speech recognition algorithm for intermittently-powered devices.

Speech recognition has long been studied, and currently most of the al-
gorithms employ hidden Markov models (HMMs) for feature matching [I8]
29, 45]. Recently, also deep neural networks are employed for acoustic mod-
eling of state-of-the-art speech recognition systems [27]. The acoustic and
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Figure 1.1: The execution of an intermittent system is triggered when an
energy threshold in the buffer is reached, and terminated when the energy
buffer has been depleted.

language models used for speech recognition typically use tens to hundreds
of megabytes of storage with significant computation required for large vo-
cabulary search [16].

Due to their limited resources, battery-less devices can only run a much
simpler speech recognition algorithm. One that is still able to recognize a
limited set of words (i.e. 10-20), requiring a significant smaller amount of
computation, and therefore less energy.

In many useful cases a simple form of speech recognition — command
recognition — suffices to communicate the necessary information from a user
to a device. The use of battery-less devices for human-device interaction
could offer a green and maintenance-free alternative, especially in places
where a limited vocabulary size is needed, e.g. data entry applications in
smart homes [44].

Despite significant progress achieved in the intermittent domain, the sys-
tem availability problem has not been addressed. A monitoring sensor that
has a very low probability to be available when an external event occurs
is not worth deploying. A sensor that is capable of capturing only very
short events has a limited number of potential applications. For example,
a voice-controlled light-switch capable of only accepting short (single-word)
commands has its limitations. Using ”on” to turn on the lights might turn on
other devices as well. Using ”lights” does not allow the specification of ”on”
or "off”. Consequently, intermittent sensors have not gained widespread
adoption.

This thesis touches the paradox of continuous sensing on intermittent
devices. It studies the power cycles of energy-harvesting command recog-
nizers and makes a key observation about the relationship between those
power cycles. Energy-harvesting recognizers driven by the same ambient
energy source (e.g. light) do not show correlated on/off (sense/charge) cy-
cles. Building on top of this observation, we introduce coalesced intermittent
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Figure 1.2: A Coalesced Intermittent Command Recognizer is a group of
intermittently-powered nodes that sense continuously despite intermittent
power supply.

command recognizer (CICR). The CICR is defined as the abstraction of a
group of energy-aware intermittent word recognizers providing the collective
sense of continuous availability. Figure [1.2] illustrates the CICR concept; a
number of solar-powered nodes equipped with a microphone, recording voice
commands in a smart home setting. Recording and processing a word de-
pletes the super-capacitor that powers a node, leaving it unresponsive until
the subsequent recharging completes. Multiple nodes with (partially over-
lapping) on/off cycles spread in time can provide continuous service despite
the inherent intermittency.

In contrast to periodic (one-shot) sensing applications, event-based appli-
cations (like our command recognizer) may induce implicit synchronization
(multiple nodes detecting the same command) that compromises the avail-
ability required by the application (all nodes recharge after the first word,
missing any subsequent word). To guarantee continuous availability, a CICR
may need to introduce artificial randomness.

1.1 Problem Statement

A lot of research has been performed on intermittent systems already, how-
ever most applications are focusing on measuring slow-changing variables,
due to the limitations that are introduced by intermittent sensing. It would
be beneficial to be able to use small, battery-less devices for continuous
sensing.

Often only certain parts of a signal are interesting. In order to respond
to the interesting events, these events themselves can be used to trigger
sensing. For example a big vibration could trigger an earthquake detector,



a vibration or sound could trigger a presence detector, or a sound could
trigger a command-recognition system.

However, handling bursts of events is challenging on intermittent systems:
one device is not sufficient, as it may be unavailable or will need to recharge
quickly, and using multiple devices requires specialized algorithms. Keeping
this in mind and focusing on command recognition, the main research ob-
jective is formulated as follows:

Develop, implement, and evaluate a command-recognition algorithm for
intermittently-powered devices.

During evaluation properties of interest are system availability and recog-
nition accuracy.

1.2 Contributions
The key contributions of this thesis are twofold:

e Development and implementation of a command-recognition algorithm
that is able to run on intermittently-powered devices. We used isolated-
word recognition together with a probabilistic desynchronizing algo-
rithm to distribute individual command recognizers over a four-word
command.

e Evaluation of a coalesced intermittent command recognizer consist-
ing of eight intermittent nodes. We show that the CICR recognizes
over 90% of single-word commands with >800 lux, but that distribut-
ing the nodes over a four-word command often leaves the nodes with
insufficient energy left in their buffer by the time they start recording.

1.3 Thesis Outline

The layout of this thesis is as follows: The background of this thesis topic
and related work will be discussed in Chapter System design and im-
plementation will be described in Chapter Results will be presented in
Chapter 4] Finally the conclusions will be presented in Chapter [5] as well as
directions for future work.



Chapter 2

Background and related work

This chapter provides background information on energy harvesting (Sec-
tion [2.1)), intermittent execution (Section [2.2]), and speech recognition (Sec-

tion .

2.1 Energy harvesting

Many studies have proposed techniques for harvesting kinetic energy [22],
solar energy [40] [41], thermal energy [4] and energy from radio frequency
(RF) waves [21].

Recently specialized small-form-factor harvesting circuits have been de-
veloped [61], making it possible to use some of the natural energy resources
in IoT devices. Since then, many battery-less energy-harvesting platforms
have been proposed. Some of them rely on dedicated external energy sources
such as WISP, a general wireless identification and sensing platform [58],
711, 69]); WISPcam, an RF-powered camera [46]; and the battery-free cell-
phone [60]. Others, harvest from ambient sources such as the ambient
backscatter tag [36], and the solar-powered tag [39]. Other platforms that
facilitate the development of batteryless energy-harvesting systems have also
been proposed. For instance, Flicker [25], a prototyping platform for battery-
less devices; EDB [10] an energy-interference-free debugger for intermittent
devices; and Capybara [12], a re-configurable energy storage architecture for
energy-harvesting devices.

Ambient energy, however, is volatile and scarce. For example, harvestable
RF power varies from nW-scale when harvesting ambient RF energy, to pW-
scale when harvesting a dedicated RF signal; and solar power ranges from
tens of pW to tens of mW when it is harvested by a solar panels of a few cm?
of illumination surface [37, [55]. For comparison, an intermittent command
recognizer uses up to 850 pW (Section .

Tiny solar panels will not be able to provide enough energy to power the
command recognizer continuously, thus it will have to operate intermittently.
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Figure 2.1: Example of a failure that can occur when there is a Write After
Read (WAR) dependency during intermittent execution. The variable "len’,
which is non-volatile (does hold its value during a reset) is incremented more
often than it should. Figure taken from [3§].

2.2 Intermittent execution

Intermittent systems are regarded as the successor of energy-aware systems.
Dewdrop [7] is an energy-aware runtime for (computational) RFID’s such as
WISP. Dewdrop goes into low-power mode until sufficient energy for a given
task is accumulated. QuarkOS [70] divides a given task (i.e. sending a mes-
sage) into small segments and sleeps after finishing a segment for charging
energy. However, these systems are not disruption tolerant.

On an intermittent system, the execution of a program is composed of
periods of sequential execution interrupted by reboots that can occur at
any moment in time. During a reboot all volatile memory is cleared, and
control returns to the entry point of the application. Only data in non-
volatile memory (e.g. Ferroelectric RAM) is retained. Power-failure-tolerant
systems [53] use checkpointing of the volatile state into non-volatile memory
to ensure forward progress during the frequent resets (up to multiple times
per second). Once execution reaches a certain point in the code, a checkpoint
is made, from where execution is continued after a reset.

For bigger programs it takes a lot of effort to place checkpoints manually.
Ratchet [64] uses compiler analysis to eliminate the need of programmer
intervention and hardware support. HarvOS [6] uses both compiler and
hardware support to optimize checkpoint placement and energy consump-
tion.

Unfortunately, frequent checkpointing causes overhead. Hibernus [3] mea-
sures the voltage level in the energy buffer to reduce the number of check-
points. Measuring the voltage level, however, still causes some overhead.

Using checkpoints does not automatically ensure data consistency. It
may happen that code is executed multiple times because of resets, causing
a data value to be altered more often than intended. DINO [52] shows that



in addition to the volatile memory, the non-volatile memory of the processor
must also be protected to ensure correct executions. For example, Figure|2.1
shows how non-volatile variable with a Write After Read (WAR) dependency
leads to wrong results.

Programming models are available that guarantee data consistency during
intermittent execution [6l, B8, [64]. To do that, sometimes multiple copies of
data need to be made. Some of the models optimize intermittent execution
by reducing the amount of data needed to be saved into non-volatile mem-
ory to protect applications against power interruptions [I1]. Intermittent
execution models, however, also enforce certain coding schemes, which are
generally cumbersome to use.

2.3 Speech recognition

While there are many speech-recognition algorithms, none work on intermit-
tent devices. This section briefly explains speech types and speech recogni-
tion steps, and gives an overview on the history of speech recognition.

2.3.1 Types of speech

Speech recognition algorithms can focus on different types of speech, namely:
spontaneous speech, continuous speech, connected word, and isolated word [20)].
The recognition of different types of speech all have their advantages and
disadvantages. Systems with continuous or spontaneous speech recognition
are the closest to supporting natural speech, but are the most difficult to
create because they need special methods to detect word boundaries [20].
This is less the case for the connected word type, where a minimum pause
between the words is required. The type with the least complexity is the
isolated word type. It requires a period of silence on both sides of the spoken
word and accepts only single words.

2.3.2 Speech-recognition process

Speech recognition usually consists of several steps (Figure . The basic
steps are mentioned briefly here, while a more detailed description of the
implemented algorithm is given in Chapter [3]

First the speech has to be recorded. A microphone records the sound
waves and an ADC converts the microphone signal into a digital signal. A
sampling rate of about 8 kHz is required to capture the frequencies of a
human voice (100-4000Hz [5]).

After that the digital signal is divided into blocks of usually 10-30 ms
called frames [I5] 16, 20]. In the rest of the code, speech is processed on a
frame-by-frame base. This reduction of dimensionality is possible because,
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Figure 2.2: Typical steps in a template-based speech-recognition algorithm:
(1) An endpoint detection algorithm extracts the part of the audio signal
that corresponds to the input word, (2) during feature extraction the energy
spectrum of the trimmed signal is calculated, and (3) features are matched
against templates from the local database to find the most similar word.

extraction matching

while audio properties are varying with time, the properties can be consid-
ered constant on a small time scale.

If the position of the word in the recording is unknown, it needs to be
determined by an endpoint detection algorithm [49, [67].

Then, for each frame a feature vector is extracted, which contains the
essential acoustic information.

Finally the sound features from the recording are matched against features
known to the recognizer. In some statistical-based speech recognition mod-
els, feature matching is split into (i) calculating the probabilities of all the
possible sounds that could have been pronounced and (ii) matching those
sounds to a dictionary of words [I§].

2.3.3 History of speech recognition

To give an idea about existing algorithms, we give a brief summary of the
advances in speech recognition over the years.

Early systems for automatic speech recognition started appearing in the
1950’s and 1960’s [33]. They were able to recognize small vocabularies (order
of 10-100 words) of isolated words, based on simple acoustic-phonetic prop-
erties of speech. The key technologies that were developed in this decade
were filter-bank analyses and elementary time-normalization methods, that
were based on the ability to reliably detect speech starts and ends [42].

The speech recognition algorithms from the 1970’s were able to recognize
medium vocabularies (order of 100-1000 words) using simple template-based
pattern recognition methods. The key technologies that were developed dur-
ing this period were pattern-recognition models, Linear Predictive Coding
methods for spectral representation, pattern clustering methods for speaker-
independent recognizers, and dynamic programming methods for time align-
ing a pair of speech utterances — known as Dynamic Time Warping (DTW)
— including algorithms for connected word recognition [66].

Speech recognition research in the 1980s was characterized by a shift in
methodology from the more intuitive template-based approach towards a



more rigorous statistical modeling framework [I8]. Today, most speech
recognition systems are based on the statistical framework developed in
the 1980s [29] 45], with significant improvements having been added in the
1990’s. The key technologies introduced during this period were the hid-
den Markov model (HMM) [50} [5I] and the N-gram stochastic language
model, which together enabled powerful new methods for handling virtu-
ally any continuous speech recognition problem efficiently and with high
performance.

In the 1990’s large vocabulary systems were built with unconstrained lan-
guage models, and constrained task syntax models for continuous speech
recognition and understanding [33]. Various techniques were investigated to
increase the robustness of speech recognition systems against the mismatch
between training and testing conditions, caused by background noises, voice
individuality, microphones, transmission channels, room reverberation, and
so-called disfluencies such as partial words, hesitation, and repairs. In this
period speech recognition started to be used within telephone networks to
automate operator services [1§].

Finally, from 2000 onwards, very large vocabulary systems have been in-
troduced with full semantic models, integrated with text-to-speech synthesis
systems. Research has focused on spontaneous speech recognition and fur-
ther increasing robustness, using techniques like flexible acoustic modeling,
sentence boundary detection, pronunciation modeling, adaptation of acous-
tic as well as language models, and automatic speech summarization [19].
Speech recognition has further entered the market. Mobile devices with
internet access have caused a movement towards distributed speech recog-
nition, where the computationally-intensive parts of speech recognition are
offloaded to the cloud [2].

Recently, deep neural networks are being employed for acoustic modeling
of state-of-the-art speech recognition systems that, however, still often are
combined with a HMM [27].

2.3.4 Low-power speech recognition

Developing speech recognition for intermittent devices first of all means de-
veloping speech recognition for ultra-low-power devices. A lot of research
on low-power speech recognition has been done. Most solutions use special-
purpose hardware [9], 43], 47] or are implemented on FPGAs [35]. Others
focus on speech recognition for handheld devices [16, B0], which still re-
quire significantly higher resources than our targeted hardware (Chapter [3]).
Open-source speech recognition toolkits such as PocketSphinx [30] and Em-
bedded Julius [34] also focus on handheld devices like smartphones rather
than ultra-low-power devices. They use a HMM in combination with large
language models and therefore are not suitable for intermittently-powered
devices.



The problem of implementing speech recognition on less powerful hard-
ware was already faced in the early 90’s. The objective at that time was
to bring speech recognition to personal computers in a time where speech
recognition systems often required sophisticated special-purpose hardware
to obtain reasonable processing times. A speaker-dependent, isolated-word
speech-recognition algorithm was implemented for a personal computer us-
ing a relatively simple signal processing technique [28]. FFT was used for
feature extraction while DTW was used to determine the most likely entry
from a dictionary of previously stored word templates. Inspiration was taken
from this approach during development of the speech recognition algorithm
described in this thesis.

More recent work that does not require special-purpose hardware includes
a low-power speech recognition algorithm using neural networks [5]. The
algorithm used in that paper does not divide the recording into multiple
frames, but uses only one time frame instead, which limits the system to
recognize only five vowels instead of whole words. The detection of a vowel
takes 347ms on hardware similar to our target hardware. The algorithm
does not support intermittent execution, however.

10



Chapter 3

Design and implementation

We designed a Coalesced Intermittent Command Recognizer (CICR) con-
sisting of multiple intermittently-powered command recognizers (nodes).
Each node is capable of extracting and compressing voice features, as well
as performing simple word recognition. By combining results from multiple
nodes in a central base station, multiple-word commands can be processed,
and further actions can be taken (Figure [3.1).

The design aims for devices with a small form factor (a couple of square
centimeters), which can be embedded in furniture, wallpaper, or ceiling and
placed in an office or home environment.

The requirement of a small form factor also holds for the energy harvesting
equipment: A small solar panel or antenna provide the device with some tens
to hundreds of nW, depending on the exact size and type, and the energy
environment. This calls for an energy-aware design that takes into account
low power usage as well as power outages and charging times (intermittent
execution).

3.1 Hardware

We selected the ultra-low-power microcontroller MSP430FR5994 [62] from
Texas Instruments for all sensing and processing. This microcontroller has a
16-bit RISC processor running at 1 MHz, 8KB of SRAM (volatile), 256 KB of
FRAM (non-volatile), and a 12-bit analog to digital converter (ADC). It also
features a Low Energy Accelerator (LEA), which offloads the main CPU for
specific operations, such as FFT. We chose this microcontroller because of
the low cost (couple of dollars), and because of the low power consumption
and the availability of non-volatile memory in the form of FRAM. FRAM
retains data during a power reset, while it is faster and less power hungry
than other types of persistent storage like an SD-card.

For recording we used the PMM-3738-VM1010-R [48] piezoelectric MEMS
microphone, which features Wake-on-Sound and ZeroPower-listening tech-

11
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Figure 3.1: Results of the coalesced intermittent command recognizer are
combined at a central base station, where multiple-word commands can be
processed, and further actions can be taken.

nologies [65], allowing both the microcontroller and the microphone to sleep
in a low-power mode until a sound is detected. The microphone chip is
mounted on a custom PCB (Appendix |A]) and has a wired connection to the
microcontroller.

The microcontroller and microphone are powered intermittently by a
Texas Instruments BQ25570 [61] solar-power harvester connected to an
IXYS SLMD121H04L [31] solar panel (6 cm?) and a super-capacitor of 470 pF.

3.2 Intermittent-node design

The low-power design calls for low-power hardware, which in turn calls for a
very simple command-recognition algorithm. We implemented a speaker-
dependent, template-based, isolated-word algorithm (implementation de-
tails in Section . These properties of the algorithm have a great impact
on the rest of the design.

As the algorithm is speaker dependent, it requires a short training period
for each user. This suggests the use in an environment with a small, fixed
group of users, such as a smart home or smart office.

An isolated-word algorithm can process one word at the time and requires
a short period of silence both before and after a word. This disqualifies it
for recognition of continuous speech, but lends it well for command recogni-
tion. In fact shorter recording times are preferred on intermittently-powered
systems, as a smaller capacitor can be used, decreasing the charging time,
and therefore making the device more reactive.

There is a lower recording limit, however. If a recording length were
used that is much shorter than a word, a single node would be unable to

12
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Figure 3.2: A command recognizer node first charges its energy buffer, then
stays in low-power mode until it detects a word and starts recording it.

recognize a word on its own, since it would have recorded only a part of
a word, and would have to recharge before it can record again. Therefore
it would not have enough information to recognize a word. Theoretically
different nodes could record different parts of a word and afterwards a word
could be reconstructed by putting the pieces together. In reality, accurate
timing information to put the sound pieces together is not available on
battery-less devices. Additionally, combining several sub-word sound pieces
would introduce extensive communication between the nodes — a significant
energy investment.

To avoid the need for precise timing and extensive communication, we
used a recording length long enough to recognize a word. It is important
for the recording to happen uninterrupted: a recording interrupted by a
power reset effectively exists of two shorter recordings. Once a node has
finished recording, power resets do not affect the recognition result of the
just recorded word anymore, since the recoding is safely stored in FRAM.

Multiple-word commands will always have to be recognized by multiple
nodes, as a single intermittent node must recharge its energy buffer after
recording.

A representative sound input for a command recognition system consists
of bursts of 1-4 words closely after each other, forming a command, and
long periods of silence between the commands. As words can be seen as
events, we chose to design an event-driven algorithm, which will await events
(words), sleeping in a low-power mode, and start acting once it detects a
word (Figure [3.2).

In an environment where commands are not spoken often, the availability
of a CICR at the time someone starts speaking can be modeled using the
duty cycles that intermittent nodes have when in low-power mode — as that
is the state they will be in until that moment. The following equation models
the system availability when a single node is added to the CICR:

asys(N) - asys(N - 1) + Gnode * (1 - asys(N - 1))7 (31)
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Figure 3.3: Modeled Coalesced Intermittent Command Recognizer availabil-
ity percentage for different numbers of nodes and different duty cycles, using

Equation

where agys is the system availability, a,qqe is the availability of the node that
is being added to the system, and N is the number of added nodes so far
(asys(0) = 0). Figure|3.3| presents the modeled CICR availability percentage
for different numbers of nodes and different duty cycles.

3.2.1 Power States

A CICR can experience a wide range of ambient power intensities. For ex-
ample, a CICR may harvest no energy at night, modest energy from artificial
light, and abundant energy from direct sunlight. Generally, we can identify
four different powering states:

o Targeted power state—These are the powering conditions that the
CICR is designed for. In these conditions, it should work intermit-
tently and have sufficiently randomized power cycles to uniformly dis-
tribute its intermittent nodes’ on-times and meet the desired availabil-
ity percentage (Figure . In general, the targeted powering condi-
tions should be near worst-case energy harvesting conditions to ensure
that the system is properly functioning for the majority of the time.

e Under-targeted power state—Ultimately, the ambient energy is an un-
controllable power source, and it is not hard to imagine scenarios where
the CICR will be under-powered or even comes to complete and long
power down (for example in darkness). In general, for under-targeted
energy conditions, the CICR behavior can be considered as undefined.
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Figure 3.4: Coalesced Intermittent Command Recognizer is in a hibernat-
ing power state when the energy harvesting rate approximates the energy
consumption rate at the sleeping (low-power) mode. In this state, the inter-
mittent nodes lose the randomization between their power cycles. Thus, all
the nodes record the first word and power down shortly afterwards, missing
the subsequent ones. Consequently, the CICR senses intermittently and fails
to take advantage of its redundant nodes.

e Hibernating power state—When the intermittent nodes of a CICR
sleep in low-power mode waiting for a word to wake them up. If the
energy conditions are significantly higher than the targeted conditions,
the nodes may not die and sustain their sleeping power consumption.
This will cause them to synchronize their wake-ups on the first in-
coming word and their powering down as the word recording process
depletes their energy buffers quickly. Consequently, the CICR may
miss the next incoming words (especially if the words arrive in the
form of a long command) causing it to sense intermittently in stead of

continuously (Figure .

e Continuous power state—Under direct mid-noon sun even a tiny solar
panel can continuously power a sensor. In such conditions, the CICR
will sense continuously without the need for randomization. Therefore,
the job of a single node will be repeated N times, and instead of
sending a single message to the base station, N identical messages will
be sent, which wastes a lot of energy.

3.2.2 Desynchronization

The inefficiencies highlighted in the Hibernating and Continuous power
states can be mitigated by desynchronizing (enforcing randomization) on
the response of the intermittent nodes (Figure : when a node detects
word it only starts recording with a certain probability.

For this, we generated random numbers from the least significant bits of
the last recorded sound values. Depending on the random number, a node
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Figure 3.5: Randomized response helps in mitigating the hibernating power
state problem. Also, it reduces the number of duplicated captured events
when the CICR is overpowered.

will either (i) start recording as usually, or (ii) turn off the microphone, sleep
for an additional 700 ms and then wait for the next voice event. At the next
event a new random number is drawn to make the same decision again. The
additional period of sleep (in this case 700 ms) is based on the used testing
set of words (Table and is needed to ensure that the node will not wake
up from the same word, but instead will wait for the next word.

The downside of using randomness for desynchronization is that it intro-
duces a probability that all available nodes will postpone their recording
and a word will not be captured, even though some nodes were available.
Furthermore, it may happen that a node that initially had enough energy
to record, will not have enough energy anymore after postponing recording
a couple of times.

3.3 Command recognition implementation

This section describes the used steps for performing command recognition.
Figure |3.6| gives an overview of where the steps fit in the command recogni-
tion process.

In our implementation the code is always executed in a fixed order and is
non-preemptive. This means that once recording is completed a node has
to finish processing before it can record again.

3.3.1 Recording

We use a sample rate of 8 kHz for recording to cover the frequency range of
the human voice. By studying the characteristics of the targeted vocabulary
— in particular the minimum effective recording length (Section 4.1.1) —
we selected a fixed recording length of 285ms. Because we use a fixed
recording length and exploit the wake-on-sound microphone feature, the
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Figure 3.6: System block diagram.

word is always positioned at the beginning of the recording (¢ = 0) and
endpoint detection is not needed, greatly improving the processing time and
system efficiency from the energy perspective.

Once a recording has finished, framing and data processing begin. We
use non-overlapping frames of 256 samples (~ 33 milliseconds). This size
is beneficial for doing a Fast Fourier Transform and short enough for the
voice-features to be considered constant inside one frame (see Section [2.3).

3.3.2 Feature Extraction

Next, features of the recorded voice are extracted for comparison against
previously stored templates. Feature extraction takes place on a frame-by-
frame basis and is based on the energy and spectral characteristics of each
frame. The spectral characteristics of a frame are determined by dividing the
frequency range of interest into several spectral bands. We use 12 spectral
bands as in [28] (Table [3.1)). Because most of the energy in human speech
is contained in lower frequencies, the width of the bands is smaller for the
lower frequencies and gradually increases as the frequency gets higher.

For each frame in a word, a 256-point FFT is performed. The results of
the FFT are used to determine the energy in each of the 12 spectral bands.
This process essentially produces a 12-element vector for each frame of the
speech input. Each element of the vector represents the energy in one of the
12 spectral bands. These vectors are the basis for comparison against the
previously stored templates, once they are normalized.

Normalization

Once the features are extracted from the speech input, the frames are nor-
malized. This process helps to eliminate errors that could result from differ-
ences between the amplitude of the speech input and the previously stored
template for that word. To normalize a feature vector, for each of the spec-
tral bands the binary logarithm is taken of the energy in that band and
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Table 3.1: Spectral bands used for feature extraction.

Band Frequency range (Hz)

1 100-300
2 250-450
3 400-600
4 550-750
5) 700-900
6 900-1200
7 1200-1500
8 1500-1800
9 1800-2300
10 2300-2800
11 2800-3400
12 3400-4000

the average energy logarithm of the frame is subtracted from that. This is
shown in the following equation:

) .
) 21 log(fi)
fi =log(fi) — Z_T’
where f; is the normalized output for the ¢*® spectral band of the frame. fz
is the energy in the ith spectral band of the frame and S is the number of
spectral bands (12 in our case).

(3.2)

3.3.3 Feature Matching

The system identifies the recorded word by comparing the normalized fea-
tures of the input signal against the features of all the templates contained
in its dictionary.

As was previously discussed, these features are contained in vectors, and
the comparison of these vectors is made on a frame-by-frame basis. The sim-
ilarity between two frames is determined by computing the distance between
them, which can be obtained by computing the squared Euclidean distance
between their normalized vectors as shown in the following equation:

S

d[Pr, Frl =Y (fri— fri)’, (3.3)

i=1
where d is the the distance between two frames, Fr is the a template frame,
Fp is the a recorded frame, fr; is the normalized output of the i** spectral
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band of a template frame, fr; is the normalized output of the i spectral

band of a recorded frame and S is the number of spectral bands.

It should be emphasized that feature matching algorithms may choose
different frame pairs to compare for determining word similarity. We im-
plemented two feature matching methods: Linear Distance Matching and
Dynamic Time Warping.

Linear Distance Matching

In Linear Distance Matching (LDM) the frames within the feature vectors
of two words are compared successively, not accounting for differences in
pronunciation speed. LDM can only compare feature vectors of equal length.
The total distance between two words is calculated as follows:

L

AWy, Wg] = d[Pry, Frl, (3.4)

i=1
where d is the distance, W is a template word, Wg is a recorded word,
Fr; is the i template frame, Fp; is the i** recorded frame, and L is the
recording length measured in frames.

Dynamic Time Warping

Dynamic time warping (DTW) is an algorithm for measuring similarity be-
tween two time sequences of numbers (representing words, in our case),
which may vary in speed. Two words can be ”warped” non-linearly by
stretching or shrinking them along their time axis, as long as time-ordering
is preserved and the boundary conditions are met: the starting and ending
points of the warping path must be the first and last points of the words [57].
The process is depicted in Figure The optimal warping path is the path
with minimal global distance, and is calculated as follows:

For two words of length m and n, an accumulated cost matrix D is con-
structed, filling up the matrix from i =1,j =1 till it =m,j = n:

D(i,j) = d(i,7) + min[D(i — 1,5 — 1),D(i — 1,4),D(i,5 — 1)], (3.5)

where D(z, j) is the minimal distance between two words up till frames 4
and j respectively, and d is the distance between two frames, as in Equa-
tion . When all values of the matrix are calculated, D(m,n) holds the
optimal distance between two words:

d[WT, WR] = D(m, TL) (3.6)
We compared the performance of both LDM and DTW (Section[4.1.2)). In
the scope of our project (short recording time of fixed length) both methods

achieve a comparable recognition accuracy, while DTW needs significantly
more computation power. Therefore, we chose to use LDM for our project.

19



X=1{X, Xop ey Xiy ooy X}

X
Y= {y1’y2’---’yj""’ym} w

Figure 3.7: Example of a time warping process between time sequences X
and Y. The warping path is shown as a black line in the array on the right. A
perfectly diagonal line means no time-warping is applied. Figure from [63].

Word recognition

Once a word has been compared to all templates, the template with the
smallest distance to the recorded word is considered the recognized word,
unless the smallest distance exceeds a threshold (see Section . This
means that the recorded word is not similar to any of the word templates
and hence the recognizer concludes the word is unknown.

At this point, the recognized word is communicated via UART for debug-
ging. In the future a wireless transmitter can be used to send the result
to a central server, or directly to an actuator device in case of single-word
commands.

3.3.4 Power-failure proofing

In order to make the code progress despite power failures, we manually in-
serted checkpoints into the code. The checkpoints are placed after complet-
ing each step of the process of recording, feature extraction, feature match-
ing. We placed additional checkpoints inside feature extraction and feature
matching, see Table In total we use 20 checkpoints. We ensure that the
execution of the code in between each two checkpoints requires less energy
than what the energy buffer can provide with a single charge.

During every calculation, results that are needed past the checkpoint are
stored directly into non-volatile memory. A checkpoint at the end of the
calculation indicates that the calculation has finished, and that the results
are stored successfully. If a power reset occurs later on, the execution will
return to the last reached checkpoint.
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Table 3.2: Checkpoints

Stage Checkpoints(#)
Recording 1

Future extraction 9 (each frame)
Future matching 10 (each word)
Total 20

Table 3.3: Code statistics: lines of code

Language Files Blank Comment Code
C 7 264 173 736
C/C++ Header 8 62 40 237
Total 15 326 213 973

By manually placing the checkpoints, we could specify exactly which data
is needed after the checkpoint and needs to be stored in non-volatile memory
(results), and which data does not need to be retained during a power reset
(temporary variables).

The data-flow is implemented in such a way that the input and output
of a process are stored in different locations in memory, avoiding values to
be overwritten if a function is restarted multiple times due to power resets
(Write-After-Read dependency). This way data consistency is preserved
during intermittent execution.

3.4 Code profiling

The entire command recognition software was written in the C programming
language. The program consists of 973 lines of code in total, excluding the
Texas Instrument DSP library, from which the FFT function was used. See
Table B.3] for more information.

The memory footprint on the microcontroller is 20,064 bytes of FRAM
and 1,134 bytes of SRAM. Execution times are shown in Table

The power usage of a node differs according to its activity. When a node
is waiting for a voice event, it is in low-power mode. When data needs to be
processed or recorded it is in active mode. When recording, the microphone
and ADC consume additional power. The power consumption rates are
measured with a Monsoon power monitor and shown in Table
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Table 3.4: Profiling results for the recording and processing of 9 frames using
different feature matching methods.

Section LDM (ms) DTW (ms)
Recording 285 285
Feature extraction 501 501
Feature matching 99 1251

Total 885 2037

Table 3.5: Power usage with standard deviation.

Section Voltage (V) Current (pA) Power (nW)
Sleeping 2.008 64 (20) 128 (40)
Recording 2.008 423 (20) 849 (40)
Processing 2.008 282 (20) 566 (40)
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Chapter 4

Results

First we show several experiments we did to optimize the command recog-
nition algorithm. Next we evaluate the CICR behavior in different energy
conditions and with different lengths of commands.

4.1 Design optimization

4.1.1 Minimum effective recording length

The recording length has a big influence on the system performance. Since a
recording has to be done in one go, the recording length directly determines
the minimum capacitor size. The recording length also affects the amount
of processing that needs to be done, and the memory usage, since the length
of the word templates in the dictionary needs to be (at least) as long as the
recording length.

Therefore, the first experiment is targeting the minimum recording length
without including a significant accuracy loss.

Table 4.1: Words in the testing set together with their duration.

Word Duration (std. dev.) [ms]

Cancel 593 (33)
Clear 561 (28)
Edit 446 (33)
Go 441 (35)
Load 520 (31)
Oft 388 (14)
On 486 (27)
Pause 596 (28)
Resume 662 (34)
Stop 533 (28)
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Figure 4.1: Recognition accuracy versus the recording length (in frames).
Each data point is the result of 19 runs. The Linear Distance Matching
algorithm was used for feature matching.

For this experiment we used a single microcontroller running on continu-
ous power. Each word taken from Table was recorded on a PC 20 times.
We used the first recording for training and the rest of the recordings for
conducting the experiment.

In Figure [4.T] the word recognition accuracy is shown when the 19 remain-
ing recordings of each word were played back from a bluetooth speaker [32].
We see that for some words the recording length that is needed to distinguish
them properly, is longer than for other words.

We conclude that recording beyond nine frames (285 ms) does not signifi-
cantly increase the recognition accuracy for the used set of words. Therefore,
we use a recording length of nine frames for the rest of the experiments. This
recording length is very specific for the combination of words in our testing
set and will vary for different testing sets, although on every testing set a
similar experiment can be conducted to minimize the recording length. The
average recognition accuracy for the words from our test set with a recording
length of nine frames is 97%.

4.1.2 Comparison of feature matching methods

We compared the accuracy of the Linear Distance Matching and Dynamic
Time Warping for our chosen set of words and a recording length (285 ms).
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Figure 4.2: Recognition accuracy for LDM and DTW when using nine frames
(285 ms) as the recording length.

Figure shows that both methods provide similar recognition accuracy.
However, the profiling results (Table [3.4)) show that DTW has a longer
processing time. Therefore we use LDM in future experiments.

4.1.3 Determining the recognition threshold

Our template-based command-recognition algorithm bases its result on the
template in its dictionary that is most similar to the recorded word. How-
ever, when a word is recorded that is not in its dictionary, it must be able
to tell it apart. To achieve this, we choose a recognition threshold. The
lower the distance, the bigger the similarity between words (see also Sec-
tion , therefore known words (that can be matches against a template)
are expected to have a lower distance than unknown words.

First, to assess the ability of the algorithm to tell different words apart, we
plotted the distances between words in a confusion matrix (Figure . On
the diagonal each word is matched against itself and the 19 other recordings
of the same word. In the rest of the matrix each word is matched against
other words. The highest distance on the diagonal is 403. We use this value
as the recognition threshold.

4.1.4 Recognition of late recordings

Each time when a node comes on-line after recharging, there is a chance
that a word is being spoken at that time. A node will detect that there is
a voice speaking and will start recording. It can not know, however, when
someone started speaking and will assume it is recording from the beginning
of the word. This causes a misalignment between the recording and the
template. The effects of the misalignment on the recognition accuracy are
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Figure 4.4: Effect of a late start of recording on the recognition accuracy.

26



shown in Figure 1.4, We see that with a small delay in recording, words can
still be recognized, but with an increasing delay the recognition accuracy
quickly decreases. This means the node used its precious energy without any
contribution, and will possibly miss following words when it is recharging
its energy buffer. However, we measure that late recordings only happen
occasionally (Figure . Therefore, countermeasures are not needed.

4.2 FEvaluation

In this section we focus on how well the CICR is able to react on spoken
words (Table and longer commands made of these words. We recorded
patterns of single words as well as multiple-word commands, and varied the
periods of silence in between them.

4.2.1 Experimental setup

In order to get reproducible results, we designed a testbed with steady and
controllable light intensity. To achieve this, we blocked uncontrollable light
sources with a box of 60 x 40 x 40cm. On the ceiling of the box, we at-
tached a light strip of 2.5m with 150 LEDs that can produce 15 different
light intensities. On the bottom of the box, we placed 8 intermittent com-
mand recognizer nodes (the hardware is described in Section. We used a
Bluetooth speaker [32] to replay a certain record. The data was collected us-
ing a logic analyzer [56] and processed on a laptop. The whole experimental
setup is shown in Figure

Figure 4.5: Solar testbed where uncontrollable light sources can be blocked
out and a LED strip provides 15 different light intensities.
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Figure 4.6: Duty cycle of an intermittently powered node for different light
intensities when the node is sleeping (red) and when processing (blue).

4.2.2 Single-node duty cycle

Figure shows the duty cycle of an intermittently-powered node when
in sleep mode and when processing, for different light conditions. Due to a
higher power consumption, the duty cycle is lower when a node is processing.
The CICR is designed for a light intensity of about 500 lux, where it has
a duty cycle of 10-20%. In these conditions, it should work intermittently
and have sufficiently randomized power cycles to uniformly distribute its
intermittent nodes’ on-times.

4.2.3 CICR availability

In an environment where commands are not spoken often, the availability of
a CICR at the time someone starts speaking is determined the duty cycles
that nodes have in sleep mode — as that is the state they will be in until
that moment. Figure [£.7shows the system availability for different numbers
of intermittent nodes while in sleep mode. These results show how a CICR
consisting of multiple nodes can achieve a much higher availability than
its individual intermittent nodes, and confirms the availability model; the
dashed line matches a 15% duty cycle based on the availability model in
Equation .

However, when words follow each other with little time in between, as is
the case in multiple-word commands, nodes spend part of their time having
a lower duty cycle, resulting in a lower — and harder to predict — CICR
availability.
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Figure 4.7: System availability for different numbers of intermittent nodes,
measured under different light conditions. The dashed line matches a system
availability of 15% based on the model in Equation (3.1

4.2.4 Single word detection

First we evaluate the CICR behavior in an environment with regular words.
In this experiment we varied the light intensity from 500 lux to 1700 lux and
played a word repeatedly every one, two, four, and six seconds. The lowest
inter-word arrival time is one second because this is slightly longer than
the 885 ms that our algorithm takes when run on a continuously-powered
command recognizer (see Table . This means a single continuously-
powered command recognizer is able to record and process all the words at
this rate.

Figure [4.8] shows the percentage of the total detected words and the
uniquely detected ones. We see a positive correlation between light intensity
and the average number of nodes detecting a word, caused by the increased
duty cycles.

In particular, we see that the number of duplicately-detected words rises
dramatically when light intensity increases, demonstrating the overpowering
problem. Moreover, increasing the inter-word arrival time also increases the
number of duplicated words. The reason for this phenomenon is that when
the time between words increases, a bigger part of the nodes has finished
processing and recharging by the time the next word comes. This brings
them in the same state (low-power mode), and this reduces the inherent
randomization of the intermittent nodes and leads them to the hibernating

power state (Section [3.2.1)).
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Figure 4.8: The total number of word detections (orange) and unique de-
tected words (blue) by a coalesced intermittent command recognizer with
8 intermittent nodes. The total number of played words is 240. The red
numbers indicate the word arrival interval. In general, we see that when the
light intensity increases, the number of detected words rises too.

4.2.5 Long commands — detection and capture

Having seen how nodes react to regularly repeating words, we will next study
the reaction on multiple-word commands separated by periods of silence.

When a node detects a sound and starts recording we count this as a
detection. However, words are relatively long events and therefore some of
their recordings do not complete due to insufficient harvested energy. When
a node successfully finishes recording we say the node captured the word.
If a node finishes charging and starts recording during a word, it will finish
recording, but the recording will contain wrong information. We call this a
late capture. The effects of a late capture is studied in Section

Figure shows the detection and capture rates for words inside a com-
mand. A command of four words, with one second between the start of
individual words, was played repeatedly with 20 seconds of silence between
the commands. Each command was repeated 10 times and for four different
light intensities.

For light intensities of 800 lux and greater, we observe that the intermit-
tent nodes react to the first word of a command and power down shortly
after, missing other words in the command. This results validate our theory
about the side effect of the hibernating power state (Section [3.2.1)). These
results also demonstrate the hibernating power problem on a wide range of
power intensities, showing the significance of this problem. Next, we will
show how randomized response mitigate these problems.
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Figure 4.9: Average number of nodes reacting on a word in a four-word
command. When a node detects a sound and starts recording we count
this as a detection. However, words are relatively long events and therefore
some of the recordings do not complete due to insufficient harvested energy
(labeled ‘only detected’). When a node successfully finishes recording we say
the node captured the word. If a node finishes charging and starts recording
during a word, it will finish recording, but the recording will contain wrong
information. We call this a late capture.

Word detection rate with explicit randomization

To randomize during commands (which length is known in advance), a node
reacts with a certain probability on a word. This probability is different for
each word the node encounters after the last recharge. In order to spread
the nodes over the words, the probabilities need to increase for subsequent
words, since some nodes have reacted already on previous words, and there-
fore the number of nodes still available is smaller after each word.

We can calculate the probabilities to distribute the nodes evenly under the
assumption that the nodes have a duty cycle of 1 while sleeping ( Hibernating
power state), and the nodes will only react once during a command: Since
we expect four words, 25% of all nodes should react on the first word. The
nodes that are left should be divided over the remaining three words, hence
the (remaining) nodes should react on the second word with a probability of
33%. After that there are two words left, hence the remaining nodes should
react with a probability of 50%. For the last word all the remaining nodes
should react.

However, we can not use these probabilities when nodes have a lower duty
cycle: when a command arrives, some nodes might be charging. Further-
more, nodes that were charging at the start of the command may become ac-
tive later on. This affects the probabilities that should be used for spreading
the nodes evenly. We experimentally determined the following probabilities
to reasonably spread the nodes over the words: We programmed the nodes
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Figure 4.10: Percentage of words inside a four-word command that are cap-
tured by the CICR.

to react with a probability of 40% on the first word, with 50% on the second
word, 70% on the third word and 100% on the fourth word.

Figure shows that a command recognizer with randomized response
spreads its resources — as compared to Figure [£.9a]

4.2.6 CICR word coverage

For a coalesced system as a whole, to capture a word, it is sufficient that at
least one of the nodes captures the word. Therefore we analyze the previous
experiments with four-word commands again, both plain and with explicit
randomization, to see how often a word was captured by at least one node.

Figure shows that explicit randomization helps to increase the cap-
ture percentage of second, third and fourth words in a command, and that
in total more words are captured with explicit randomization for light in-
tensities of 800 lux and greater.

For a light intensity of 500 lux, however, the additional randomization
decreases the total number of captured words in a command. This happens
because at this light intensity there is no additional benefit from explicit
randomization — ambient randomness already spreads the nodes quite well
— while postponing a recording comes with the risk of a node depleting its
energy buffer in the meantime.

4.2.7 CICR command coverage

In case of having commands longer than one word, it is important for the
system to capture all of the words of a command: an incomplete command
is meaningless. Figure shows the percentage of commands where all
the four words were detected (orange) and the percentage where all the
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Figure 4.11: Effect of explicit randomization on four-word command de-
tection (orange) and capture (green). The horizontal lines in Figure (b)
represent the theoretical upper bound computed from the CICR availability
at a given light intensity and an ideal spreading of two nodes per event.

four words were captured (green). This last percentage effectively is the
availability of the CICR for commands consisting of four words.

The horizontal lines in Figure indicate an upper limit for the com-
mand detection rate for an ideal spreading of two nodes per word at a given
light intensity. The limit is calculated by (i) taking a single node’s sleeping
duty cycle at a given light intensity from Figure (ii) calculating the
CICR availability while sleeping (silent environment) with Equation
for each word in the command — taking into account how many nodes are left
unoccupied; 8 for the first word, 6 for the second, etc. — and (iii) multiplying
those availabilities.

We see that without randomization hardly any words are captured or
even detected. Explicit randomization greatly improves the percentage of
detected commands for light intensities of 8001lux and above. This means
that nodes are successfully distributed over the four-word command. How-
ever, we see that for light intensities of 800 and 1400 lux nodes almost never
have enough energy to finish recording, causing the percentage of captured
commands to stay low. We propose a solution for this problem as a direction
for future work (Section [5.2).
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Chapter 5

Conclusions and Future
Work

5.1 Conclusions

We developed a command-recognition algorithm for intermittently-powered
devices and built a prototype of a battery-less coalesced intermittent com-
mand recognizer. From the evaluation we conclude that it is possible to
run a simple command-recognition algorithm on ultra-low-power hardware
used for battery-less sensors. Our algorithm achieves a recognition accuracy
of 97% for a ten-word vocabulary. Furthermore we conclude that multiple
battery-less command recognizers distribute themselves uniformly in time
for low light conditions.

An important finding is that favorable energy conditions may cause sleep-
ing intermittent nodes to synchronize their power cycles on the arrival of the
first word. Consequently, they react to the same word, start recharging at
the same time, and miss the next word. To counter this unwanted behavior
we use a probabilistic algorithm to postpone node reactions. We show that
a coalesced intermittent command recognizer using this algorithm is able to
distribute its nodes over a four-word command, but often the nodes have
insufficient energy left in their buffer by the time they start recording. We
propose a solution for this problem in the next section.

5.2 Future Work

Intermittent sensors are a relatively new research topic. Till now they have
been considered as devices that work separately, used to sense slow-changing
properties. Although this work presents the first Coalesced Intermittent
Command Recognizer, there is still much research that can be done to im-
prove it. We propose the following topics that we feel will improve the CICR
performance or extend its functionality.
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e Speech recognition on coalesced intermittent devices In this
thesis we have shown the feasibility of speech recognition on intermit-
tent power. However, our implementation targets the simplest type of
speech — isolated words — and is speaker dependent. A next attempt
may target a more complicated type of speech, understand multiple
speakers, and support a larger number of words than the 10 words
chosen for this study.

¢ Buffer energy estimation A node’s availability could further be
improved by eliminating unfinished recordings. This can be achieved
by (i) enabling a node to estimate how much energy there is left in
its energy buffer, and — once there is not enough energy left to record
— (ii) triggering an early power-off and recharge. The buffer energy
estimation can be achieved by either directly measuring the voltage
over the capacitor or by estimating the energy environment (e.g. based
on previous on-time) and timing how long the node has been on since
the last recharge.

e Preemptive execution Our current implementation first needs to
finish processing before it can record again. By making the algorithm
preemptive, a node will be able to record a new word even when it is
still processing the previous word, and finish the processing later. If
the processing of a word is preempted too often, however, the word
that was being processed in the first place may become outdated and
loose its relevance. Also, recording new words before the old ones are
processed will obviously have a bigger memory footprint.

¢ Node distinction Future designs could make use of the fact that
a coalesced system consists of multiple nodes spaced across a room.
Spacial information of individual nodes could be used additionally to
the commands. This way a coalesced system will know e.g. where
an additional light should go on. Also, not all the nodes need to
necessarily have the same functionality. For example, a part of the
nodes could support a different word vocabulary to extend the total
system word vocabulary.
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Appendix A

Microphone PCB design

Due to the small dimensions of the microphone chip, we had to design a
custom printed circuit board in order to connect it to the microcontroller.
Design and result are shown in Figure

The sound comes in trough a hole in the bottom of the chip, therefore the
PCB also contains a hole for the sound input.
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Figure A.1: Footprint and PCB for the microphone.
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