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Abstract

PPLYING architecture implies that it provides added value across an enterprise. Al-
though widely adopted, this claim has only been scarcely investigated, not to men-
tion quantified.

This document describes the results of a case study to quantify the effects of applying
Enterprise Architecture within a financial institution called FinCom. For confidential
information reasons, the name of this company is fictive. The thesis attempts to capture
several factors at project level with respect to the application of Enterprise Architecture
and its subsequent financial benefits. The study analyzed 40 projects, with regard to
time and budget overrun. In order to collect these data, a total of 35 business, enterprise
and domain architects were interviewed on their experience with these projects. Among
factors taken into account were architecture type, project compliance to architecture and
experience of the architect. Consequently, these factors are recorded in hypotheses that
relate to the budget and time figures of the project. These hypotheses are incorporated
in the ’Architecture Effectiveness Model” and statistically tested with the acquired data.
This led to more than 12.000 calculations to show the subsequent benefits of Enterprise
Architecture.
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Chapter 1.

Introduction

|| QIOFTWARE can easily rate among the most poorly constructed, unreliable
S and least maintainable technological artifacts ever invented by man —
with perhaps the exception of Icarus’s wings" (Strassmann), (1996)

In order to certainly beat Icarus in the ability of constructing technological artifacts,
new perceptions on developing software have evolved during the last years. However,
concluding from previous researches, there does not seem to be a relation between IT
investments and economic advantages. Strassman states:

"It is safe to say so far nobody has produced any evidence to support the
popular myth that spending more on information technologies will boost eco-
nomic performance" (Strassmann) 1997

As a reason for this peculiar fact, Strassman explains that I'T decisions are mostly based
on short term expectations. Therefore new insights have arisen that focus on long term
IT decisions.

One of these ingsights is the belief that the information technology of an enterprise
must be developed according to principles laid out in order to fulfill its mission. Subse-
quently, to ensure sufficient business I'T alignment and fit, Enterprise Architecture has
been developed as a professional area of interest in order to form the 'key to success’.

Attention must be paid to the use of terms such as ’business I'T alignment’, ’architec-
ture” and more. These terms are relatively novel and some terms originate from other
professions or cultures (such as ’architecture’ when used in the context of Roman Ar-
chitecture). When a term is introduced in this thesis and the term is susceptible to
misinterpretation, we will provide its definition as used in this thesis. The Glossary
contains a list of these definitions.

1.1. What is Enterprise Architecture?

Before explaining the term Enterprise Architecture (EA), we first elaborate the term ’en-
terprise’. Enterprises pursue a certain set of goals, set by its management. An enterprise
can differ from a single person’s business to a multinational operating globally. The only
criterium that classifies whether a set of humans working together can be considered as
a system, is whether these people strive for a certain ‘set of goals’. As a definition of an
enterprise we use the following:

17
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Figure 1.1: The system development process (Dietz, |20006)

“A purposeful or industrial undertaking." (Princeton University}, 2008])

In this sense, an enterprise can be a whole corporation, division of a corporation, a govern-
ment organization or a single department. The term ‘enterprise’ can also be substituted
by firm, organization, company or any other synonymous term.

Now that we have defined the first part of the term EA, we can move on to the next
part. EA is considered as something that concerns the enterprise as a whole. If we look
at existing definitions of EA, we see that we can split them into two types: descriptive
and prescriptive.

A descriptive definition concerns the construction of a system. The descriptive notion
of architecture does not apply to a set of systems, but is more specifically set up for one
system. An example of such definition is:

“The fundamental organization of a system embodied in its components, their
relationships to each other and to the environment and the principles guiding
its design and evolution.” | (IEEE)

“The capture of all behavior that goes on in an organization, the data that is
processed, who does what, where everything is, and why everything is done.”
(Harrison and Varveris| 2004)

The prescriptive notion, however, takes this notion of architecture to a higher level:

“Architecture is the normative restriction of design freedom” (Dietz and Al-
bani| [2005; [Dietz and Hoogervorstl 2007)

This definition is further illustrated by Figure [L.1]

18



1.1. What is Enterprise Architecture?

In this figure, two systems are shown, the using system (US) and the object system
(OS) . The US is the system that 'uses’ the OS, that has to be designed. Both systems
can have models describing their construction. On the highest level, for both systems
an ontology model can be specified that describes the system in terms of its essential
construction and operation Dietz| (2006). The design of the OS is guided by principles
that are stated in architecture. This is achieved by applying both functional principles
as well as constructional principles in this process. The process starts by specifying the
‘ontology’ (the essence of the system) of the using system and eventually leads to, through
applying functional principles, a ’black box’ representation that contains the functions
that need to be designed. Subsequently, the constructional principles will guide the
specification of the ontology of the OS from the black box to the ontology of the OS.

Consequently, we will use the prescriptive definition because this definition enables us
to view architecture not as a design, but rather as a set of principles and rules on which the
design is based. This notion of architecture helps us in specifying a design according to
a set of high level principles and as such limiting design freedom. Architecture provides
the principles and rules that must be adhered to when the enterprise’s processes and
supporting information technology is constructed.

Likewise, the term "Enterprise Architecture’ is also considered to incorporate this pre-
scriptive notion of architecture. The addition ’enterprise’ in front of the term architec-
ture, indicates that the concept of architecture considers the enterprise as a whole. As
such, the terms matters the following domains of an enterprise: business, organization,
information, technology (Hoogervorst), [2004a)).

Hoogervorst (2004a)) defines a business domain as:

The business domain regards those enterprise activities that are purposeful
and gainful (Hoogervorst|, 2004a))

However, sometimes "business’ refers to the people that are authorized to regulate the
processes in the enterprise that relate directly to the core tasks of the enterprise. For
instance, this meaning is used in the second use of the term "business’ in:

"The choice of the dynamic aspects of a business depicts those areas where
the business wants or should be able to change and is an important aspect in
its design" (van der Zijden et al., 1998).

In contrast, Princeton University| (2008]) defines business as:

"The activity of providing goods and services involving financial and com-
mercial and industrial aspects" (Princeton University) |2008|)

Summarizing, in several literature documents the term ’business’ is context dependent.
In this thesis, the last definition given is used.

19
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1.2. Need for Enterprise Architecture

In this section, the need for EA is gradually explained by discussing the evolution of IT
in enterprises. In the early years of developing information systems, basic programming
techniques sufficed the information technology needs of an enterprise. However, to deal
with the complexity that is associated nowadays with designing information systems, old
fashioned techniques do not suffice anymore to meet the requirements and quality goals
set out. The largest software projects have staggering failure rates: the Standish Report
states that nearly one third of projects are canceled prior to completion and more than
half suffer from serious cost overruns (Georgas et al., 2006).

Hailpern and Tarr| (2006]) states that a model driven design approach is not sufficient
itself. Because complexity of products has increased, shortened development cycles and
heightened expectations of quality major challenges are used in all stages of the devel-
opment cycle. Model driven development (MDD) has made exciting improvements, and
is increasingly used on a large scale. It now is applied for enterprise-wide purposes, but
it is far from a foregone conclusion that MDD will succeed where previous software-
engineering approaches have failed.

Georgas et al.| (2006) also recognizes these complexities and explains why the devel-
opment process still needs some adjustments and refinements. Many process improving
techniques such as the Capability Maturity Model have focused on the processes in soft-
ware engineering (such as requirements specification, high-level software design, source
code and testing information). But, despite all these efforts, a significant improvement in
the software built cannot be noticed. A good process does not guarantee a good product.

Subsequently, (Georgas et al. (2006)) introduces the reader to the term architecture:
"We believe that there is another road to improving software quality and project success
rates. Software architecture is a discipline that is able to connect and integrate the
various stakeholders, activities and products involved in software engineering. Software
architecture also allows engineers much greater control and insight into their systems
earlier in the development process and can foster early identification and avoidance of
problems. As a result, architecture can help steer the project toward success rather than
stumbling into failure due to a lack of understanding."

It seems that |Georgas et al. (2006]) applies the descriptive definition of the architec-
ture here. This can be concluded from: "Solid architectures, at the most basic level,
capture a software system’s structure in terms of interconnected high-level architectural
elements. These elements are components and connectors, linked to each other in specific
configurations.”

Georgas et al. (2006) mentions the term software architecture. However, according
to |Capgemini| (2006) the term architecture needs to incorporate a broader view on en-
terprises. Before 1985, architecture had always been of large interest when designing
systems, but later on, when applications and systems increased in number and complex-
ity, the need for an overview and a structured approach for integration became apparent.
The term gradually extended to all areas involved, initially ranging from technical infras-
tructure to information systems, and then towards information, processes and business
(Capgemini|, 2006]).

20



1.3. Problem definition

In other words, uncontrolled growth of information systems and technology in the
late 1990’s (often as a result of decentralized decision making) resulted in information
and systems landscapes becoming complex, costly and difficult to manage. Responding
quickly and efficiently to adapt to new business challenges became increasingly difficult.
(Capgemini, [2006))

Key symptoms demanding an effective approach for EA include:

e Drive for easier business management of new projects that offer more integration
and greater flexibility

o Inflexibility of current I'T systems, coupled to speed of I'T delivery to reap maximum
benefit of its potential

e Enable business change to be accommodated more easily without a huge corre-
sponding increase in I'T or project management effort

e More effective alignment of disparate ambitions and attitudes for existing Business
and IT functions

e Too many projects not delivering expected values or aborted prematurely

o Management unsatisfied with performance of I'T or unclear about targeted business
benefits from IT

e Rationalize overlapping and conflicting solutions arising from mergers and acquisi-
tions

e [T landscape comprising standard packages and tailor-made software with too many
interfaces resulting in additional complexity

e Too many different and standalone systems, and not enough standardization

e Increasingly, heritage and standalone systems are interrelated and need common
features. For example access, security, common data, etc

e IT operational costs are high and seemingly unmanageable (From (Capgemini,
2006)).

1.3. Problem definition

Specific literature on the tangible value of EA is hardly available. This is in contrast to
the information available on the non-tangible benefits of EA. Many literature documents
end up by mentioning the advantages of EA in terms of flexibility, agility, business I'T
alignment and more. But what does it take to successfully implement EA? [Roberts
(2002) states that "too many architecture groups have focused on the development of
extensive standards and guidelines as an end in themselves ignoring the contributions
that can be made from a process that is aligned with business objectives". Accordingly,
a bottom line for the success of EA is:

21
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"Successful Enterprise Architecture groups develop a clear understanding of
their value proposition and communicate and gain acceptance of that value

within the enterprise" (Roberts, 2002])

Consequently, it is important to be able to assess the value of EA throughout the en-
terprise. It is especially important that senior management recognizes this value, since
they are prone to make decisions based on budget figures. The problem is that little
information is known on these budget figures for EA.

1.4. Research objectives

Delft University of Technology

Founded in 1842, Delft University of Technology is
the oldest, largest, and most comprehensive
technical university in the Netherlands. With over
13,000 students and 2,100 scientists (including 200
professors), it is an establishment of both national
importance and significant international standing.
Renowned for its high standard of education and
research, TU Delft collaborates with other
educational establishments and research institutes,
both within and outside of the Netherlands. It
also enjoys partnerships with governments, trade
organizations, numerous consultancies, industry
and small and medium sized enterprises. Today,
social issues are becoming progressively complex -
they require a multidisciplinary approach. TU
Delft uses its expert knowledge to solve these
problems. In fact, society is our most important
contractor [T'UDelft| (2008)).

Capgemini

Capgemini is consultancy firm with over 83.000
employees worldwide, ranging from North
America, Europe and the Asia Pacific region. Its
headquarters are located in Paris, France. The
mission of Capgemini is to enable transformation
through innovation. Capgemini enables its clients
to transform and perform through technologies.
Transformation is an important issue; it is
essential to meet the challenges of today’s
complex, rapidly evolving global economy. This
transformation is an important issue since
Capgemini wants to empower its clients to
respond faster and more intuitively to changing
market dynamics. As such, its clients become
more agile and competitive through leveraging
new technologies. Capgemini will lead the way by
providing clients with insights and capabilities
that boost their freedom to achieve superior

results |Capgeminil (2008]).

The goal of this thesis is to assess the added value of EA. The main thesis question is

therefore defined as:

What model can be used for assessing the added value of Enterprise
Architecture in IT projects?

22



1.4. Research objectives

Several stakeholders are interested in the answer to this question. These stakeholders
involve Delft University of Technology, Capgemini and FinCom. Each stakeholder has
its own objectives. FinCom focuses on the practical answer of this question, i.e. the
result that is obtained when the model is applied. For Delft University of Technology
the emphasis lies on the theory of the model; its construction and realization. Capgemini
as a consultancy firm is interested in the model for possible future use at client projects.
Summarizing, the objectives are divided into two types: theoretical and practical objec-

tives.

Theoretical objectives

1. To seek approaches in literature that aim to assess the added value of
architecture
This is discussed in Chapter

2. To deliver a model that can function as a method for assessing the added
value of Architecture in general EA contexts (not only for FinCom)
The integrity and validity of this model is guaranteed by the following subordinate
objectives:

a)
b)

c)

To establish a method that uses a scientific approach
This objective is discussed in Section [3.5]

To determine statistical methods that can be used for data analysis
This is discussed in Chapter

To define factors in projects representing project success

This objective defines the factors that represent the value of EA. If the value of
EA is high, how does this appear in a project? The factors that are captured
in order to fulfill this objective are discussed in Chapter [3]

To define factors in projects influencing the project success

Among these factors are both factors related to architecture as well as non-
architecture factors. Some factors are directly related to questions in a ques-
tionnaire that is used. The questionnaire has been obtained externally and is
out of scope for the research. These factors are discussed in Chapter

Practical objectives

1. To deliver a model that can function as a method for assessing the added
value of Architecture at FinCom
This objective is discussed in Section [9.2]

2. To produce convincing arguments for Enterprise Architecture invest-
ments

23



Chapter 1. Introduction

24

These arguments are derived from the findings that result from the application of
the model.

a)

To assess the added value of Enterprise Architecture at FinCom in
quantitative data

This are the findings that result from the application of the model. This
objective is discussed in Section

To pin-point factors in IT projects of FinCom that qualitatively
relate to each other
Other factors then architecture factors are also considered in the model. The
objective is to find factors that influence project success. This objective is
discussed in Section 8



Chapter 2.

Related work

N this chapter, literature is discussed that is about the value of EA. Some literature
I is about how EA should be implemented in enterprises in terms of its organization.
It discusses several internal structures of enterprises that have proven to be effective in
the field of EA and summarizes how these enterprises organized EA and its governance.
However, this situation is not applicable to FinCom, as this research assumes that the
governance of KA in the company is mature and efficient and this is not an objective of
the research.

2.1. Intangible value of EA

Enterprises have problems implementing their strategic initiatives according to [Hooger-
vorst| (2004b): There are three important causes why these initiatives are failing:

e Strategic initiatives are focused more on what things should be implemented rather
than how

e The various domains (business, information, technology) are not considered in co-
operation with each other

e The (often tacitly) applied principles and rules are not consistent.

These issues provide us with high-level reasons on why there is a need for EA. EA
resolves the inconsistencies described above and formulates principles in a coherent and
consistent way. Once EA has been applied, it will enable enterprises to reap the benefits
of EA, providing that EA is applied correctly. There is much interest on indicating these
benefits of EA. An important reason for this is that an application of EA is accompanied
by additional costs and efforts. Therefore an important question is what the benefits of
EA are. As stated before, much literature is available on these topic. For instance,
Hoogervorst (2004a)) claims that the benefits of EA can be divided in three issues:

o FEnterprise Architecture enables integration
This means that EA integrates the several domains that an enterprise consists
of. Such a domain could be a business, information or information technology
domain. Applying principles to these domains lead to better integration between
the domains.

25



Chapter 2. Related work

Enterprise Architecture enables successful change

Strategic plans within an enterprise are always accompanied by certain changes. A
change in an enterprise influences the way in which the enterprise is constructed.
Therefore, EA also needs to encompass constructional principles. Only when the
need for this constructional perspective is acknowledged, EA is able to support in
successfully implementing changes.

Enterprise Architecture enables agility.

Because enterprises operate in increasingly dynamic markets, they need to be able
to change their business as well as the supporting I'T processes. In order to achieve
this, design principles help designers in constructing the enterprises in such a way
that they are agile and, as such, can anticipate quickly to environment changes.

Rosser| (2004) postulates that, when EA is correctly applied, the benefits of EA that are
interesting for the business staff of an enterprise, fall into two main areas:

1.

The direct improvements in the performance of IT itself (business is looking for
lower overall costs from IT)

. The improved enterprise business performance achieved because IT enables the

effective pursuit of the business strategy.

Rijsenbrij and Delen| (2003) further elaborates on these benefits and describes where they
will lead to in practice. According to them, EA:

defines structure and provides overlook
supports decision making and reduces risks

ensures that the targets of an enterprise are met and takes care of its business I'T
alignment

foresees in guidelines for development and outsourcing
uniforms the application of IT

assures readiness for future I'T developments

supports business transformations and migration planning
simplifies the use of of-the-shelf-software

aids integration of systems

stimulates the reuse of proven technology

simplifies the integration of partners like service providers (Rijsenbrij and Delen)
2003]).

Much more literature can be found on this topic, however, they all seem to originate
from the above three basis principles specified by Hoogervorst| (2004aj).
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2.2. Effectiveness of EA

2.2. Effectiveness of EA

Yet, not much literature is available on how to achieve effectiveness of EA. It is still highly
uncertain (in some businesses) and little research evidence establishes the (tangible)
benefits of EA or helps firms assess their EA (Kamogawa and Okadal [2005). [Kamogawa
and Okadal (2005)) introduces a framework that functions as a starting point for assessing
the value of EA, by addressing the success factors in an EA implementation. They derive,
from research done by |Schekkerman (2005) and, according to a survey, the following
assumptions regarding the implementation of EA can be made:

e Methodologies and tools for EA will be effective for developing and maintaining
EA

e The more Governance that is established and penetrated into the IT community,
including the I'T Department, the more beneficial EA will be to EA development
and maintenance

e If the top management of a firm improves cognition with regard to EA, the effect
and benefits of EA will be higher.

These results function as the basis for addressing success factors of EA. The above state-
ment mentions the term Governance. Governance is the process of utilizing, maintaining
and improving EA. From the assumptions above, the following influential factors on EA
can be derived (Kamogawa and Okada;, [2005):

e Enterprise Architecture Development Power (EADP)
e Enterprise Architecture Cognition (EAC)

e Enterprise Architecture with Governance (EAWG).

These factors are crucial for the correct and significant application of EA. EADP shows
that the roles and skills of those involved with applying EA are a key success factor.
EAC means commitment and involvement of the senior management at board level in
the application of EA. This includes the CEO and CIO line of business managers. EAWG
is about establishing the importance of governance, which is needed in order to maintain
the EA initiative. It is necessary to adapt EA to changes in business environment and
this is an ongoing process that needs governance. Because of this ongoing process, it is
not possible to successfully implement EA without governance.

Subsequently, Kamogawa and Okadal (2005) denote four business values which can be
derived from Weill| (2004]):

1. Business process excellence. The business operations will need to be cost-conscious,
efficient and productive

2. Customer Oriented. Extraordinary customer service, responsiveness based on deep
customer information and knowledge
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3. Innovation. Being the first in the market with innovative products and services,
support for rapid Research and Design (R&D) commercialization processes

4. Strategic Adaptability. The ability to rapidly penetrate new markets and being
able to quickly respond to competitor initiatives.

Next, these business values are combined with the influential factors of EA in order to
obtain the success factors, resulting in Table

Table 2.1: Business values versus influential factors (Kamogawa and Okadd, |2005)

Influential factors
Business values EA development Governance EA Cognition
Power
Business Process Architect dependent Management process
Excellence
Customer Oriented Principle
Innovation Architect dependent Investment priority
Strategic Adaptability Top management

The contents of Table show us what the critical success factors are in an EA ap-
proach. It reveals that the skills of architects are a matter of major concern. Another
conclusion is that when governance on EA is applied correctly, it will lead to cost effec-
tive and productive business processes. Accordingly, focusing on customer orientation is
achieved by governing principles that represent the customer orientation. In addition to
the guiding principles, prioritizing I'T investments will enhance and simplify the process
of offering new products and services and, in turn, focus on innovation. Finally, top man-
agement must recognize EA as making it possible to be strategic adaptive and compete
with the best competitors.

2.3. Tangible value of EA

However, the literature mentioned to this point does not discuss techniques for measuring
the (tangible) value of EA. |Guptill et al.| (1998) discusses the possibilities of assessing the
financial consequences of EA. It has become clear that EA does not fit in the traditional
Return On Investment (ROT) model, since there are a lot of intangible assets involved
with EA. A better way to effectively and efficiently manage IT organization (based on
costs) is to combine the Total Cost of Ownership (TCO) with the Return on IT (ROIT)
method of Gartner. Yet, this does not concern the value assessment of EA, but of IT
instead. However, we find it interesting to mention it here. TCO is a technique that
makes a difference between two types of costs: direct costs and indirect costs. Direct
costs are explicit expenditures such as buying hardware or software, help desk support or
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development. Indirect costs are costs hidden in the organization, such as lost productivity
due to a server breakdown.

The ROIT method consists of two elements, from which the first is "situational aware-
ness". This entails that the management of an enterprise must have a clear understanding
on the current situation in the sense that it is fully aware of the processes in the enter-
prise. Additionally, the management must know what the I'T situation is within the
enterprise. When these conditions are met, the value of so-called Business Requirement
Units can be addressed:

e Risk/availability
e Complexity of application

e Service/support (Guptill et al. 1998).

Each of these requirements contains a set of defined states (according to the enterprise)
and each is accompanied with a weight factor. By multiplying these weight factors with
the belonging states, a value of the technology in the organization is established.

The other element in ROIT entails the organization metrics. These metrics represent
the values of criteria of the stakeholders involved. Such criteria could be functionality,
availability, customer support, performance, effectiveness or expertise. The values of
these metrics can be established by surveys. In this way, the intangible assets are covered.

However, this method also does not involve measuring the value of EA on the enterprise.
Instead, it focuses on the value of IT. A drawback of this method is that it involves
estimating the weight factors, so that there is still considerable uncertainty involved.
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Chapter 3.
Research approach

EGARDING this chapter, the approach for the research is discussed. The reasons for
R choosing this approach are elaborated and subsequently the quality and risks are
discussed.

3.1. Introduction

This thesis aims to quantify the added value of EA. An attempt will be made to make
the application of EA tangible in such a way that enterprises will see EA as a business
enabler rather than as a costly exercise without clear added value. It is crucial that we
define the ’added ’value of EA’ beforehand:

"The added value of EA is defined as the value of the result of EA that is
achieved compared to the value of the result that would have been achieved
if EA was not applied"

This definition implies that we have to isolate the result of EA on projects from other
factors that influence the project, in order to obtain this ’specific’ value.

In order to examine the levels on which architecture operates, consider the generic
model for information management as depicted in Figure This model is derived
from the basic model of Henderson and Venkatraman (1992) and an ’information and
communication’ column is added as well as a ’structure row’. These both represent the
areas for which architecture defines the concepts and tools. Consequently, architecture
links business to technology as well as strategy to operation.

According to [Slot| (2008), the value of EA can be investigated by looking at
the five steps of a transformation process:

1. Develop a vision of the new situation

2. Develop a strategy to achieve the new situation

3. Describe the new situation

4. Describe a migration path towards the new situation

5. Implement the new situation.
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Information
Business and Technology

communication

Strategy | | | |

Structure | | -

Operations | | |

Figure 3.1: Generic model for information management (Maes, |1999)

These steps can also be performed without considering the use of EA. However, EA is
seen as a concept that émproves the quality of these steps. This leads to the following
statement:

"Enterprise Architecture is a management instrument to improve the quality
of the Business and IT transformation process" (Slot), 2008)

Consequently, [Slot| (2008)) defines the role of EA in these five steps:

o A supportive role during the development of the vision and the strategy. Architec-
ture may highlight new (technical) possibilities, to be included in the vision and
strategy

o A leading role during the description of the new situation. Architecture will struc-
ture and describe the vision into more detail

o A cooperative role during the description of the migration path. Definition of the
migration path is done cooperatively between line management, program manage-
ment and architecture

o A controlling role during the implementation. Architecture will restrict the choices
of the implementation in order to improve the alignment between vision and im-
plementation.

Consequently, the value of EA in the business I'T transformation process can
be depicted by Figure 3.2

From this picture, the levels on which the value of EA can be examined can be derived.
Consequently, the value of architecture appears on three levels:

e Strategic level
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Figure 3.2: Transformation from wvision to operation (Slot, 2008)

e Tactical level

e Operational level.

This research focuses on establishing the value of architecture on operational level. This
approach is considered as the most accessible and convincing, since this level enables us
to use a short term approach that processes project data, rather than ending up with
complicated and long term strategic plans.

To assess the added value of EA for IT projects the results of finished projects are
compared with the use of EA in these projects. The researched projects are restricted to
those that are performed within a large financial company. Because some information in
this thesis contains business sensitive topics the name of this company is fictitious. We
shall call the company FinCom from here on.

In order to obtain the project data two distinct project records are needed: input fac-
tors and output factors. Input factors are the factors in a project which values distinguish
the project from other projects (experience of the project team, level of technological
complexity, etc). The impact of architecture on a project is difficult to examine if other
non-architecture related factors influence the project. Therefore we will need to capture
both architecture oriented factors and non-architecture factors in the input factors. The
set of analyzed projects differs in the use of architecture. Some projects were executed in
strict alignment with architecture, while other projects had no architecture influence at
all. It is assumed that the quality of project architecture positively correlates with these
results. . Project Architecture is the prescriptive notion of architecture that is used in a
project in order to align it with the overarching EA. The EA consists of a set of rules that
are described on enterprise level. All notions of architecture in FinCom are considered
to be prescriptive. With 'quality of architecture’ we mean whether the architecture is
complete, up-to date, consistent and relevant.
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To determine the values of these input factors an interview approach is used. Project
stakeholders (such as architects, project managers, etc.) are interviewed. Some factors
that consider the result of the project are included in this category as well. However,
two special factors do not belong to this category, they belong to the output factors.

These output factors represent the project success. In order to define project success
we must first answer the question what FinCom wants to achieve in executing its projects.
There are several reasons for initiating the projects. Some projects are set up for reasons
that relate to the core values of an enterprise, such as the offering of a new service or
product. Other projects are set up for more supportive reasons such as maintenance
projects, projects due to legislative changes, etc. Considering the previous we cannot
define project success in terms of value that is in any way related to the long term
economic profit of an enterprise. Therefore we choose for an approach that considers all
the projects as tasks or jobs that need to be finished and thus a project is successful if it is
finished on time and within budget. An assumption here is that, if EA has added value,
it will aid in keeping the execution of projects within the planned time and budget. This
entails that if a project has neither time nor budget overrun it is considered successful
(the rationale for this is explained in Section [3.5). As been stated before, more factors
representing project result are incorporated. However, these also belong to the category
‘input factors’. Output factors remain the most important project results.

The outcome referred to here is expressed in terms of budget and time. Project quality
is also considered, but since these figures cannot directly be retrieved from enterprise
documents, we consider them less accurate. However, these data are collected through
interviews, as explained in Section [3.2]

This research is performed in two different ways. These ways arise from the input from
practice in one way and the input of theory in the other way. The two ways that can be
indicated are:

e Top-down approach. Hypotheses with regard to the use of architecture are set up
and, with the help of data from practice, statistical analysis will test them. This
is discussed in Section on page

e Bottom-up approach. Factors in IT projects are assigned and statistical analysis
will be used in testing these. An attempt is made to explain these relations. This
approach is discussed in Section on page [39}

At the end of the research, these approaches will be combined. This will result in the
delivery of one model.

This thesis is part of a larger research project, performed by Capgemini employees. It
is important to note that the construction of this model takes part in a larger Research
Framework that is shown in Figure [3.3]

This flow diagram shows that the construction of a model (to be discussed in the
following section) is influenced by the input of the “select projects” phase and the ’gather
statistical results’ phase. The scope of the thesis consists of the light-blue oval.

34



3.1. Introduction

E
suoneue|dx3

NIV papualxa
ol erep 109/oid sJ039e} 193loud
sayoeoidde Jo Buusyren JO uonuyaq

yog buibisiy

E
sasaylodAH

2dods sisay |

WBI0 Yum uonos|es

uonesadood 109(0.d 10}
syo9/oid
u| sreob BLBIID DUEFEEES
1090ud 109foud 4 no3|
Jo uonisinboy jJo uomuyaq

Research Framework

Figure 3.3

35



Chapter 3. Research approach

3.2. Top-down approach

This approach starts by translationing the relations that are assumed to exist in hy-
potheses. If we can confirm a hypothesis through statistics we are more certain that
the statistical relation was not based on sheer coincidence. The Architecture Effective-
ness Model (AEM) is set up in which hypotheses between question answers and project
time and cost overrun are shown. As an example of how the AEM works, consider the
following:

What we could, for instance, find in literature is that architecture stimulates the use of
generic services (with a generic service being a service that is developed with the aspect
of reuse in mind. This term seems rather vague, but a generic service is used for many
things that have these characteristics within FinCom). Consider the next two statements
that could be formulated as hypotheses in the AEM:

e Enterprise architecture stimulates the use of generic services

e The more generic services are used in the project, the more predictable the final
project budget will be.

If we want to test these statements to practice, we try to find confirmation of them in
practice, by statistically comparing data on these statements. Therefore, we need to
extract data items out of projects. For this example, the following data items can be of
use:

1. Level of project compliancy to enterprise architecture (this is assumed to represent
the extent of use of EA)

2. Number of generic services used

3. Budget overrun at the end of the project.

Concluding from the two statements from the example, we can say that EA aids in
keeping projects within budget. When formulating this conclusion, the two hypotheses
are interrelated through the project variable “Number of generic services used”. The
project variable “level of compliancy to enterprise architecture” acts as input factor in
this case. The “budget overrun at the end of the project” variable acts as an output
factor here. These values are used for statistical analysis.

Schematically, the process of constructing and testing these hypotheses is shown in
Figure 3.4

Step I contains a model creation derived from two inputs. The first input is the
architecture of the problem owner (FinCom). This includes architecture concepts that
are specific for the problem owner. The second input is the notion of EA according
to literature. This is derived from several documents existing in the field of EA. The
AEM contains several hypotheses about the value of EA that are deduced from the two
sides of EA located in the first step. These hypotheses represent assumptions about the
effects of Project Architecture on project results. The AEM is therefore tailored to the
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Figure 3.5: Constructing hypotheses in the Architecture Effectiveness Model

problem owner FinCom (later, the conclusions derived from the AEM will be presented
in a generic way, such that they apply to general EA contexts).

Step II is where the theory of step I meets practice of real projects. At this point a
statistical analysis on the hypotheses by using project data is performed. The projects
are selected according to several project criteria. An example of such a project criterion
is that the budget spent on a project must be less than a maximum set in the criterion.
Another example of a project criterion is: the project should to be finished at the time
the gathering of project data starts and that occurred not too long ago (aim is within 3
years).

In the AEM is documented which factors are assumed to influence each other. The
values of the input factors (A to G) distinguish one project from another. The outcome
of a project (that represents the success of project) is represented by the values of the
output factors (T and U). Summarizing, from the start this Architecture Effectiveness
Model is initiated from the notion of EA (step I). After this it is tested whether practice
meets the hypotheses positioned in the AEM. Statistical analysis is then performed at
the hypotheses. This step is displayed in Figure (3.9

Step I1II designates the processing of the results of the statistical analysis. A check is

38



3.3. Bottom-up approach

Input
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44— |Indicates a statistical relation being found

Figure 3.6: An example of the bottom-up model

performed whether the results correspond with the hypotheses constituted or not.

Step IV provides the conclusions. They constitute the final model of how the input
factors influence project success. The model shows how EA has to be applied in such a
way that the revenues of a project will increase.

3.3. Bottom-up approach

It is possible that relations between input factors that have been found are not incor-
porated in the AEM. Therefore, the bottom-up approach has been set up. We will use
the statistical data that has been acquired. The relations between input factors will be
examined by using statistical analysis. Subsequently, these relations are examined and,
if possible, an explanation is given why they are related. The bottom up model contains
all relations that can be explained. Note that output factors are not included in this
model, since these will be covered in the top-down approach. However, we also want
to incorporate these relations in the AEM, and this will eventually lead to the extended
AFEM.

3.4. Combination top-down / bottom-up

In order to produce the result of the research in one model, the extended AEM is con-
structed. This model combines the top-down and bottom-up approach in one model.
This is the phase were the hypotheses are tested. When an hypotheses can be validated,
this will be shown as such in the extended AEM. Consequently, all relations from the
bottom-up model are incorporated in the extended AEM.
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3.5. Justification of this approach

In order to justify the approach as mentioned in Section and Section Several
issues that apply to a research of this nature are discussed:

Gathering of data Architecture related topics are only scarcely documented within
FinCom and therefore an interview approach is chosen. These topics can include issues
such as the numbers of architects meetings, the quality of the architecture, etc. Generally,
these kinds of topics are difficult to obtain from existing data. More specifically, i.e. in
the situation for FinCom, this information is not present in their documents.

However, financial and time data of projects can be obtained from the enterprise’s
business administration. Therefore, an interview approach is not necessarily for these
types of data.

Research method We want to use a methodology which is widely accepted. Six Sigma
is an methodology that seems to embody this requirement. A wide range of companies
have found that when the Six Sigma philosophy is fully embraced, the enterprise thrives
(Benbow and Kubiak, 2005). Furthermore, (Eckes, 2001) continues, "a number of major
American companies have been able to achieve or maintain a leading position on their
market. During the 1980’s, many industrialized countries made an effort to improve
procedures in their business. Various approaches were used, but only the ones that were
based on a scientific method of data analysis, got the best results." Therefore, we are
looking for an methodology that embraces scientific tools. According to Eckes (2001,
the Six Sigma method allies scientific rigor with psychological ﬂexibilityﬂ The concept
serves to provide statistical measurements of the performance of a service or product.
This enables us to use a set of powerful statistical techniques on the gathered data.

In order to comprehend how Six Sigma leads to higher quality of service and products,
we consider the steps of the Six Sigma methodology. We take a look at the most popular
method in Six Sigma. This basic strategy of Six Sigma is indicated by the acronym
DMAIC (Linderman et al., 2003; Benbow and Kubiak, 2005):

Define Definition of the scope of the project, project goals, methods of measurements
towards a goal and baseline data on the current state

Measure Development of process maps and flowcharts, collecting and summarizing data

Analyze Application of statistical methods on the gathered data, drawing of conclusions
and their corresponding probabilities

Improve Optimization of the process based upon the analysis using techniques like De-
sign of Experiments (Joseph) 2005)

!This psychological flexibility’ is an important detail here, since the data are mainly obtained through
interviews.
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Six Sigma
Define Characterizations
Measure

»  Experiments

Analyze

Improve

Control

> Hypotheses » Predictions

Figure 3.7: Siz Sigma combined with the scientific method

Control To ensure that any variances are corrected before they result in defects. Set up
pilot runs to establish process capability, transition to production and thereafter
continuously measure the process and institute control mechanisms.

We see that (Eckes, 2001) makes an allusion to the scientific method. In order to verify
whether this concept of the scientific method coincides with other concepts, we consider
other definitions of the scientific method: Jevons| (1877) explains the scientific method
by describing its elements:

Characterizations Observe, define and measure the subject of inquiry
Hypotheses Construct a cause-and-effect relation
Predictions Try to find statements that follow directly from the hypotheses

Experiments Test the statements and find whether these are true.

In Figure is shown how this exposition of the scientific method combines with Six
Sigma.

However, not all literature sources seem to agree on this scientific element in Six Sigma.
Hahn et al. (1999) claims that, apart from the analysis in Six Sigma, a theoretical foun-
dation of Six Sigma is lacking, it has no basis for research other than "best practice"
studies. Six Sigma has not been carefully defined in either the practitioner or academic
literature. Hahn et al| (1999) claim that this has resulted in some confusion, since
each author provides a different definition. In an attempt to develop the concepts and
principles underlying Six Sigma (and thus serve as a theoretical foundation of scientific
knowledge on Six Sigma), the following definition is used:

Six Sigma is an organized and systematic method for strategic process improvement and
new product and service development that relies on statistical methods and the scientific
method to make dramatic reductions in customer defined defect rates (Linderman et al.
2003)).
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In order to obtain a theoretical endorsement of Six Sigma, the theory of Six Sigma
is related to goal theory (Linderman et al., 2003). Research in goal theory shows a
strong relation between goal setting and performance. For example, [White and Locke
(1981) studied a multinational company and found goal setting correlated with perfor-
mance for managers, clerical workers, and professionals. Bryan and Locke| (1967) also
reported that swimmers who received training in goal setting significantly improved their
performance over swimmers who did not receive training. These studies illustrate the
importance that goal setting has on performance in a wide range of settings. Because
factors that determine the value of EA are not always easily quantifiable, we look at the
following suggestion of (Linderman et al., [2003): "Sometimes quantitative data may not
exist for the process, as often occurs with a new process, and setting specific quantitative
goals becomes more challenging. In this situation managers should seek out alternative
methods to establish explicit goals, possibly using financial or customer satisfaction data
to set goals rather than relying on do-best goals". Because quantitative data directly
related to EA do not exist for this case study, we will use financial data in the ’setting
specific quantitative goals’ for maximizing the EA performance of FinCom.

Output factors

Given the issues raised in Section the output factors are time and budget overrun
figures of each project. It is important to define time and budget overrun. Adopting
from definitions from literature on the concept overrun, consider the following definition
of overrun:

"In the context of project financing, the amount of capital expenditures or
funding above the original estimate to complete the project" (Campbell, [2002)

This definition specifies the budget overrun. We want to change the definition of overrun
in such a way that it is relative; this makes the budget overrun for several projects able
to compare them with each other. In other words, it makes the overrun of a project
independent of the project size (in terms of budget or time). Therefore, the definition of
budget overrun that is used in this thesis is:

Ba =By 100% (3.1)
P

where

B, = the amount of capital expenditures that was spent to complete the project
B, = the amount of capital expenditures in the original estimate to complete the
project
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Consequently, the definition of time overrun is:

T, - 1T,

Tp

* 100% (3.2)

where

T, = the amount of time that was spent to complete the project
T, = the amount of time expenditures in the original estimate to complete the project

In this definition both time values are expressed in days. It does not involve the amount
of time that was actually spent on working on the project. In other words, if the project
stopped for a while, this time is also incorporated in the time overrun.

One can argue whether it is advisable to correlate the architecture factors in a project
with the budget and time overrun in a project. Another suggestion might be to compare
the architecture factors to the business value of the project. This would not make much
sense, since the business value of a project depends on more factors than the time and
budget overrun of the project itself. This idea is also supported by [Kamogawa and Okada
(2005): "From the potential benefits of e-business conducted by extended enterprise, we
address requirements of EA effectiveness for organizations which result from cost and time
savings to bring competitive advantage and to support organizational change". Note that
Kamogawa and Okadal (2005)) mentions "cost and time savings", which is exactly what
we examine on project level in this research.

Additionally, if the architecture in a project (the Project Architecture) helps the project
to be successful, then the business value does not necessarily have to be high. A project
can be very successful and does not have to lead to higher enterprise profits. Therefore,
we choose to compare the input factors to the time and budget overrun data, since this
information is available and considered most accurate.

We do not discuss the used statistical methods here as these will be discussed in
Chapter

3.6. Quality

How can we guarantee high project quality? Well, if we look at the phases of the full
project scope as portrayed in Figure [3.3] there are several steps in which quality is a
critical factor. In this paragraph not only the blue oval is considered, but also the
quality issues of the phases outside the blue oval. The most important quality issues are
discussed here.

Definition of project criteria for project selection This phase has a considerable influ-
ence on the rest of the case study. It is decisive for selecting the project for the research.
Therefore we must pay attention to formulating these project criteria.
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Definition of input factors The phase ’definition of the input factors’ is a very impor-
tant. Here, the factors analyzed in the case study are determined. This includes both
the input factors as output factors’]

The quality of the input factors has several dimensions. The first is whether the input
factors are the correct ones (a matter of wvalidity, according to |[Reidenbach and Goeke
(2006))). In order to determine what factors to choose, we must keep in mind that not
only architecture factors decide the success of a projec‘ﬂ Other factors that influence
the outcome of a project are factors such as complexity of the technical implementation,
amount of stakeholders involved in the project, etc. These factors might even have more
influence on the outcome of a project than architecture factors. As a consequence, it is
important for this research to make a difference between several types of factors. Each
group of factors belonging to the same factor type, must have the correct factors in order
to accurately represent that factor type. Section further elaborates on this topic.

Another dimension that must be taken into account here is whether the factors can be
represented by a question in the interview. Will we obtain the desired answers for the
questions (a matter of reliability, according to [Reidenbach and Goeke| (2006]))7 Can we
expect from the interviewee that he or she is able to answer the question? Is the question
specific enough to obtain a variety in its answers? Is this variety not caused by different
interpretations to this question? These kind of issues are important when establishing
the factors and constructing the questionnaire.

The output factors are obtained through several of the company’s internal business
administration systems. At the start of this research, these figures were considered
reliable. However, when examining these data, they did not seem to encompass a good
quality. This is further discussed in Section [8.2.1]

Formulating and refining hypotheses The next phase in the previously depicted re-
search framework is the setting up and adjusting of hypotheses. In this phase the hy-
potheses are constructed and the results of the statistical analysis are processed. The
quality of these hypotheses is very important. If we would find a correlation between
two factors in the statistical analysis, this would not necessarily mean that there is a
causal relation between these two factors. Claiming that correlation implies causation
is known as a type of logical fallacy and is indicated by the Latin term cum hoc ergo
propter hoc(Niles, 1922)). There are 4 possibilities that explain circumstances of no causal
relation A — B being present:

e If we find a correlation between A — B, this could be caused by the fact that both
A and B of the same cause. In formulas, C' — A and C — B

e The opposite might be true, B — A

e The correlation can be based on sheer coincidence

2This definition can be found in the Glossary.
3The term ’project success’ is explained in Chapter
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e A can be the cause of B, but at the same time B can be the cause of A (A — B
and B — A). This situation is called a self-reinforcing system (Wiener, 1961))

In conclusion, there can be no conclusion made regarding the existence or the direction of
a cause-and-effect relationship only from the fact that A and B are correlated. Instead,
we use the scientific approach and analyze the situation and construct a hypothesis
from that situation. Then, if we find the hypothesis confirmed by statistical analysis
(in such a way that the factors in the hypothesis correlate), we keep the hypothesis in
the AEM. Therefore, if a correlation is found that confirms a hypothesis in Step IT (see
Section , we will consider that hypothesis as definitive and mark it as such in the
AEM. In conclusion, the case of logical fallacy will be excluded as much as possible
because we construct the hypotheses first and then apply the case studies. This is a top-
down approach, rather than bottom-up and merely constructing hypothesis from plain
data.

Selection of projects The phase of the selection of projects in the research framework
is an one-to-one application of the project criteria. Therefore the quality issues here
consider the correct selection of projects in agreement with the project criteria.

Gathering of project data  This phase consists of acquiring the data through interviews
and FinCom’s internal business administration systems. Regarding the acquisition of
data through interviews, how can we ascertain that the interviewee does not give us
biased answers? When constructing the list of input factors, the factors are typically
grouped into categories initially, simply to aid the comprehensiveness of those factors. If
we would present the questions to the interviewee in this same order, there is a risk that
the interviewee develops patterns of responses corresponding to the grouping of questions.
For instance, in a research on the customer satisfaction of a manufacturer of earth-moving
equipment, we want to ask questions in the categories (a) machine performance, (b)
dealer service, (c) dealer parts and (d) dealer sales. Then, if a respondent has good or
bad experience with a field service mechanic, he or she is prone to answer all successive
questions on dealer service with high or low ratings. In order to avoid this kind of
bias in the respondents’ answers, we will put the randomize the order of the questions
(Reidenbach and Goekel 2006]).

Performance of statistical analysis Since different types of data need corresponding
statistical methods, we must make the right selection of statistical methods that are used.
This will further be discussed in Chapter [3]

3.7. Risks

In this section we will discuss possible risks that may surface in the research. Following
the same set-up as for the previous quality issues (Section [3.6]), we will discuss the phases
that are depicted in Figure [3.3
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Chapter 3. Research approach

Definition of project criteria for project selection In this phase, the projects from
which statistical data are obtained are selected. A risk here is not having project selection
criteria that are narrow enough. In this case the selected projects differ considerably from
each other. The results of a statistical analysis would contain too many contingencies in
this situation. On the other hand, it is important that the selection criteria are broadly
enough defined to include a significant number of projects. In other words, there is a
compromise between the number of projects that we can select and the narrowing of the
selected projects’ scope.

Definition of input factors Among the risks that are involved in this phase is that
we do not select the correct input factors. A danger is that we do not include crucial
projects factors that might strongly influence project results. Therefore, we first per-
form a thorough analysis for selecting the correct factors. This approach is discussed in
Section 6.2.11

There is also a risk of over-refining these factors. In this situation we will miss corre-
lations between factors that would have been found in the case of selecting fewer factors.

Formulating and refining hypotheses The risks in this phase will be discussed in Sec-
tion .3

Selection of projects The phase of the selection of projects in the research framework
is an one-to-one application of the project criteria. Therefore its risk issues are not as
important as long as the projects are selected in compliance with the project criteria.

Gathering of project data A major risk that might occur here is that we get incorrect
answers to our questions. Since the acquisition of these data has a large influence on
this examination, there is a risk that we end up with wrong conclusions. Therefore it
is important to ensure that the right answers to the questions are obtained. This is
safeguarded by the interviewer, by offering the possibility of mutual discussion on the
meaning of a question.

Another risk that can show up here is that we do not include the questions that relate
most to the outcome of the projects. In other words, we did not incorporate the project
factors that have a high influence on project outcomes. Given this situation, we will end
up with conclusions that encompass much less refinement compared to the situation that
the correct factors are incorporated in the research.

Performance of statistical analysis A risk here is that we might find relations that are
based on sheer coincidence. As discussed in Section this is an undesired situation
because we might erroneously confirm hypotheses.

Another risk is that we must pay attention to which statistical models are used. The
answers on questions will supply us with several types of data (nominal, interval or
ordinal measurement), which will each need their own statistical approach. This will
also be discussed in Chapter
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Chapter 4.
FinCom organizational background

HIS chapter elaborates on the enterprise FinCom. The EA organization at FinCom
T is discussed as well as the phases that are passed during a project.

4.1. Structure of FinCom

FinCom is a financial company that has its headquarters in the Netherlands. This
research has been performed for the BUNL (Business Unit Netherlands) of FinCom.
BUNL is divided into business and service centers. The Business Center is divided into
two value centers which serves two market segments: one for consumer clients and the
other for corporate clients. The value centers are supported by service centers. One
of these service centers is the Information Services (IS) center, which serves 7 business
domains within BUNL. A domain encapsulates a group of functions related to each other.
An example of such a domain is ’input handling’ which processes all documents that enter
the company and digitizes them. Each domain has its own architecture specified (the
Domain Architecture), which consists of a business architecture and an IS architecture.
This research is executed in behalf of the IS service center. The IT part of FinCom is
outsourced.
For reasons of confidentiality we can not elaborate deeply on FinCom.

4.2. Road-map for starting a project

When some department of FinCom wants to acquire resources to start a project, a busi-
ness study is performed beforehand. In this business study possible project risks as well
as opportunities are assessed and several deliverables are produced. Two of them are the
Business Area Definition (BAD) and the System Architecture Document (SAD). These
documents represent the blueprints of the project from, respectively, functional and im-
plementation level. Other deliverables in the business study are the Project Requirements
List (PRL) and the project proposal (PP). The PRL describes what the problem in the
current situation entails and the project proposal contains the time line of the project
and the budget specified for each phase. The start date and the planned end date are
also incorporated in the proposal [11

!These data are required when calculating the time and budget overrumn.
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FinCom has a specific way of focusing on architecture conformance. In order to provide
a stimulus for developing under a predefined architecture, the CAG ("Centrale Archi-
tectuur Groep") has been constituted. This committee monitors whether the projects
that are executed are constructed in line with the Domain Architecture (DA)EI. When the
business study phase has been completed, an Architecture Analysis (AA) document is
constructed in which is described whether the SAD is compliant with the domain archi-
tecture. The problem owner then contacts the CAG for requesting a "building permit"
based on the SAD and the AA document. This building permit represents an approval of
the CAG that functions as a permission for starting the project. This permission excludes
financial information and is only a confirmation for the conformance of the business and
system design to the architecture. The building permit is issued when the BAD/SAD
documents are in line with the existing domain architecture, according to the CAG. How-
ever, when this is not the case, a building permit can contain several conditions that are
expected to be met later on in the project.

After the decision of the CAG the problem owner heads to the PPG (Project Portfolio
Group) . This PPG consists of a group of high level managers, for instance the head of the
IS center of BUNL. The decisions that the PPG is authorized to make, involve decisions
that are above domain level. The PPG decides whether the project should take place
and, if confirmed, provides the necessary project resources. In making these decisions,
the PPG is advised by portfolio managers; in most cases these portfolio managers work
for one specific domain. In their decision for providing budget for the project, the PPG
takes a possible issue of a building permit into account as well.

Once the budget has been acquired for the project, the project will start and the
Functional Model Iteration (FMI, see Section phase will start.

During the DBI phase (the phase in which the project deliverables are constructed, see
Section , a change request (a request for a change in project scope) might arise. This
change has to be approved by the steering committee (see Section , and, if necessary,
acquired budget will be arranged in the same way as at the start of the project.

4.3. Stakeholders and phases during a project

Project manager (PM) Guides the IT project (the projects in this research are IT
projects) and is responsible for time and budget constraints in the project

Steering committee Belongs to a domain and its task is to steer the project in the right
direction and monitoring its risks and opportunities. The project manager has to
report the progress in the project to the steering committee. This committee can
overrule the project manager and make decisions for the project life cycle. When
considering large, strategic projects, it matters greatly that this steering committee
is a skillful group. The committee contains positions from both the value centers
as the service centers. During the project, the following phases are passed:

2The Domain Architecture contains both business and IS architecture and is specified for the domain
and its corresponding projects
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Functional Model Iteration (FMI) In this phase a prototype that represents the project
deliverables is constructed. When constructing this prototype, several risk or
project changes might come along. Therefore, the FMI phase is an iterative phase,
in order to be able to use feedback from a prototype that did not seem to meet
requirements. When changes in the direction of the project in the FMI phase are
desired, the permission of the steering committee is required.

Design and build iteration (DBI) This phase, consists of actually constructing the end
product. The goal is to fully deliver the product in accordance with the BAD and
SAD documents.

Implementation In this phase the product is implemented in the situation where it is
developed for. The project has come to an end and the final product is ready for
use in practice.

Evaluation. The project is evaluated and feedback is given so that future projects can
benefit from this.

4. 4. Architects at FinCom

FinCom is split into 7 functional domains. These domains together constitute the busi-
ness of the enterprise. Each domain has specified its own architecture, which have to
be in accordance with the ’general architecture rules’ specified within FinCom. Several
types of architects at FinCom are responsible for conforming to this architecture. These
architects are (schematically depicted in Figure {4.1)):

e Enterprise Architect. This IS architect works for one or more domains (see
within FinCom. The Enterprise Architect specifies the domain architec-
ture and his task is to take care that the initial design of the project is set up in
line with the domain architecture. He or she has a seat on the CAG and is involved
in projects during the business study. The architect’s task is to take care that the
initial architecture of the project is set up in line with the overarching architecture.
When this situation is the case, a building permit is issued.

e Business Architect. This architect also seats in the CAG and focuses on the Busi-
ness Architecture. He or she operates on all levels, i.e. above domain, domain
and project level. The business architect is charged with specifying the business
architecture and the compliance of the functional design of projects to the business
architecture.

e Domain Architect: This architect works for and has key knowledge of a domain.
He or she and is involved in guarding that the projects in a domain are executed
in accordance with the domain architecture. Whereas an Enterprise Architect
is charged with aligning the design at the start of the project with the domain
architecture, the domain architect’s task is to supervise that the project is actually
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Architecture domain

Business

Enterprise
Architecture
Business
Architect
Domain

Level

Architecture

Figure 4.1: Architecture at FinCom

executed according to this architecture. Subsequently, when a building permit is
issued with the condition to include additional issues, it is the task of the domain
architect to address these issues.

These architects are schematically depicted in Figure {.1]
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Chapter 5.
Statistical context

N this chapter we elaborate on the statistical methods that are used in the analysis
I and some additional background information on statistics is provided. The methods
are used in order to find a correlation between project data and to be able to confirm or
reject hypotheses.

5.1. Types of data

Quantitative data can be grouped into two types, continuous and discrete. Continuous
data result from measurements on some continuous scale such as length, weight or tem-
perature. These scales are called continuous because between any two values there is an
infinite number of other values. For example, between 1.537 cm and 1.538 cm, there are
values of 1.5372, 1.5373, 1.53724 and so on.

Discrete data result from counting the occurrence of events or facts. Examples might
include the number of paint runs per batch of painted parts or counting the number of
valves that leaked.

It is important to recognize the type of measurement scale for collecting data in order
to avoid measurement errors. We distinguish four types of measurements scales:

Nominal scales Includes categories of items that have no relation with each other. No
specific order between these categories can be assigned. Examples might
include a part list of a car, such as tires, steering wheel, brake discs, etc.

Ordinal scales The values in this scale refer to a position in a series, but the precise
differences between values can not be specified. An example could include
the position of a runner in a marathon (first, second, third).

Interval scales The differences between values are meaningful, but the values have no
absolute minimum. An example is the measurement of temperature. In this
case, 20 degrees Celsius is not twice as much as 10 degrees Celsius.

Ratio scales The differences between values are meaningful and the values do have an
absolute minimum. An example of this is the measurement of length in cm.
A length of zero cm equals zero length, and 20 cm is twice as long as 10 cm.
Another example of such a scale is the age of someone.
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Chapter 5. Statistical context

5.2. Descriptive statistics

The purpose of descriptive statistics is to present data in a way that will facilitate un-
derstanding. Consider for example the following data set of numbers:

{2,8,4,7,3,3,7,5,1,9, 2,2, 8, 8, 8}

The first data presentation that is discussed is the frequency distribution shown in
Table This table shows the amount of times that each value appears in a data set.
Graphically, this is depicted in a histogram, which is shown in Figure [5.1

The diagrams reveal information about the sample that was not obvious from the data
list, such as:

e The spread of the sample
e An indication of the shape of the sample

e An approximation of the center of the sample.

These three attributes, spread, shape, and center, are key to understanding the data and
the process that generates them.

The spread of the sample is also referred to as dispersion or variation (this latter term
is used in this research project) and is usually quantified with either the sample range
(defined as the highest value minus the lowest value) or the sample standard deviation.
The sample standard deviation is the more sophisticated metric and is defined as

(@ —2)°

n—1

S =

where

x = value of variable
Z = the sample mean or average
n = sample size

. This formula produces an estimate of the standard deviation of the population from
which the sample was drawn. If data for the entire population are used (which is rare in
piratical applications), the population standard deviation is defined as:

> (x — p)?
N

g =

where
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Table 5.1: Frequency distribution
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Figure 5.1: Ezample of a histogram

x =value of variable
p= the population mean or average
N= population size

. The center of the sample may be quantified in three ways:

e The mean, statical jargon for the more common word "average"
e The median, which is defined as the value that is in the middle of a sorted list

e The mode, which is the value that appears most frequent in the sample.

In Table a summary of these descriptive measures is shown.
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Table 5.2: Summary of descriptive measures

Name Symbol Formula/Description

Measures of Central Tendency

Mean %‘ %
Median X Middle number in sorted list
Mode Most frequent number
Measures of Dispersion
Range High value-low value
Standard deviation Z(sfile

Clearly, when large enough, the sample represents the population. Each population
also has its accompanying probability distribution. The possibility that a specific future
event happens, can be derived from this probability distribution.

Probability distributions are mathematically represented by a Probability Density
Function (PDF). The characteristics of a PDF are:

p(z) >0 VaeR (5.1)

/_ " p@)d(z) = 1 (5.2)

. Equation denotes the fact that the chance that an event x happens is always
equal to or larger than zero. Equation means that the sum of the chances for all
events x is 1.

Another method of displaying a probability function is the cumulative probability
function. In this function, for each X the chance specified for all x < X. Figure [5.2
shows a graph of such a function.

The cumulative probability function is defined as:

ep(u) = / p(z)dz (5.3)

—00

, where p(x) is the probability density function.

The Measures of Central Tendency (see Table can be derived from the probability
functions. For instance, the mean of a population is given by

(e}

[ avt@yita) (5.4)

—00
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P(x)

0 i X

Figure 5.2: Cumulative probability function

. Subsequently, the median of a population can be derived from the cumulative prob-

ability function. The median is the value of x where the cumulative value is 0.5, given
by

ep(x) = 0.5 (5.5)

. Additionally, the mode of a population is the number that appears the most in the
population. Therefore, the mode of a population can be derived from

px)=0 (5.6)

where p'(x)is the derivative of the probability density function p(z)

. An important probability density function is the normal distribution. The distribu-
tion is characterized by the mean (u) and the standard deviation (o). The probability
density function for the normal distribution is:

1 _(I*H)2
e —00 < T < 00 (5.7)

p(x) = oV2w

. In Figure [5.3] a sketch of the graph of probability density function of the normal
distribution is shown.

As can be see from the figure, the further away the values are from p, the less they
appear in the population. For example, approximately 95% of the values are within two
standard deviations and about 99.7% lie within three standard deviations from .

When a variable is normally distributed, sophisticated methods to compare it with
other values can be used. Therefore, it is wise to look for a translation function that
translates a histogram (which is in fact a discrete PDF) to one that looks normally dis-
tributed (Benbow and Kubiak, [2005). For example, consider the log-normal distribution
in Figure 5.4

If we obtain a histogram such as this, it is advisory to look for a log function that,
when applied to the values on the x-axis, produces a normal distribution.
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p(x)
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Figure 5.3: A sketch of the probability density function of the normal distribution

p(x)

" X

Figure 5.4: A sketch of the log-normal probability density function
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5.3. Risks

Another important statistical theory, which might be of use when considering the time
and budget overrun figures of projects, is the Central Limit Theorem:

Let X1, X9, X3,... X, be a sequence of independent, identically distributed
random variables each with mean p and variance o?. Then the distribution

of
Xi1+Xo+...+X, —
ovn
tends to the standard normal as n — oo. That is,
X1 +Xo+...+ X, — | Y
P{ 1+ X2+ + Xy nﬂga}_)/ €2dz (59)
J\/ﬁ V2T )

(Ross, 2007).

Because the outcome of a single project depends on many small factors, the total set of
project outcomes should look normally distributed. However, an important property of
the CLT is that the ’distributed random variables’ are independent. This is situation is
not the case in a project. In a project, the important factors might influence each other.
If they influence one another in the sense that one factor is multiplied with the other,
the total set of project outcomes will end up in a log-normal distribution as depicted in
Figure (Redner], {1990).

5.3. Risks

When examining risks that apply to the statistical phase, we must make a distinction
between the two approaches that are considered. As discussed in Chapter [3] we distin-
guish the top-down and bottom-up approach. Considering the top-down approach, we
must pay attention that we are specifying the proper hypotheses. These hypotheses can
arise from available literature or from assumptions. In view of the statistical analysis, a
check whether the specified hypothesis is confirmed in practice can be performed. Since
every hypothesis test uses samples of data from the actual population, there is a chance
that, although the analysis is flawless, the wrong conclusions are drawn.

When a causal relation is probable, a corresponding hypothesis is defined that states
that the relation does not exist (the null hypothesis).

Two different errors exist in this case:

e An error of Type I. When this error occurs, the null hypothesis is rejected while it
actually is true. The chance that this occurs must be low. Therefore, when ana-
lyzing two sets of data, only a high correlation level (a number will represent the
correlation) will provide more certainty in rejecting the null hypothesis and con-
firming the underlying relation. The chance of wrongly rejecting the null hypothesis
is called a.
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Null hypothesis
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Figure 5.5: Risks in the top-down/bottom-up approach

e An error of Type IL. This error occurs when a false null hypothesis is not rejected.
The chance for this error is called S.

In figure [5.5] the two error types are displayed.
Consequently, we want to minimize the o and 3 in order to minimize errors in the
hypothesis tests.

5.4. Methods used

Given the issues raised in Section it is important that we consider what statistical
methods we use.

5.4.1. Methods for testing relations among project factors

In order to test whether project factors are correlated, the scale of the project factors has
to be determined. Since these data are obtained through interviews, the scale of these
values is ordinal. After all, the answers that are obtained through the interviews are
specified in a one-to-six scale ranging from "completely disagree" to "completely agree"
(this is further discussed in Section [6.2.2]). Respondent answering "agree" is not twice as
much as one answering "somewhat agree". There is an order of the answers, but between
the answers there is no equal distance.

Because interviews produce an ordinal scale, we cannot use methods that require a
normal distribution in (at least) one of the factors.

Counsider Figure[5.6] A hypothesis test between project factors is a nonparametric test,
which is defined as:

"A hypothesis test that does not require the assumption that the population
is normally distributed" (Benbow and Kubiak, [2005))
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Note that the assumption mentioned here applies to hypotheses of project factors. It is
incorrect to view the total set of answers as "normally distributed", because the scale on
which the answers are based is nominal.

When following the flowchart in Figure [5.6] we end up with the Kruskal-Wallis test,
depicted by the circled 1.

The Kruskal-Wallis (K-W) hypothesis test is used to test whether two populations
have different medians. It requires independent samples and populations of the same
shape. The number of each sample must be larger than five. When the Kruskal-Wallis
test returns an « value of smaller than 0,15% , we consider it relevant. In this case, we
will perform an additional check whether a trend can be found in the medians.

5.4.2. Methods for testing relations between project factors and project
outcome

When we want to compare project factors with project outcome, the choice of the sta-
tistical method matters greatly. As stated before, project outcome is defined as the time
and budget overrun.

Since a normal distribution of this project outcome is desired (in order to be able to use
sophisticated statistical methods), we will, when these data are gathered, check whether
we can transform the histogram into a normal distribution. Therefore, when the project
outcome turns out to be (log)-normally distributed, we can apply new methods to this
calculation. Three methods are applied when examining these data.

According to Figure[5.6, ANOVA can be used in this situation, depicted by the circled
2. ANOVA stands for Analysis of Variance and this method is typically used to deter-
mine whether the data formed by the treatment options from a single factor designed
experiment indicate that the population means are different.

Another method that is used is Levene’s equal variances. Levene’s test is used whether
to test if two variances are equal. In Figure this method is depicted by the circled
number three.

The third method is the regression/fitted line test. This test tries to find a linear line
that describes the data. In this case, a project factor is set out on the x-axis and the
belonging project result on the y-axis. This method returns a value that indicates the
chance that the graph can be represented by a straight line.

5.4.3. Clustering method

When two data sets have similar values, a percentage can be calculated which repre-
sents the level of similarity between the two data sets. The method will be applied in
Section The method used here is called the "single linkage clustering" (or nearest
neighbor) method. The single linkage method determines the minimum distance between
two sets of data. In single linkage theory, the distance between these two data sets is
decided by the minimum distance between two elements in both sets that are closest to
each other.
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Figure 5.6: Hypothesis test flowchart (Benbow and Kubiakl, |2005)

60



5.4. Methods used

Mathematically, the distance D(X,Y’) between two data sets X and Y is described
by:

D(X,Y) = min(d(x,y))

where

d(z,y) is the distance between elements and X and Y are two sets of data. Applying this
algorithm produces a number between 0 and 100 which represents the level of similarity,
with 100 being exactly equal.
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Chapter 6.
Data acquisition

N this chapter, the data that form the basis of this research are acquired. The types of
I data that are discussed are depicted in Table

Table 6.1: Types of data in this research

Input factors H Output factors
Project factors Section [6.2.1 Budget overrun | Section (3.5
Theoretical factors | Section[6.2.3 Time overrun Section 3.5

In short, the input factors are related to the output factors. The input factors are
a combination from project factors extracted from projects augmented with theoretical
factors that are derived from theory. The values of these theoretical factors’ are composed
out of the values of project factors.

6.1. Project selection

In order to get a solid basis on which project data are required, we first need to select the
projects that we will include in our research. Therefore we set up a number of project
criteria according to which the projects are selected, see table

Table 6.2: Project selection criteria

Project selection criteria

1 IT projects only The scope of the thesis is limited to I'T' projects
2 Main focus of the project must be on software No pure package or infrastructure
development implementations, to prevent comparing different

types of projects with different characteristics

3 Gather projects with architecture and without To exclude other factors than the value of
architecture architecture
4 The Architect and preferably the Project Manager | To gather information of the project that is not
must still be available for an interview accessible otherwise
5 Minimum planned cost of 100.000 euros at start of | Exclude very large projects and very small
the project, no more than 10 million euros projects. These projects may need a different
approach
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Project selection criteria
Description Rationale
6 Start of project execution no longer than three Obtain recent projects to gain accurate
years ago information from Project Manager/Architect
7 Project must be finished or in the last phase (i.e. The results of the project must be available
the project results must be known)
8 Project must involve more than 5 developers To have a minimum size of the project in order to
dispel project simplicity
9 Project information must be available and reliable | To guarantee a trustworthy outcome
10 If projects contain off-shoring it must be clear We want to evaluate the influence of off-shoring
which parts are off-shored projects
11 If a project has both package implementation and Not to confound different types of activity (lower
bespoke software development we must be able to priority)
isolate the development part from the package
implementation part
12 Gather BUNL projects from various units Not to have only Operations, or Credits or
Front-End projects but to balance the projects
(lower priority)

After these criteria were applied to the project database of FinCom, we ended up with
40 projects. The data of these 40 projects are the basis of the research.

6.2. Input factors

In this section we will regard all project data that will be related to the time and budget
overrun. Two types of input factors are considered:

1. Project factors; these factors are directly related to the questions posed in the
interviews. These factors are constructed in particular for FinCom. Therefore,
these factors will contain terms that are well known within this enterprise. These
factors are discussed in Section [6.2.1]

2. Additional factors; these factors are added for several reason. They are described

in Section [6.2.3]

6.2.1. Project factors

In this section we will discuss the project factors that are incorporated in the research.
These project factors are set up on mutual agreement with other employees from Capgem-
ini. The factors correspond with questions that are posed during the interviews. It is
important to at least involve the most substantial factors that influence the outcome of
the project. In order to reach this, an extra step of specifying several categories to which
these project factors belong is performed. These categories are assumed to represent the
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areas in a project in which flaws can appear. These flaws are considered to have major
influence on the outcome of the project. The project factors, grouped according to their
category are portrayed in a mind map in Figure [6.1] In Appendix [A] a larger view on
this mind map is included.

The designated categories are:

e Architecture
In this category, architecture factors are incorporated. This category is the most
important for this research, since we want to measure the influence of this particular
category to the project result.

e Project Management
This category includes problems that might arise in the management of the project.
If there are problems in this area, time and budget keeping will be tough.

e Project Proposal Quality
This category summarizes the quality of the project proposal. If there are draw-
backs in the project proposal, the project is seemingly doomed to fail. That’s why
the phase of formulating the project proposal is a matter of major concern.

e Results

This category includes factors that are related to the deliverable of the project. In
all examined projects, the deliverable of the project is a software product or the
implementation of a software product. The reasons for including this category are
somewhat diverse. In one way, we want to acquire data on whether the project
deliverables are actually completed in accordance with the specifications in the
project proposal. In the other way, we are interested whether the result represents
the influence of architecture on the deliverable (for instance, the number of delivered
generic services in the end product). These are all results next to the results that
output factors represent.

o Skills
This category concerns the experience and skills of the participating people in the
project. The experience is divided into experience that is particularly important
for one project and general experience.

e General project variables.
This category relates to trivial factors such as project name, type. A possible issue
of a building permit by the CAG is considered in this category as well.

6.2.2. Collecting project factors

The input factors are collected on an interview basis with employees of FinCom. A ques-
tionnaire is used to question the respondents. The questionnaire consists 102 questions
and is shown in Appendix [Bl Note that the questions in the questionnaire are random-
ized in order to minimize bias in the respondents’ answers. This is further explained
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1 3

2 4 5 6
completely disagree
disagree comEmE] agree somewhat agree completely agree

disagree N/A or unknown

Figure 6.2: Ordinal scale of questionnaire answers

in Section Another method to reduce the bias in the respondents’ answers, is by
taking the interviews face to face. The time planned for taking an interview is one hour.
The interviewee does not see the questionnaire, and the questions are read to them. The
reason for this is to maximize the understanding of the questions. The interviewees are
able to ask more specific information on the questions if necessary. This is explicitly told
to them before the start of each interview.

When interviewees had participated in more projects, only one interview was taken.
The questionnaire was sent to them after wards with the request to fill them in for other
projects (that passed the project criteria).

The interviews involved ten business architects, fifteen domain architects, seven en-
terprise architects and three project leaders. Although these people represent different
functions in projects, the interviews were taken ceteris paribus.

The rating of the questions happened on several scales. Most questions were answered
on a one-to-six scale, ranging from 1-completely disagree to 6-completely agree. This
scale is shown in Figure [6.2]

Nominal scales are involved as well. This situation is the case with questions that are,
for instance, about the reason for a project (like question 170). In this case, there is
no order in the answers. Numbers are used for storing these answers, but they do not
designate any order relation.

Other questions were rated on a ratio scale. This scale is used, for instance, by an-
swering the question about the number of generic services (like question 204).

6.2.3. Additional factors

In addition to the input factors mentioned so far, other factors are added are added to
this category, for the following reasons:

e To make the AEM more suitable for use in general EA contexts, apart from being
specific for FinCom

e When one single project factor project does not show a relation with project out-
come, possibly the addition of factors that are topic related to that single factor
will show a relation. Therefore, factors that consist of the addition of the values of
project factors are formulated

e To make the model understandable. Additional factors are specified in such a way,
that these represent a group of project factors that contain similar content

e To replace several project factors that produced the same results. This is the
situation when the answers on questions are very much alike each other. Therefore
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it makes sense to replace these questions by a single factor that represents the
underlying questions.

These factors do not have their resemblance in the questionnaire (Appendix , but are
included in the AEM for the above reasons. We will call these factors theoretical factors.

In Rijsenbrij and Delen| (2003]) several benefits of architecture are stated. An effort is
made in this section to capture these benefits into project variables which will be included
in the AEM. Each of the statements of Rijsenbrij and Delen| (2003)will be examined and,
if a proper project variable can be derived, it is indicated by a number between braces.

“Architecture defines structure and provides an overlook”

This statement contains elements that are not directly quantifiable. However, this
topic can be covered by factors from the questionnaire. Therefore, we will capture this
project variable as structure and overlook {1}. Another project variable that can be
recorded is the extent of use of architecture. What Rijsenbrij and Delen| (2003]) seemingly
means is the level of compliancy to architecture. However, the advantages of working
with architecture surface only when the applied architecture is compliant with an exist-
ing overarching architecture. In conclusion, we will notate the variables structure and
overlook {1}, extent of compliancy to existing architecture {2} and quality of existing
architecture {3}. Consequently, if the quality of the existing architectureE] is not high,
it won’t have any positive effect on the structure and overlook {1}. The same holds for
{2}. The variables {2} and {3} seem to be dependent on each other. {2} makes no sense
if there’s no {3} and vice versa. Therefore, there is a need for introducing a new variable
which we will call architecture worth {4}.

“Architecture supports decision making and reduces risks”

In this statement we see that we can reuse the factor architecture worth {4} from
the previous statement (because we assume that “architecture” represents the worth of
architecture in a holistic meaning). We introduce the new factors ease of decision making
{5} and number of change requests {6}. The number of change requests is considered to
represent the risks in the project.

“Architecture ensures that the targets of an enterprise are met and takes
care of its business IT alignment”

To explain the above statement, let’s take a pizzeria for example. If a pizzeria has in
its EA a principle that says that pizza’s must be made from cardboard, then the target
of selling more than 150 pizza’s a month will probably not be reached. Therefore, it is
important that the EA is set up in accordance with the targets of an enterprise. Also,
if we focus on the part “business I'T alignment” in the sentence, we can conclude that
the results of this statement are not easily visible in an enterprise. Concluding from this
we can say that architecture, among others, improves the functional performance of an
enterprise. The results of this statement are not directly noticeable. These results also
depend on what is stated in the EA. We might summarize the above as, when using
architecture, the enterprise as a whole has better compliancy to its goals and targets.
However, since the scope of our research is limited to the value of architecture on project

!See Glossary for definition of the quality of architecture
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level, we cannot examine these large scale results of architecture. We therefore do not
capture this statement in our framework.

“Architecture foresees in guidelines for development and outsourcing”

This statement says something about two benefits of working with architecture: guide-
lines for development and guidelines for outsourcing. When we take the first benefit
into account, we see that these ‘development’ guidelines have their direct resemblance
on project level. As such, the development process in a project will be supported by
these guidelines. Therefore we introduce a new variable called complexity of develop-
ment process {7}. The benefit of outsourcing does not need to have its resemblance in
a project. For instance, if the EA does not contain any outsourcing-related principles,
it is not likely that parts of the project will be outsourced. However, if the EA does
contain outsourcing-related principles, it is more probable that parts of the project are
outsourced. Concluding, outsourcing depends on what is stated about it in the EA. A
positive effect of working with EA is that the IT components of an enterprise are more
likely to be built according to the specified I'T architecture. Because of the compliance to
this I'T architecture, the several components of the end product work together in a better
way (since they are built according to the same IT architecture). We will capture this as
a project variable which we will call standardized components {8}. Another reason why
architecture leads to standardization is that architecture is applied through the use of
architecture frameworks that promote standardization. Standardizing components could
work as an incentive for outsourcing in a way that it is easier to outsource a component
by taking it out of the original system in such a way that the system’ function and oper-
ation doesn’t change. So we add in the project factor list a new project variable degree
of outsourcing {9).

“Architecture uniforms the application of I'T”

The verb “to uniform” literally means “make of the same form”. Like houses in a
residential area are built according to the same architecture, IT can also have “houses”
(components) of the same architecture. The architecture statement above seemingly
denotes the same as the project variable “standardized components”. Therefore, we do
not add an extra project variable here.

“Architecture assures readiness for future IT developments”

This statement can be explained by the fact that architecture can provide service
oriented solutions. A service oriented environment stimulates the adoption of new tech-
nologies as services. Therefore it is easier to adapt new I'T developments. Since future
IT developments are likely to be compatible with standards and, with {8} in mind, we
define a new project variable readiness for new IT developments {10}.

“Architecture supports business transformations and migration planning”

A business transformation is made easier since EA also provides guidelines for the busi-
ness of an enterprise. Because these guidelines provide structure in the web of business
processes of an enterprise {1}, it is easier to perform transformations within an enter-
prise. In the same way, migrations are easier since there is more structure and overlook
{1}. As such, {1} links two different statements. Summarizing, we record the project
variables business transformations {11} and support for migration planning {12}.

“Architecture simplifies the use of off the shelf-software”
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Because an IT landscape designed with EA is likely to provide more well structured
connections between software components (according to {8}), it is easier to fit in off the
shelf software. Software that is designed according to an existing EA is likely to be
constructed with market standards. These standards will ease the introduction of off
the shelf software. We will capture the project variable support for off the shelf software
{13)}.

“Architecture aids the integration of systems”

The above statement can be explained by the fact that because of {1} and {8}, there is
overlook in the project and the project result is encouraged to make use of a component-
based, standardized set up. Therefore we introduce the product variable level of system
integration {14}.

“Architecture stimulates the reuse of proven technology”

This is one of the main key points of architecture. Because architecture helps to define
standards and provides overlook, technology components work together in standardized
ways. This is what makes it easier to reuse a component. We notate the project variable
as the use of proven technology {15}.

6.3. Output factors

As stated before, output factors consist of the time and overrun figures of each project.
These data were acquired through FinCom’s internal database systems. By the man-
agement of the database systems, access was provided to this (confidential) information.
Both time and budget figures were extracted from these systems. However, when ana-
lyzing these data, they seemed to lack quality, as will be discussed in Section [8.2.1]
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N this chapter we will discuss the top down model and how it was constructed. The
I model is shown in Appendix [C]

7.1. Factor categories

Again, the factors specified are divided into categories. These categories exist in order
to aid in understanding of the AEM. These factors are somewhat different than the
categories of factors as mentioned in Section [6.2.1] A reason for this is that in the AEM
not all factors in the category 'results’ are included because the cost and time overrun
factors are considered as the indicator for project result in the AEM. Additionally, in
the AEM there are more factors included, namely the factors that are mentioned in
Section Consequently, the following factor categories exist in the AEM:

e Architecture related variables
These factors are related to the way in which architecture is applied in the project.
It includes topics such as the quality of the architecture and the conformance to
this architecture.

e Roadmap/process related variables
These factors are related to the process of producing a deliverable in the project.
"Project process’ is defined as the collection of activities in project that are needed
in order to successfully finish the project

e Functional related variables
These variables are related to the functional complexity of the project. Are the
business functions that have to be designed very complex? Are the functional
specifications vague so that designing the deliverable is needlessly complex? Did
change requests cause complications in the functional requirements phase?

e Social related variables
These variables relate to the people involved in the project. How experienced was
the project team and the architects? Were there enough meetings or was there a
lack of communication in the project?

o IT related variables
This category includes topics such as the technical complexity of the deliverable
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and the quality of the technical requirements (which are assumed to influence the
technical complexity). Additionally, possible benefits obtained from architecture
are incorporated in this category as well. An example of such a benefit could be
the reuse of the existing services.

e Business excellence variables.
This category includes variables that will lead to improved business benefits and
prospects. These are the factors that involve the result of the project, except the
output factors, since these are considered to represent project success.

7.2. Factors

In this section, the factors that are included in the AEM are discussed. Each factor has
been given an ID in order to identify it, which can range from 1 to 601 (not all numbers
are used). Factor ID’s that have numbers ranging from 1 to 299 have a direct relation
to questions in the questionnaire (Appendix and they have matching numbers. Not
all questions from the questionnaire are considered in the AEM. This is due to several
reasons:

e Factors in the questionnaire are not always considered relevant for the AEM.
e Factors are left out in order to keep the AEM simple.

e Some factors in the questionnaire consider the result of the project. The result of
a project will be presented by the budget and time overrun, so other result factors
are not considered.

e Some project factors produced the same results. This is the situation when the
answers on questions are very much alike each other. Therefore it makes sense to
replace these questions by a single factor that represents the underlying questions.

Numbers between 500 and 600 relate to factors that were added specifically for the AEM.
These factors are surrounded by a thick black line in the AEM and are included for several
reasons (as also discussed in Section |6.2.1):

e Factors are added in order to combine multiple factors that have the same topic.
Such constructions aim to simplify the AEM. An example of such a construction
is given in Figure , directly taken from the AEM. For instance, factor {522 BA
Experience} is combining the factors {211 BA general experience} and {215 BA
specific experience}. The added factor (522 in this case) does not correspond to a
question in the questionnaire. The value of this factor is defined by adding factor
211 and 215. For all factors that are added, their value calculation is depicted in
the "Value calculation"-column in Table The values in this column are the
question answers. Since only values of questions with a nominal scale are added,
the theoretical questions also have a nominal scale. There is an order in the values,
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211 BA general
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522 BA experience
215 BA specific

experience

213 EA general

experience
4’| 525 EA experience |
217 EA specific

experience

521 Architects
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214 DA general
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524 DA experience

218 DA specific
experience

Figure 7.1: A part of the AEM

but a value of ten is not twice as much as five. Weigh factors were not included in
the model.

Additionally, the meaning of that factor is specified in Table [D.I] The relations
between factors (depicted by the arrows between factors) portrayed in the AEM
are assumed to be causal relations. The left side of the arrow specifies the causing
factor and the right side specifies the factor that is influenced. This is further
explained in Section [7.3]

e Factors that are deducted from theory. Because factors that originate from the
questionnaire are specified for FinCom, more general factors are specified with the
aid of literature on EA. These factors are discussed in Section [6.2.3]

e When the same answers are obtained for a group of questions, the corresponding
factors are replaced by one new factor, and its given an ID ranging from 300 to
399. Statistical analysis produced clusters of questions with the same answers.

e The factors that relate to the time and budget overrun of a project. These are
solely the factors 600 (Cost overrun/underrun) and 601 (Time overrun/underrun).

Factors with numbers ranging from 300 to 399 are added because they replace a set of
other questions. The represent a set of questions that produced equal answers (because
the questions were closely topic related). This is further discussed in Section
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7.3. Relations

The relations discussed in this section are shown in the AEM (Appendix . The arrows
depicted in the AEM represent the relations between factors. On the right side of the
arrow, the influenced factor is shown and on the left side of the arrow, the causing factor
is located. A continuous line between factors designates an increasing influence on the
right factor while a dotted line designates a decreasing influence on the right factor. In
Table for each relation the description is given and, when considered necessary, a
reason for this relation. Note that these relations are part of the top-down approach and
contain the relations from which is suspected that they could exist. The column ’relation
ID’ corresponds to the numbered relation in Appendix [C| The value of a factor that is
influenced by multiple other factors is obtained by a calculation on the values of other
factors, as explained in Section

7.4. Generic AEM

As discussed in our objectives in Section [I.4] a generic AEM is formulated. This is
derived from the AEM derived before, however, terms that are specific for FinCom are
replaced by terms so that the AEM can be applied to in more cases. The generic version
of the AEM is shown in Appendix
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HIS chapter discusses the analysis on the acquired data. Several steps are taken to
T improve the quality of the data. Subsequently, correlations between project factors
are analyzed.

8.1. Analysis of input factors

In this section, the input factors are discussed and additional steps are taken to improve
the quality of the data.

8.1.1. Filtering input factors

Analysis of the input factors shows that some questions do not result in very useful data.
The values of all question answers are depicted in the histograms in Appendix [Gl In
order to improve the quality of the data, some questions are left out of the research.
Particularly, the questions that have values of which 80% is the same, are not considered
interesting. In this case, the answers differ too little to be relevant. The questions shown
in Table are removed in this steps (this can also be deducted from the histograms in
Appendix |G

A second step in reducing the input factors, is removing projects out of the data set
for which little data is known. In some circumstances the interviewee finds it hard to
remember (some irrelevant aspects for him /her) a project. As a rule of thumb, only when
more than 60% of the questions for one project is answered, the project is incorporated
in the research. This operation leads to the removal of two projects so we end up with a
total data set of 38 projects.

8.1.2. Clustering input factors

Many questions in the questionnaire seem to encompass the same topics. When several
question answers produce the same values, these questions are considered to relate to the
same topic. In this case, the project factors (that correspond to question answers) are
replaced by the introduction of a new project factor. The analytical method that decides
whether two variables have the same method is the method of single linkage clustering,
as discussed in Section [5.4.3] Two variables are considered equal when their similarity
level exceeds 77 (a number between 75 and 80 shows the best results). In this case, a
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Table 8.1: Project factors left out of the research

Question ID

Description

15 Which party was responsible for architecture?
35 Was the CAG consulted?
43 Number of consecutive enterprise architects on the project
44 Number of consecutive domain architects on the project
51 What percentage of the software was developed off-shore?
133 Building permit issued?
151 Is the project team located across multiple countries?
168 Amount of consecutive leading client sponsor (main sponsor
of the project)
171 Estimated cost savings by reuse of generic services by other
projects
185 The isolated, specific development cost of the generic services
195 The savings of the project because of the reuse of generic
(previously build) services
Table 8.2: Introduction of new variables
Variable Description Replaces
300 Development team experience 210, 219
301 Was the feedback from the implementation 45, 47
team incorporated in the Domain
Architecture?
302 Meetings between domain architect & 16, 25, 38
project team during FMI phase
303 Architect involvement during budget setting 1,17
304 Alignment of the domain with EA 189, 191

check is performed whether these variables truly denote the

same. Depending on this

outcome, a new variable that replaces both is introduced or, when the variables do not
mean the same, both variables are kept. This process is shown in Figure [8.1]

Adopting from this figure, in Appendix[H|factor pairs are shown for which the similarity
level exceeds 77. When the variables are considered to mean the same, a new variable is
introduced. In Table the new variables are shown.

Now, we have constructed the final input data set from which we can start the analysis
with output factors as discussed in Section
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8.2. Analysis of output factors

In this section, the results of the gathering of output factors are discussed. The data are
analyzed in order to define whether they are distributed (log)normally and, subsequently,
their quality is discussed. 72 projects were used for these calculations. Note that this
amount is higher than the number of projects (38) where answers for the questionnaire
are obtained from. Using more projects provides more accuracy when trying to find a
probability function on the distribution of project output factors.

8.2.1. Analysis of the cost output factors

As stated in Section the following data are needed for the output factors representing
cost overrun:

B, = the amount of capital expenditures that was spent to complete the project
B, = the amount of capital expenditures in the original estimate to complete the
project

First, both data are retrieved from FinCom’s internal systems. However, analysis of
the cost output factors gathered through FinCom’s internal systems showed a maximum
overrun of 5%. However, since FinCom’s management severely doubted this outcome,
it turns out that the dependability of these figures is very low. Seemingly, these figures
contain flaws, and therefore an attempt is made to retrieve the figures in another way
where possible. Consequently, all project proposals are collected and B, is extracted from
them. When plotting these data on a log-normal scale, and, after removal of outliers,
the graph in Figure is obtained. Analysis of 72 projects showed that budget overrun
was log normal distributed, with parameters: Threshold: 23.5, Location: 4.75 and Scale:
0.56.

This graph shows a more trustworthy outcome and, consequently, these latter data are
used.

8.2.2. Analysis of the time output factors

As discussed in Section the following data is needed for calculating the time overrun:

T, = the amount of time that was spent to complete the project
T, = the amount of time expenditures in the original estimate to complete the project

Both data are retrieved from FinCom’s internal systems. In Figure 8.3} the graph of
plotting these data is shown. Time overrun is log normal distributed with parameters:
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Distribution of budget overrun
(Lognormal Distribution)
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Figure 8.2: Probability plot for budget overrun

Threshold: -17.3, Location: 5.09 and Scale: 0.7. Unfortunately, only from about 15
projects sufficient info was available.

The relations between time and budget overrun have also been examined. However,
they don’t show any relation. An explanation for this is probably that both overruns
have different causes. For instance, time overrun can happen when other projects are not
able to deliver on time. In this case, the resources of the project can be used for other
purposes, such that the budget is not affected. Budget overrun, however, involves more
resources since problems have shown up in the project. This involves higher costs, but
does not necessarily involve time overrun.

8.3. Specifications of the total data set

At this point, we have collected the data of 102 questions for 38 projects. These questions
have been translated into project factors. After adding and deleting several project
factors for previously mentioned reasons we end up with a total of 106 project factors
for 38 projects.

8.4. Input-output relations

When analyzing the input-output relations, three different properties of the data were
analyzed. Appendix [[| shows the results that were found after the application of these
methods. In this table, a """ stands for a trend being found and a "C" means that there
is a correlation. The following statistical methods were used:

e ANOVA (depicted by the "A" in Appendix [[})
e Equal variances (depicted by the "V" in Appendix
e Regression/fitted line (depicted by the "R" in Appendix
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Figure 8.3: Probability plot for time overrun

Correlations with time overrun As can be seen from the table in the Appendix, the
relations with time overrun suffer from not having enough data available to draw con-
clusions. no relevant and significant correlations were found. This can be attributed to
various reasons:

e The amount of projects investigated (which form the data set) is not large enough
to find correlations

e The factors specified do not influence the time overrun

Note that these risks have been discussed in Section B.71

Correlations with budget overrun The factor correlations with time overrun show little
correlations, also after outliers removal. However, some conclusions can be drawn from
the data:

e Domain architect experience influences, on average, 12% of project budget overrun

e Higher quality of technical architecture improves predictability of budget planning,
the average overrun decreases from 200 to 160
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8.5. Input-input relations

These relations will form the basis for the bottom-up model. This phase examines rela-
tions between input factors. We find it interesting to find relations between input factors;
they might provide a better understanding on how the value of EA can be established
on project level. In order to confirm a correlation between two factors, several methods
are used to test the correlation of the factors. These methods delivers an « value, that
represents the chance of erroneously rejecting an hypothesis, as discussed in Section [5.3]
To test whether the 106 input factors are truly correlated, several methods are used and
tested successively as depicted in Figure [8.4

The Kruskal-Wallis method (K-W) is the basis of this flowchart. In the third step, it
is tested whether the number of values for each category is larger than 5 (N > 5) and
whether a trend can be found in the medians (M). All 106 factors are tested on their
relations with the remaining 105 factors, leaving a total of 11.130 K-W calculations. To
give an idea how these correlation are spread, see Appendix[J| where K-W values between
0 and 0,05 are colored green and values between 0,05 and 0,1 are yellow.

For each a-value that is below 0.1, a possible explanation for the relation is sought.
When an explanation is found for them, the relation is stored in the table in Appendix[K]
The corresponding explanations are discussed in Section [9.1]
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Figure 8.4: Flowchart for determining statistical correlation
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Implementing results of statistical
analysis

N this chapter, the results of the statistical analysis are discussed. The bottom-up
I model is developed and subsequently, the AEM is augmented with the results of the
statistical analysis (resulting in the extended AEM).

9.1. Development of bottom-up model

In this chapter, the results of the statistical relations that have been found in Section
are discussed. The relations are examined for a possible explanation. These relations do
not involve relations to output factors, since these are already discussed in the top-down
approach.

In Table[L.]] the relations that are found in Section [8.5] are shown and the correspond-
ing explanation is given.

When these factors are linked together in a model, the bottom-up model can be derived,
as shown in Appendix [M]

9.2. Extended AEM

In Appendix [N] the eztended AEM is depicted. This is obtained by augmenting the
original AEM with the relations from the bottom-up model. After this junction, it
becomes clear what hypotheses are confirmed. The hypotheses that are confirmed, are
not much surprising. However, we want to mention two hypotheses here:

e A higher worth of architecture leads to the delivery of generic services

e A higher worth of architecture leads to the reuse of generic services.

This is what we expected, however, we have now confirmed according to the scientific
method that these hypotheses are true. One can claim that architecture delays or reduces
the delivery and reuse of generic services, however, we have now proved that this is not
true.

All hypotheses in the AEM that are confirmed, are depicted as such in the AEM. All
relations from the bottom-up model are included as well. Some factors that were not but
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in the bottom-up model are included. These operations lead to the extended AEM. See
the legend in the AEM for a more accurate explanation.
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Chapter 10.

Conclusions and future work

10.1. Conclusions

HE goal of this thesis is to assess the added value of EA. The main thesis question
has been defined as:

What model can be used for assessing the added value of Enterprise
Architecture in IT projects?

The answer to this question is: the Architecture Effectiveness Model. Despite the
fact that the research that led to the model is new and is performed in an unexplored area
(namely the assessing of the added value of architecture), the results are promising. The
AEM incorporates factors that represent groups of factors and this approach produces
valuable results. In this way, influences have been found that would not have been found
when the influence of single factors is examined. This approach makes assessing the value
of EA in enterprises more accurate.

In order to come to the answer above, several objectives had to be met, according
to Section [I.4] Due to the nature of this research, namely the matching of theory with
practice, the objectives are twofold. Theoretical objectives as well as practical objectives
are considered.

Theoretical objectives

1. To seek approaches in literature that aim to assess the added value of
architecture
Several literature documents have been discussed, however, none of them produced
models that can be used for such purpose. Some frameworks have been discussed
for defining the value, but these approaches did not offer concrete assessment tech-
niques.

2. To deliver a model that can function as a method for assessing the added
value of Architecture in general EA contexts (not only for FinCom)
The model produced is called the Architecture Effectiveness Model (the generic

85



Chapter 10. Conclusions and future work

86

version). The integrity and validity of this model is guaranteed by the following
subordinate objectives:

a)

To establish a method that uses a scientific approach

In order to fulfill this objective, two different techniques are discussed. Six
Sigma is combined with the scientific method. This application of two tech-
niques lead to the following approaches: top-down and bottom-up. Top-down
implies the formulation of hypotheses and their validation by practice. Hy-
potheses on how EA influences project success are set up and these hypotheses
are statistically tested. In the bottom-up approach, all statistical relations
that have been found are examined for a possible explanation and, when their
relations make sense, they are incorporated in the bottom-up model. Subse-
quently, both models will be merged which will result in the final extended
AEM.

To determine statistical methods that can be used for data analysis
Two different types of data analysis can be indicated:

e Correlations between factors that both have a nominal scale.
— For this analysis, the Kruskal-Wallis method is used.

e Correlations between factors of which one has a nominal scale and the
other an ordinal scale that is (log)normal distributed. The following meth-
ods are used in this situation:

— ANOVA
— Regression / fitted line test
— Levene’s test

To define factors in projects representing project success
The value of architecture appears on three levels: -Strategic level

-Tactical level
-Operational level For this research, the value of architecture on operational

level is chosen. Since the value of architecture on operational level focuses
mainly on reducing cost and saving time, a cost-time approach is chosen. The
approach for such a research is to compare the application of EA in projects
with the time and budget overrun of these projects. Consequently, a project is
considered successful when the project is finished within the planned budget
and time. This enables us to use a set of methods that is able to consider a
heterogeneous set of projects. The factors time and budget overrun are called
output factors.
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d) To define factors in projects influencing the project success

This objective leads to the definition of project factors that relate to project
success. These factors are called input factors and contain both architecture
oriented factors as well as non-architecture oriented factors. This is neces-
sary since non-architecture oriented factors can also influence project success.
Some factors are directly related to questions in the questionnaire. The ques-
tionnaire has been obtained externally and is out of scope for the research.
Other factors are added for several reasons:

e Factors are added in order to combine multiple factors that have the same
topic. Such constructions aim to simplify the AEM.

e Factors that are deducted from theory. Because factors that originate
from the questionnaire are specified for FinCom, more general factors are
specified with the aid of literature on EA.

e When the same answers are obtained for a group of questions, the corre-
sponding factors are replaced by a new factor

Practical objectives

1. To deliver a model that can function as a method for assessing the added
value of Architecture at FinCom
The model produced is called the Architecture Effectiveness Model. This model is
used in order to assess the value of Architecture at FinCom.

2. To produce convincing arguments for Enterprise Architecture invest-
ments
These arguments are derived from the findings that result from the application of
the model. The findings show the benefits of EA and are formulated as recommen-
dations that evidently lead to arguments for architecture investments. Concluding
from the findings depicted in the subordinate objectives below, a distinction is made
between factors regarding project budget and factors regarding project quality. The
following recommendations for FinCom can be formulated:

o Recommendations reqarding project budget

— Focus on the quality of the technical architecture. When the quality of the
technical architecture is high, the baseline budget for the project varies
less compared to the actual budget then with lower quality of technical
architecture. The average budget overrun decreases in situations with
high quality of technical architecture from 200 to 160.

— Aim to put together a team of domain architects with high experience.
The experience of the domain architect influences the budget overrun. An
average of 12% budget overrun can be explained by the experience of the
domain architect.
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Focus on executing the projects in alignment with the business architec-
ture. When a strict alignment to the business architecture is adhered, a
decrease of costs for future project can be noticed.

Have enough architects meetings. Architect meetings are valuable meet-
ings that contribute to the decrease of operational costs in the domain.

Stimulate the reuse of generic services (by strict alignment with architec-
ture). The reuse of these services will lead to a decrease in future project
costs

o Recommendations reqarding project quality

Execute the projects in line with architecture. The reuse of delivered
generic services is demonstrably higher. Since the reuse of delivered
generic services leads to a decrease in future project costs, architecture
decreases future project costs.

Execute the projects in line with architecture. The delivered generic ser-
vices will be higher. Two months of architecture work is related with, on
average, one reused shared service. This relation is an hypothesis that
was confirmed according to the scientific method.

Make sure the projects are aligned with architecture and guarantee the
quality of the domain architecture. When these requirements are met,
this will lead to the delivery of generic services. This relation is also an
hypothesis that was confirmed according to the scientific method.

Reassure that each domain has a pre-documented business architecture.
Having a pre-documented business architecture leads to better definition
of the acceptance requirements in projects.

We found that the quality of the functional requirements correlates with
the business value. This is an interesting finding. When the business
value is high, it is likely that the functional requirements are specified
with care and result in high quality requirements. However, even more
interesting is the relation the other way: when the functional requirements
are higher, the business value increases. When this would be true, a truly
valuable relation is found. This implies that the quality of the functional
requirements is crucial for having high business value. Unfortunately, we
were not able to find in what direction the relation is here.

a) To assess the added value of Enterprise Architecture at FinCom in

quantitative data

This are the findings that result from the application of the model. These
findings correspond with the relations found between input and output factors.
The following relations have been found that indicate the value:

Higher quality of technical architecture improves predictability of budget
planning, the average budget overrun decreases from 200 to 160
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e Domain architect experience influences, on average, 12% of project budget
overrun

b) To pin-point factors in IT projects of FinCom that qualitatively
relate to each other
Other factors then architecture factors are also considered in these relations.
These findings correspond with the relations found between input factors. A
distinction is made between relations regarding cost and relations regarding
quality:

o Relations regarding cost

— A higher project compliance to the business architecture leads to a
decrease in costs for future projects (similarity level 0,077)

— The number of architect meetings lead to a decrease of operational
costs in the domain (similarity level 0,012)

— Reuse of delivered services leads to a decrease in future projects costs
(similarity level 0,073)

e Relations regarding quality

— An average of 5-6 generic services are reused when project was exe-
cuted with architecture, while 1-2 generic services were reused when
project was not executed with architecture

— Architecture increases reuse of delivered generic services. Two months
of architecture work correlates with the delivery of, on average, one
reused shared service

— When the architecture is complete, up-to date, consistent and relevant
and a project is compliant to the architecture, this will lead to the
delivery and reuse of generic services (similarity level 0,05)

— The existence of a pre-documented business architecture leads to
a better definition of the acceptance requirements (similarity level
0,019)

— The quality of functional specifications correlates with the business
value (similarity level (similarity level 0,01)

10.2. Discussion/reflection

It turned out that the quality and quantity of the output data was an important issue.
The output time factors did not have the quantity desired. Unfortunately, only from
about 15 projects sufficient info was available and no relevant and significant correlations
were found. Therefore, the time benefits can not be derived from this research.

When the management of FinCom was confronted with our first analysis of the output
budget data, it appeared that the figures were not consistent with reality. Subsequently,
the output budget data were retrieved in other ways. Some meaningful relations have
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been found when examining relations with these factors. The output budget factors seem
to embrace more quality than the output time factors. However, for establishing these
relations not always enough data for exact conclusions was available.

The relations between time and budget overrun have also been examined. However,
a relation between these could not be found. This could also be caused by low quality
output factors. Another explanation for this is that both overruns have different causes.
For instance, time overrun can happen when other projects are not able to deliver on
time. In this case, the resources of the project can be used for other purposes, such that
the budget is not affected. Budget overrun, however, as for more resources since problems
have shown up in the project. This involves higher costs, but does not necessarily involve
time overrun.

Summarizing, the relations with the output factors did not meet our expectations.
The relations between the input factors seem to deliver more meaningful results. These
input factors were established in a situation where we were in control (the interviews).
Consequently, we attach more value to the relations among input factors.

Regarding the objectives set in Section [I.4] the theoretical objectives are met. The
model has been produced and can be used for application in further projects that are
executed by FinCom or other enterprises. Regarding the practical objectives, these are
partially met. Relations with budget overrun have not been found, however relations
between input factors provide interesting results.

Another fact that is worth mentioning here is that FinCom has a typical way of com-
mitting architecture. FinCom considers an architect as being ’a person of rank’. This
implies that an architect is not concerned with the budget of a project. An architect’s
job is to design projects according to the domain architecture, indepent from additional
cost that his/her design brings. This is an approach that can entail problems in setting
the budget for projects. It might result in situations where the design process is settled,
and, subsequently, architecture overshoots the mark.

The reason that little research exists on this topic can probably be explained by the
fact that its hard to show quantitative relations. However, this research has shown that
promising results can be obtained from a quantitative approach in applying the AEM.

10.3. Future work/recommendations

Our research focused on project level and considered time and budget data representing
project success. However, future work can focus on other factors than the budget and
time overrun. Future work can, for instance, tackle the long term value of architecture, by
examining it on tactical and strategic level, However, since architecture is a concept that
is continuously subject to changing business and IT environment, it make the long-term
value assessment of architecture a complex matter.
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An interesting additional research would be to assess the value of architecture for
several lines of business. Since the value has been examined for a financial company
here, we suggest the application of the AEM in other lines of business as well. However,
the AEM is constructed with the application for all types of business in mind, so it would
be interesting to examine this.

Another approach for future work could be to focus solely on technical architecture.
In order to quantitatively assess EA in this way, a factor that quantifies project success
has to be indicated. In the situation for FinCom, for instance, the time it takes for a
client to open a bank account can be used as this factor.

We learned that future work that uses the AEM should focus on assuring the quality
and quantity of output data. We cannot determine whether more relations would have
been found if more data had been used. In this case, the project selection criteria would
need to be weakened, but that is something from which we stated that it is not desirable.

As an recommendation for enterprises implementing KA we can conclude: each en-
terprise should engage in the value of architecture in order to give feedback to the ar-
chitecture for improving future application and, as such, realizing EA as the ’key to
success’.
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Glossary

AA  see Architecture Analysis

added value of EA The specific value delivered by architecture to the business and IT
environment. The term ’specific’ refers to the fact that it represents the value of
the result of EA that is achieved compared to the value of the result that would
have been achieved if EA was not applied

AEM see Architecture Effectiveness Model

ANOVA ANOVA stands for Analysis of Variance. This method is typically used to
determine whether the data formed by the treatment options from a single factor
designed experiment indicate that the population means are different.

architecture Architecture is the normative restriction of design freedom

Architecture Analysis A document in which is described whether the SAD is compli-
ant with the domain architecture

Architecture Effectiveness Model A model that contains hypotheses on the use of
architecture in an IT project and, as such, shows the relation of these factors to
the budget and time overrun in a project

BA  context dependent; see business architect or business architecture
BAD see Business Area Definition
BUNL Business Unit Netherlands

business This term is context dependent, but mostly refers to: The activity of providing
goods and services involving financial and commercial and industrial aspects

business architect This architect also has a seat on the CAG and focuses on the Busi-
ness Architecture. He or she operates on all levels, i.e. above domain, domain and
project level. The business architect is charged with specifying the business ar-
chitecture and the compliance of the functional design of projects to the business
architecture.

Business Area Definition represent the blueprints of the project on functional level

CAG see Centrale Architectuur Groep
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Centrale Architectuur Groep committee monitors whether the projects that are ex-
ecuted are constructed in line with the Domain Architecture (DA)

Change request A request for a change in project scope. This can be caused by several
reasons, such as feasibility reasons. This change has to be approved by the steering
committee.

DA  context dependent; see domain architect or domain architecture
DBI see Design and Build Iteration

Design and Build Iteration This phase consists of actually constructing the end prod-
uct. The goal is to fully deliver the product in accordance with the BAD and SAD
documents.

domain architect This architect works for and has key knowledge of a domain. He
or she and is involved in guarding that the projects in a domain are executed
in accordance with the domain architecture. Whereas an Enterprise Architect
is charged with the design at the start of the project in line with the domain
architecture, the domain architect’s task is to supervise that the project is actually
executed according to this architecture. Subsequently, when a building permit is
isssued provided that several issues will be implemented, it is the task of the
domain architect to address these issues.

Domain Architecture The Domain Architecture contains both business and IS archi-
tecture and is specified for the domain and its corresponding projects

EA context dependent; see enterprise architect or enterprise architecture
enterprise A purposeful or industrial undertaking

enterprise architect This IS architect works for one or more domains (see ) within
FinCom. The Enterprise Architect specifies the domain architecture and his task
is to take care that the initial design of the project is set up in line with the
domain architecture. He or she has a seat on the CAG and is involved in projects
during the business study. The architect’s task is to take care that the the initial
architecture of the project is set up in line with the overarching architecture.
When this situation is the case, a building permit is issued.

FMI see function model iteration
FTE see full time equivalent

full time equivalent The amount of hours in one workweek, indepent from the number
of employees that might have contributed to these hours

Function Model Iteration In this phase a prototype that represents the project deliv-
erables is constructed. When constructing this prototype, several risk or project
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changes might come along. Therefore, the FMI phase is an iterative phase, in or-
der to be able to repeatedly test the deliverables. When changes in the direction
of the project in the FMI phase are desired, the permission of the steering group
is required.

generic service a service that is developed with the aspect of reuse in mind. This term
seems pretty vague, but a generic service is used for many things that have these
characteristics within FinCom

governance the process of utilizing, maintaining and improving Enterprise Architecture

input factors Factors that will be correlated to the output factors. Input factors are
the factors in a project which values distinguish the project from other projects
(like the number of people in the project, level of technological complexity, etc).
Some values of these project factors will also denote the position of EA in the
project (i.e. how was the quality of architecture, etc.). Factors that consider the
result of the project are included in this category as well, however, the budget
and time data are in the output factors

K-W see Kruskal-Wallis method

Kruskal-Wallis method test is used to test whether two populations have different
medians. It requires independent samples and populations of the same shape.
The number of each sample must be larger than five. When the Kruskal-Wallis
test returns a value of smaller than 0,15

Nonparametric test An hypothesis test that does not require the assumption that the
population is normally distributed

output factors Data that are known at the end of the project. The output factors are
time and budget overrun for each project

PM see project manager

PP  see project proposal

PPG see project portfolio group
PRL see project requirements list

project architecture project architecture is the prescriptive notion of architecture that
is used in a project in order to align it with the overarching Enterprise Architec-
ture. All notions of architecture in FinCom are considered to be prescriptive.

project manager Guides the IT project (the project in this research are IT projects)
and is responsible for the time and budget constraints in the project
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project portfolio group consists of a group of high level managers, for instance the
head of the IS center of BUNL. The decisions that the PPG is authorized to
make, involve decisions that are above domain level. The PPG decides whether
the project should take place and, if confirmed, provides the necessary project
resources. In making these decisions, the PPG is advised by portfolio managers;
in most cases these portfolio managers work for one specific domain. In their
decision for providing budget for the project, the PPG takes a possible issue of a
building permit into account as well

project process the colllection of activities in project that are needed in order to suc-
cesfully finish the project

project proposal Contains the time line of the project and the budget specified for
each phase.

project requirements list describes what the problem in the current situation entails
and the project proposal contains the time line of the project and the budget
specified for each phase.

project success The amount of time and budget overrun of a project

quality of architecture The level of architecture (prescriptive notion) being consis-
tent, complete, up-to-date and relevant

SAD see System Architecture Document

Six Sigma An organized and systematic method for strategic process improvement and
new product and service development that relies on statistical methods and the
scientific method to make dramatic reductions in customer defined defect rates

System Architecture Document A document that represents the blueprint of the
project on implementation level

theoretical factors factors that are included in the AEM. These factors are not related
to survey questions, but are added for other reasons
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A A, architecture analysis,
added value of EA,

AEM, [5G, 15} [T}
ANOVA,

BAD, Business area definition,
business architect,

CAG, f§]
change request,

domain architect,
Domain Architecture,

enterprise architect,
extended AEM, [39] [83]

FTE, [[T5
goverance, [27]

input factors,
Kruskal-Wallis method,

Nonparametic test,

output factors,

PP,
PRL,
project architecture,

project process, [7]]

SAD, System architecture document,

theoretical factors,
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Appendix C. Architecture Effectiveness Model

architecture related variables

211 BA general 1
experience i
- roadmap/process related variables
522 BA
175 Clarity of . )
) y 43 functional related variables
215 BA_specilic requirements
experience i i
Xp social related variables
33 IT related variabl,
160 PM Progress related variables
213 EA general 3 measurement
experience 529 PM Skills 44 Business excellence variables
] 156 Amount of days it
— 525 EA i 16 521 Architects PEETE » took, on average, to
experience 162 PM manages ! solve issues
217 EA specific 4 2 scope of project 4 i
experience 55 a positively influences b
i
E a negatively influences b
214 DA general 5 514 of 35 i i
) 512 Project !
experience, project participants 0 ap/proj L 56
] rocess quality
> 524 DA 17 i i
176 When were the 45 !
o H
218 DA specific 6 (R H
experience |
i
150 Project scope | 36 46 |
change 155 # Stakeholders |-« =« =« =« m - m v mr s m e mmm e m i 80
1 P iy » 601 Time
212 PM general 7 V . overrun/underrun
experience 1 !
158 Change !
523 PM i 18 q in the 47 : i
223 Business 37 r00ess by PM T .
216 PM specific 8 Sy > 4 ! ;
experience 51 1e Pr:g;c;;:am 27 ! :
P 159 Code quality 48 ! H 81
& testing L 516 Structure and L ; .
400 Do T 10 21 BAD/SAD 38 by PM i 177 Quaityof | 37| 146 Technical > overlook in the project R | S SEREEIED
b Uz discussed with [~ = i technical requirements complexity
experience business 1 i 58
i
. 220 Quality of 49 : 59 61
! BAD/SAD T 62
! H o] 520 Complexity of W |
! H development phase
i H vyy
152 # steerin 9 ! ;
iioe. mestings / | —2 513 Project 28 R e Li,J 510 Functional :
uarter cooperation e o ” complexity
q 40 specification quality 60| 63 504 Support for
business
171:3:‘?‘;":(:! o 51 transformations
P " !
39 # meetings of BA, 10 29 specifications ; 531 Residual
DA and EA in FMI 142 [ functional complexity
N ]
179 Project proposal | | __. EL . [ | 149 #Change ; 64 505 Support for
review i requests ; migration planning
i !
. ]
H !
! i
H !
| :
! H 65 507 Maturity of systemfl
23 Involvement of EA : i S EED !
in FMI - ! '
11 bo ! i ;
. ] '
i : 66 502 Easier to i
& " ] I outsource I
of 1 - -
architects in FMI : ! P——— :
- 1 !
! ;52 67 503 Readiness for '
21 ! i new IT developments 1
302 # meetings 1 H f
between DA & project 12 i ! !
team during FMI H ! !
. ] !
517 Project i : 68 ] 508 Ushe o‘l poven f _ _ L ;
compliance to DA ! H R ]
! i !
33 BAD o 13 : i :
BA . !
2 ! i 69 N 506 support for off- | |
i : the-shelf software i
222 Initial BAD/SAD 31 a1 : | 600 Cost
» : — ! Ve ——— —>]
compliance to DA i ; i B overrun/underrun
' !
i ! 205 Reuse of (in the 76 ! !
32 SAD complant to | 14 ; ! 70 past) delivered generic |- = - = ==+ = ==+ = o= -] ] ;
tech.architecture \ ! services H ;
i !
22 BAD/SAD 23 5B worthfl—! 53 ; 501 Archi ! i
documents review building blocks 209 Existing 77 ! !
gen.services easy to f--=:=:=:=i=mimimimimimiad ! '382
reuse !
24 32 !
5 Quality of BA 54 208 C of 7n i
NFR's in FMI 204 Delivered generic 303 Architect 78 !
518 Quality of to-be services involvement during !
architecture BT FRETY 530 Quality of budget |
setting
186 No further generic
13 Quality of DA Py services could be 72 3 Business
created participation in budget
setting 79
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Appendix D.

Additional factors

Table D.1: Additional factors and their value calculation

Factor ID | Factor name Meaning Value calculation

501 Architectural Level of developing through standardized 519
building blocks building blocks (both business and IT)

502 Easier to Maturity level for outsourcing 501
outsource

503 Readiness for Level of readiness for new IT developments 501
new IT
developments

504 Support for Level of support for business transformations 501 4+ 516
business (is the business agile?)
transformations

505 Support for Level of support of migration planning (is IT 501 + 516
migration and business agile?)
planning

506 Support for Level of easiness to implement of-the-shelf 501
of-the-shelf (standardized) software
software

507 Maturity of Level of (IT) system integration within the 501
system enterprise
integration

508 Use of proven Suitability level of implementation of proven 501
technology technology

509 # project FTE (Full Time Equivalent, equals the —516
FTE’s amount of hours in one workweek)

510 Functional Level of functional complexity; how difficult —150 4223 — 21 — 527
complexity was the functional aspect of the deliverable

(was it clear what to construct, was the
functional design discussed with business)

511 Project team Summarizes the experience of the PM and 523 + 300

experience the development team
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Appendix D.

Additional factors

‘ Factor ID ‘ Factor name Meaning Value calculation
512 Project roadmap  Level of complexity in the process of coming 1754 529 4+ 514 +
/ process quality  to a deliverable. How many stakeholders 176 — 155 + 158 +
were involved? Was it clear what to deliver? 159 + 220 — 510
What was the functional complexity?
513 Project Level of cooperation in the project. Includes 152 4+ 528
cooperation the number of meetings of steering group
and the involvement of architects in FMI
phase
514 Project What was the total quality of the people in 521 4+ 511 4 513
participants the project? This includes the cooperation
of the people in the project as well as their
experience.
516 Structure and Represents the structure and overlook in the 512 — 520
overlook in the both the process executing the project (the
project project roadmap) as well as in the
development phase. This factor is important
because it is considered as an important
influence for the time overrun.
517 Project Level of compliance of realized project 528 + 222
compliance to architecture with DA
DA
518 Quality of to-be Level of quality (how relevant is the 5413
architecture architecture) of the to-be architecture (DA
and BA)
519 Architecture Represent the worth of architecture in the 517+ 22 4 518
worth project, which is considered to consist of the
quality of, compliance to DA and the
BAD/SAD review
520 Complexity of Level of complexity in the development 146 + 531
development phase
phase
521 Architects Total architects experience 522 + 525 4 524
experience
‘ 522 ‘ BA experience Total BA experience 211 + 215 ‘
‘ 523 ‘ PM experience Total PM experience 212 4+ 216 ‘
‘ 524 ‘ DA experience Total DA experience 214 + 218 ‘
‘ 525 ‘ EA experience Total EA experience 213 + 217 ‘
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Factor ID | Factor name Meaning Value calculation
527 Requirements Level of quality of requirements specification 174
specification
quality
528 Involvement of Level of involvement of architects in FMI 39 + 23 + 302
architects in phase (determined by the number of
FMI meetings in FMI phase)
529 PM Skills Level of skills of PM in performing his tasks 160 + 162
(management of progress and scope)
530 Quality of Level of quality of budget setting. Strongly 303+ 3
budget setting influences the budget setting and, as such,
budget overrun
531 Residual Level of functional complexity that is left 2% 510 — 519
functional after the influence of architecture. This
complexity factor is based on the assumption that
architecture reduces the functional
complexity. The level of functional
complexity that is left after this reduction is
represented by this factor. In order to not
end with a negative number, 510 is
multiplied by 2
600 Cost over- Percentage of budget overrun/underrun, N/A
run/underrun overrun being positive
601 Time over- Percentage of time overrun/underrun, N / A
run/underrun overrun being positive
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Appendix E.
Relations in the AEM

Table E.1: Relations from the AEM and their description

cooperation

Relation Description
ID
1 BA experience includes BA general experience
‘ 2 ‘ BA experience includes BA specific experience ‘
‘ 3 ‘ EA experience includes EA general experience ‘
‘ 4 ‘ EA experience includes EA specific experience ‘
‘ 5 ‘ DA experience includes DA general experience ‘
‘ 6 ‘ DA experience includes DA specific experience ‘
‘ 7 ‘ PM experience includes PM general experience ‘
‘ 8 ‘ PM experience includes PM specific experience ‘
‘ 9 ‘ # steering committee meetings influences project cooperation ‘
10 # meeting of BA, DA, EA meetings in FMI influences
involvements of architects in FMI
11 Involvement of EA in FMI influences involvements of architects in
FMI
12 # meetings between DA and project team in FMI influences
involvement of architects in FMI
13 BAD compliance to BA influences initial BAD/SAD compliance to
DA
14 If SAD is compliant to tech. architecture, the initial BAD/SAD
compliance to DA is high
‘ 15 ‘ BA experience influences architects experience ‘
‘ 16 ‘ EA experience influences architects experience ‘
‘ 17 ‘ DA experience influences architects experience ‘
‘ 18 ‘ PM experience influences project team experience ‘
‘ 19 ‘ Development team experience influences project team experience ‘
20 Involvements of architects in FMI phase influences project team
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Relation Description
ID
21 Involvements of architects in FMI influences project compliance to
DA because the architects focus on the compliance of the project
to the DA
22 If the initial BAD/SAD is compliant to DA, the project compliance
to DA will be higher
23 The review of the BAD/SAD documents will influence the worth of
architecture on the project (if these documents are not reviewed
extensively, the focus on architecture is less)
24 Quality of BA influences quality of the to-be architecture (to-be
architecture consists of BA and DA)
‘ 25 ‘ Quality of DA influences quality of the to-be architecture ‘
‘ 26 ‘ Architects experience influences performance of project participants ‘
27 Project team experience influences performance of project
participants
‘ 28 ‘ Project cooperation influences performance of project participants ‘
29 Review of project proposal influences quality of the functional
specifications. Assumed is that little review on the project proposal
results in low quality functional specifications
30 Review of project proposal influences number of change requests
(little review on the project proposal can lead to more change
requests later in the project)
31 Compliance of the project to the DA influences the worth of
architecture
32 Quality of the to-be architecture influences the worth of
architecture
‘ 33 ‘ Progress measurement of the PM influences PM skills ‘
‘ 34 ‘ Scope management of the PM influences PM skills ‘
35 Performance of the project participants influences the process in
the project, the project roadmap quality
‘ 36 ‘ Project scope change influences the functional complexity ‘
‘ 37 ‘ Business complexity influences the functional complexity ‘
38 Discussion of BAD/SAD with business influences the functional
complexity (little discussion leads to higher functional complexity)
39 Quality of functional requirements influences functional complexity

(when the quality of the functional requirements is low, the

functional complexity is higher)




Relation Description

ID

40 Quality of functional specifications has the same value as
functional requirements specification quality

41 Architecture influences the number of change requests

42 Higher quality of function specifications leads to less change
requests

43 Clarity of acceptance requirements influences project roadmap
quality

44 The skills of the PM are crucial in managing the project roadmap

45 When the acceptance criteria are known late in the project, the
quality of the project process is harder to maintain

46 When more stakeholders are involved in the project, the quality of
the project process is harder to maintain

47 Change management is crucial for the quality of the project process

48 Code quality measurement and testing are crucial for the quality of
the project process

49 Low BAD/SAD quality influences the project process. In this
situation it would not be very clear what has to be
designed/created.

50 The functional complexity is very important for the project
process. When the functional complexity is low, it is easier to
maintain a high project process quality

51 Functional complexity influences the functional complexity that is
left after the influence of architecture. This functional complexity
is the complexity that is decisive in the process of the project

52 This relation indicates a conditional relation: the use of
architecture influences the functional complexity by reducing it
(this is an assumption in the use of architecture). This link is
based on the assumption that architecture reduces the functional
complexity.

53 The higher worth of architecture, the building blocks are defined in
both business components and IT components

54 The higher worth of architecture, the more likely the NFR’s will be
conform the specifications in the project proposal

55 The higher quality in the project process (considering the data
where factor 512 consists of), the easier it is to solve issues

56 A high level of project process quality influences the level of

structure and overlook in the project
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cost reduction

Relation Description

ID

57 The quality of technical requirements influences the technical
complexity. Low quality of technical requirements leads to higher
technical complexity (it is not clear what to produce)

58 Technical complexity influences the complexity of the development
phase (because in the development phase, the focus is on meetings
the technical requirements).

59 Complexity of the development phase influences the structure and
overlook in the project

60 The development phase consists of both the technical complexity
and the functional complexity (which could be reduced through
architecture)

61 Structure and overlook in the project influences support for
migration planning because projects are easier to change since their
project process has higher quality

62 Structure and overlook in the project will ease business
transformations

63 Worth of architecture influences the support for business
transformations because the architectural building blocks ease the
business transformations (more standardization of business enables
the transformation)

64 Worth of architecture influences the support for migration planning
because architectural building blocks facilitate the business
transformations (more standardization of business enables the
transformation)

65-69 See Section |6.2.3l

70 An architecture that specifies the need for architectural building
blocks facilitates the reuse of delivered generic services

71 An architecture that specifies the need for architectural building
blocks facilitates delivering generic services

72 Not being able to produce more existing services influences the
delivered generic services

‘ 73 ‘ Higher system integration leads to cost reduction ‘

‘ 74 ‘ Use of proven technology leads to cost reduction ‘

‘ 75 ‘ Use of off the shelf software leads to cost reduction ‘

‘ 76 ‘ Reusing pre-developed services lead to cost reduction ‘
e When existing generic services are easy to reuse, this will lead to




Relation Description

ID

78 Architects involvement in budget setting leads to higher quality of
budget setting

79 Business involvement in budget setting leads to higher quality of
budget setting

80 Structure and overlook in the project influence time
overrun/underrun

81 ‘ Structure and overlook in the project influences # project FTE’s

82 ‘ Quality of the budget setting influences cost overrun/underrun
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Appendix F. Architecture Effectiveness Model (generic)

architecture related variables
roadmap/process related variables
functional related variables

social related variables

IT related variables

Business excellence variables

a positively influences b
a negatively influences b

601 Time
overrun/underrun

509 # project FTE's

504 Support for
usiness
transformations

architecture

186 No further generic | 5

services could be
created

3 Business
participation in budget
setting 79

530 Quality of budget
setting

505 Support for
migration planning

211 BA general 1
experience
522 BA architect 15
experience 175 Clarity of 3
215 BA specific 2 requirements
experience
33
) 160 PM Progress
213 Technical 3 measurement
architeot general : 44
experience 529 PM Skills 156 Amount of days it
525 Technical 16 521 Architects A
architect experience experience 162 PM manages !
217 Technical a scope of project 4 :
architect specific 26 55
experience f
1
i
514 of 35 512 Project ! 56
project participants H proceswsm auallity L
176 When were the 45 !
criteria L
known? !
|
|
150 Project scope | 36 6 !
change 155 # Stakeholders |-« — - — =« = <+ m e m i m e memmmao i 20
1
! v
212 PM general 7 ! i
experience ! 1
18 158 Change a7 1 H
523 PM 223 Business 37 in the i i
! 1
complexity process|by/EM i B
Z‘szgi:mmc 8 511 Project team 27 ! 1
experience 159 Code quality 48 ! . g ! 81
& testing ! tructure an Loo.otoil. -
21 Project design | 38 by PM ! 177 Quality of | 5:7 _p| 146 Technical >0 overlook in the project
300 Dev. Team 19 discussed with |-~ - i technical requirements complexity
experience business I - H 58
i 220 Quality of .
; Functional 49 ! 59 61| |62
g ' +
H deSIQQISTS?c:mcaI H o] 520 Complexity of W |
; g ; development phase
i H vy
) i ! i
527 Functional . . .
152 # srtr:e:en(?"ggs , 9 513 Project 28 s > 510 Functional L
quarter coaperation 40 specification quality come ety 60| 63
174 Quality of 51
functional T
39 # meetings of 10 29 specifications i 531 Residual
architects in prototype 142 [ functional complexity
phase 30 . ! 64
179 Projectproposal | | _ 39 | L | 149 #Change i
review i requests H
! i
B !
! 1
H !
! 1
H !
: 1
1 H 65 507 Maturity of system)
: —= ) : -
I H integration
23 Involvement of . 1 -
Technical architect in ! H '
prototype phase 11 bo ! | !
1 : !
i ! 66 502 Easier to i
H ! outsource H
528 Involvement of . ! H
architects in prototype ! i P —— .
phase i : ;
1 ;52 67 503 Readiness for '
i ; new IT developments !
302 # meetings. 21 H . i
between Technical 12 i ! H
architect & project - ' H
team in prototype : i 68 | 508 Use of proven 74 R
517 Project ! I technology ~ f ~ T T T T TTTITTTTTOT
compliance to EA ! H I
! ' |
B !
33 Funft\onal deEs/if]n 13 H : 60 |
compliance to H . 506 St rt for off-
2 ! : g e S |
222 Initial functional ! | H
designtechnical 31 141 ; —————— —  —— —]
»| design compliance to | ; ! | ;
EA : ! 70 205 Reuse of (in the 76 ! i
32 Technical design 14 ; ! past) delivered generic [+ =+ =+ ===« =+=:= = = -] 1 i
compliant to . ! services i H
tech.architecture 23 ! 53 1 H H
22 Project design = ol ! i 501 H .
review B wort building blocks 209 Existing 77 ! !
gen.services easy to [-:=:=:=:=cmimimimimimn o ! '32
reuse !
1
32 H
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NFR's in prototype 71 204 Delivered generic 303 Architect 78 !
2 . phase > services involvement during !
5 Qualty of EA 518 Qualty of tobe § | budget setting i

600 Cost
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Appendix G.

Questionnaire histograms

Involvement of the enterprise architect in setting the budget for the project

Involvement of the business architect in setting the budget for the project
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Figure G.1: Histograms of questionnaire answers
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Appendix G. Questionnaire histograms

Was the Domain architecture complete and consistent?
184 17
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the change FMI Phase
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Appendix G. Questionnaire histograms

Did the business architect meet regularly with the project team during FMI Phase?
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Appendix G. Questionnaire histograms
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Appendix G. Questionnaire histograms

How clear were the acceptance requirements When were the acceptance criteria known? At the start of the project, in the middle, or only at the end
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Appendix G. Questionnaire histograms

The operational cost in the domain

Frequency

1 2 3 4
Copryrreft Information

Security risks in the domain
254

204

1 2 3! 4
Cowryrret Information

Lower cost (per project) for future projects in the domain because of the project
144
13

12

104

1 2 3 4 &
Cogryrrepiit Information

Continuity in the domain

31

2

3 4
Cotryrrethit Information

204

15

104

Frequency

Complexity in the domain
19

sl
o o2 . 3 .4 -
Cogryriephit Information
Number of application (non-generic) services delivered by the project
304

7

8

1? 24 . 32 . 40 -~ 48 55“
Cotryprrephit Information

Number of generic services delivered by the project

0 20 .30 40
Cogryriesht Information

Frequency
s

Number of generic services reused by the project

5 10 15 20
Coryriephit Information
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30

Percentatge of delivered functionality

104
o (I S N S S B2
R . 0 100
Copyrrepht Information
w9 37
30

10+
of L0+ 0 ¢ ¢ 0 0 e
0 2 4 & 80 100
Cotryrretht Information
254
204

304

254

204

Frequency

10

15

of the reused by other projects

2 3 4 5 6
Cotsyrrefiit Information

Frequency
T

Was it easy to reuse existing generic services for the project?

13

2 3 4 5 6
Cogryrrephit Information

Frequency

Broad general experience of the business architect

1

2 3 4 5 6
Cotryrrefhit Information

2 3 4 5 6
Cogryriephit Information

204

Broad general experience of the enterprise architect
20

2 3 4 5 6
Cogryrieshit Information
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Appendix G. Questionnaire histograms

2 3 4 5 6
Copryrrefht Information

Frequency

‘Specific experience of the business architect

2 3 4 5 6
Cotryrreshit Information

204

15

Frequency

104

Specific experience of the project manager

2 E 4 51 6
Cogryrrepiit Information

Specific experience of the enterprise architect

2 3 4 5 6
Cogryriepit Information

Specific experience of the domain architect

2 3 4 5 6
Cogryrrephit Information

20

Specific experience of the development team

18

3 4 5 6 .
Cogryrreshit Information

2 3 4 5 6
Cogryriepiit Information
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Frequency

141

12

104

of the BAD/SAD to

2 3 4 5 6
Cogryriesit Information




Business complexity of the project

1

2 3 4 5 6
Copryrreiit Information

Did architecture cause major changes in the design the

254

204

1 2 3! 4
Cogryrrepit Information

1 2 3 4 5
Cosyrrepiit Information

What was the business value of the functional requirements as described by the business?

15

2 3 4 5 6
Cotryrrepit Information

Frequency

Was there a pre-documented business architecture in the start of the project?
17

1

2 3 4 5 6
Cogryrrephit Information
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Appendix H. Variables similarity

1D QA (@B Corr % |[Corr Reason Decision Decision Reason Comments
1 5 9 77,58 Leave as is
2 5 13 79,18 Leave as is
3 1 17 79,47|DA was sometimes EA Delete 1 & 17 => Add 303 DA &EAare TA
4 5 18 78,61|Strange question Delete 18
5 13, 18, 84,78(TA & BA <==> Complete DA Delete 18 TA & BA <==> Complete DA
6 24 79,89(Makes sense Leave as is
7 16 25 79,44 (A lot of communication in FMI Delete 16 & 25 => Add 302 16 is cause of 25
8 4 33, 89,63 Leave as is
9 1 36 77,05|Coincidence? Leave as is
10 16 38, 86,03(A lot of communication in FMI Delete 16 & 38 => Add 302 16 is cause of 38
11 22 47 81,13(Coincidence? Delete 45 & 47 => Add 301
12 4 202 80,25(Realized DA influences future costs Leave as is 4 is cause of 202
13 9 211 77,62|Coincidence? Leave as is Makes no sense
14 5 214 77,31|Coincidence? Leave as is
15 21 220! 78,74|Makes sense Leave as is
16 4 222 80,02 Leave as is
17 22 222 80,24|BAD/SAD is set up according to existing architecture Leave asis
Business value combines with discussion of bad/sad with
18 21 230! 77,08(business Leave as is
19 5 231 79,37|Makes sense Leave as is
20 30 203 82,91|Question misinterpreted by interviewees (e.g. 58 ser) Leave as is Both are interesting outcomes
21 37 204 79,8|Makes no sense Leave as is
22 30! 205 79,69|Use of generic services is correlated with estimated Atime Leave as is Different outcomes for 30
23 30 207 78,51 Leave as is 30 deleted
24 32 222 82,64|DA = BA? = TA? Leave as is
Experienced DA knows the value of the feedback loop (findings in
25 45! 214 77,14|FMI) Delete 45 & 47 => Add 301
26 30, 169 86,85(Makes no sense Leave as is
If BAD/SAD contain BA and implementation is compliant to
BAD/SAD the domain is aligned with BA-> but Raymond claims
27 33, 190] 81,21[no sense Leave as is 33 is cause 190
28 33 192 84,26(Coincidence? Leave as is
29 25 38, 84,67|A lot of communication in FMI Delete 25 & 38 => Add 302
If BA'is involved in start of the project, then feedback is
30 37 46 77,77|implemented in architecture. Leave asis
We keep one architecture
31 45 47 77,2|DA=TA Delete 45 & 47 => Add 301 variable
32 30 146 77,53|Makes sense Leave as is
33 30, 149 79,46(Makes sense Leave as is
34 46 160 77,26|Makes no sense Leave as is
35 158 161 78,27|common PM tasks are req. Mgmnt and change mgmnt Delete 161 161 =162
36 161 162 83,39[/common PM tasks are req. Mgmnt and scope mgmnt Delete 161 161 =162
37 161 175 83,14|Makes sense, but things are completely different Delete 161 161 =162
38 149 203 77,79|Project changes influences delivered app services Leave asis
39 152 204 81,59(Makes no sense Leave as is
40 47 207, 77,71Makes no sense Delete 45 & 47 => Add 301
41 47 222 80,58|Architecture is applied, also for feedback Delete 45 & 47 => Add 301
42 146 223 78,4|Coincidence Bus. complexity results in higher tech. complexity Leave asis Interesting
43 169’ 203! 83,74|Makes no sense Leave as is
Coincidence, however, bad tech.req require good development
44 177 210 82,96|team Delete 210 & 219 => Add 300
45 176 222 78,72 Leave as is
46 180 222 77,65|Coincidence Leave as is
47 174 230! 81,37 Leave as is
48 175 230 84,14|Makes sense Leave as is
49 162 172 78,3|Makes sense Leave as is
50 162 174 82,29|Makes sense Leave as is
Managing scope contains
51 162 175 78,43|Managing scope is related to clarity of acceptance requirements |Leave as is many factors
Managing scope contains
52 162, 177 83,27[Managing scope is related to clarity of technical requirements Leave as is many factors
Managing scope contains
53 162 179 83,68|Managing scope is related to quality of project proposal Leave as is many factors
Managing scope contains
54 162 181 83,24|Managing scope is related to quality of project proposal Delete 181 181 is part of 174 many factors
55 172 174 83,24|Scope is related to functional requirements Delete 172 172 s part of 174
56 175 177 81,51|Makes sense Leave as is
57 174 181 77,39|project proposal is related to functional requirements Delete 181 181 is part of 174
58 177 181 77,15 Delete 181 181 is part of 174
59 179 181 88,59|Consistent proposal correlated with extensive review Delete 181 179 is part of 181
60 180 198 79,24(Coincidence Leave as is
Delete and introduce "alignment
61 189 191 81,72|Both questions related to architecture Delete 189 & 191 => Add 304 of the domain with common arch”
62 191 199 78,73 Delete 199
63 186 207 79,54|Coincidence Leave as is
64 211 213 78,58|Coincidence Leave as is
65 209 215 80,73|Makes no sense Leave as is
66 212 215! 79,1|Makes no sense Leave as is
67 210 219 79,38(Overall experience is introduced Delete 210 & 219 => Add 300
68 207 222 77,96 Leave as is
69 214 222 77,01|Makes sense Leave as is
70 22 301 Delete 45 & 47 => Add 301 new
71 177 300! Delete 210 & 219 => Add 300 new
72 207 301 Delete 45 & 47 => Add 301 new
73 214 301 Delete 45 & 47 => Add 301 new
74 222 301 Delete 45 & 47 => Add 301 new




Appendix I. Input-output factors analysis

Vraag Budget Date Total Interpretation for budget Interpretation for Date
Num Description A|lV|R|A]|V ] R otal Finding Significance |Interpretation Size of effect Comment Finding Significance nterpretation Size of effect Comment
Trend: Higher participation of the Business participation allows better More business participation
3|Business participation in budget setting T c C| 3 |[businessis correlated with higher information and so better setting of Not significant after correlates with higher time
reliability of budget p=5,6% budget removal outliers overrun p=2,8%/3,7% Rsq =25,7%
4|% of the domein arch. realized c 1 No consequences
TNOTSIgTTCaTTaTeT
9|Tech. Arch. Complete c T 2 removal outliers P=6,2% Rsq=38.6% Not enough data for conclusions
TREND: BAD/SAD discussed 5 is
. y . C- correlated with higher overrun than
21|BAD/SAD discussed with business C-T NS 2 3, 4or6. Two outliers removed
P=7,1% ? from here
. Not significant after
23(Involvement of EA in FMI T 1 removal outliers
. Not significant after
?
31| What architecture method was used? c 1 removal outliers
" . Insufficient trend for
36(EA met often with PT in FMI T 1 conclusions P=6,7%
Symptom of problem within project,
. . ether complexity or other problem,
BA met often with PT in FMI c 1 More meetings are correlated with which require the BA to have more
37| more budget overrun. P=3% participation
one a month correlates with
y . lowest variance, less or
# meetings of BA, DA and EA in FMI T T 2 Not significant after more with higher time
39 removal outliers variance P=8,9%
Involvement of BA only with more
# of BA's T 1 |Involvement of BA correlates with complex projects, which are harder to Not significant after
42 higher overrun. P=5,5% manage removal outliers
46|Impl team feedback to BArchitecture cC|T 2 Not enough data for conclusions
. N Not significant after
146|Technical complexity [o] 1 removal outliers
Higher level of sponsorship Variance and Anova Not
Sponsorship level of proj T Cc 2 |correlates with higher budget significant after removal
147 overrun P=3,6% Rsq = 12,5% outliers
Decrease of project scope during
Project scope change C 1 |execution is related to lower budget
150 reliability P=1,3%
. ; . Not significant after
152 # steering committee meetings / quarter Cc 1 removal outliers
. . Not significant after
156 Amount of days it took, on average, to solve issues Cc 1 removal outliers
. Not significant after
158, Change management in the process c T 2 removal outliers P=5,3% Rsq=21,7% Not enough data for conclusions
Not significant after
160 PM Progress measurement T|C 2 removal outliers
162|PM manages scope of project Cc Cc 2 Not enough data for conclusions
. . Not significant after
170{Main reasosn project Cc 1 removal outliers
Higher quality functional
174|Quality of functional specifications T T 2 Not significant after specs seems to correlate
removal outliers with higher time overrun P=7,3%
" . . Not significant after
177|Quality of technical requirements T 1 removal outliers
Higher quality of project
179|Project proposal review Cc Cc 2 proposal review correlates
with higher time overrun. P=3,3%/1.1%
" P . Not significant after
180 Quality of process initial budget setting T T 2 removal outliers
188|Increase/Decrease of awareness T|Cc/ C| 3 Not relevant for time overrun
196|Increase of business value T 1 |Some indication that higher business
value correlates with higher reliability |P=10,2%
. Not significant after
197|Type of Business value Cc 1 removal outliers
200] Increase/Decrease Security risks T 1 Not enough data for conclusions
Higher level of delivered
206 Delivered functionality Tl 1 functionality correlates with
on time delivery p=6% Rsq = 18,8%
207|Delivered generic services are reused Cc 1 Not relevant for budget
overrun
. Not significant after
208|Conformance of NFR's in FMI Cc 1 removal outliers
211|BA general experience T T| 2 Not enough data for conclusions
212|PM general experience [ c| 2 Not enough data for conclusions
213|EA general experience T 1 Not enough data for conclusions
. Not significant after
214 DA general experience Cc T 2 removal outliers
- . Not significant after
216|PM specific experience c c 2 removal outliers Not enough data for conclusions
217|EA specific experience (o] 1 Not enough data for conclusions
level 5 correlates with high
DA specific experience cC T(T 3 Not significant after overrun, 4 and 6 with lower
218 removal outliers time overrun P=7,1%
— Higher quality of BAD/SAD
Quality of BAD/SAD c 1 correlates with higher
220 overrun
. y Not significant after
224 # Major changes due to architecture Cc 1 removal outliers
" . . Not significant after
230 High business value of func requirements Cc 1 removal outliers
231|At start of project, existing BArchitecture was clear (o] 1 |No consequences
—— More implementation
Impl team feedback changed architecture? T| 1 feedback correlates with
301 more time-overrun P=6,7%
- Higher frequency of
302|Meetings between DA & project team during FMI c c cj| s meetings correlate with Not enough data for
more time overrun P=1,7% ANOVa/variance
" . . " More involvement in budget
303| Architect involvement during budget setting T Cc 2 setting is correlated with
more time overrun P=6,4%/2,8%
" . . Not significant after
304|Alignment of domain because of project TTT 3 removal outliers P=75% Not enough data for conclusions
. Not significant after
524|PA experience T|C 2 removal outlers
More experience of EA is
525|EA experience T 1 correlated with lower project
overrun P=9,5
Higher quality of
527|Requirements specification quality T T| 2 Not significant after pecification is correlated
removal outliers with more time-overrun P=5,7% (subset)
—1 - - Not significant after
528|Involvement of architects in FMI T 1 removal outliers
529|PM Skills T| 1 Not enough data for conclusions
Higher time overrun is
530|Quality of budget setting T Cc 2 Not significant after correlated with higher P=3,8%/P=9% (without Rsq =
removal outliers quality of budget setting outliers) 22,2%/14,4%
Total 6/ 30 7/ 16/ 5 17] 81
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Appendix K. Filtered input-input factors K-W analysis
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Appendix L.

Explanation of the input factor relations

Table L.1: Ezplanation of the obtained input factor relations

F1 Description F 2 Description Explanation of the relation
220 Quality of 21 BAD/SAD When the BAD/SAD is discussed with the
BAD/SAD discussed with business, the quality of the BAD/SAD
business increases
220 Quality of 22 BAD/SAD If BAD/SAD review is higher, its quality
BAD/SAD documents increases
review
222 Initial 22 BAD/SAD When the review of the BAD/SAD
BAD/SAD documents documents is higher, the initial BAD/SAD
compliance to review compliance is larger
DA
36 # meetings of 23 Involvement of More enterprise architect meetings lead to
EA with project EA in FMI more enterprise architect involvement
team during
FMI
37 # meetings of 24 Involvement of More business architect meetings lead to
BA with project BA in FMI more business architect involvement
team during
FMI
196 Business value 33 BAD compliance  BAD compliance to BA correlates with
increase to BA higher business value
202 Potential 33 BAD compliance A higher BAD compliance to BA correlates
decrease of costs to BA with a potential decrease of costs for future
for future projects
projects
23 Involvement of 36 # meetings of More enterprise architect meetings lead to
EA in FMI EA with project = more enterprise architect involvement
team during
FMI

147



Appendix L. Explanation of the

input factor relations

F1 Description F 2 Description Explanation of the relation

190 Alignment of the | 46 Feedback from Incorporation of impl. team feedback in BA
domain with BA impl. team leads to domain alignment with BA

incorporated in
business arch.

177 Quality of 146 Technical When the quality of technical requirements
technical complexity is low, the technical complexity increases
requirements

223 Business 146 Technical High business complexity projects involve
complexity complexity high technical complexity and vice versa

160 PM Progress 158 Change Progress measurement involves change
measurement management in management

the process by
PM
529 PM Skills 158 Change PM skills involve change management
management in
the process by
PM

158 Change 159 Code quality Both factors are high when there is a skilled
management in management & PM
the process by testing by PM
PM

204 Delivered 501 Architectural High influence of architecture in the project
generic services building blocks leads to the delivery of generic services

205 Reuse of (in the 501 Architectural High influence of architecture in the project
past) delivered building blocks leads to the reuse of generic services
generic services

179 Project proposal | 174 Quality of Profound PP review leads to higher quality
review functional of functional specifications

specifications

230 Business value 174 Quality of The quality of functional specifications is
of functional functional influenced by the business value
requirements specifications

206 Percentage of 175 Clarity of When the acceptance requirements are clear,
delivered acceptance the delivered functionality is higher
functionality requirements

230 Business value 175 Clarity of A higher business value leads to more clarity
of functional acceptance of acceptance criteria
requirements requirements
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F1 Description F 2 Description Explanation of the relation
231 There was a 175 Clarity of The existence of a pre-documented BA leads
pre-documented acceptance to more clarity of the acceptance
BA at start of requirements requirements
project
529 PM Skills 175 Clarity of A skilled PM leads to a better acceptance
acceptance criteria specifications
requirements
523 PM experience 176 When were the A experienced PM leads to a better
acceptance acceptance criteria specification
criteria known?
162 PM manages 177 Quality of A PM that manages the project well ensures
scope of project technical high quality of technical requirements
requirements
174 Quality of 177 Quality of High quality of functional requirements is
functional technical related to high quality of technical
specifications requirements requirements and vice versa
179 Project proposal 177 Quality of A profound project proposal review leads to
review technical high quality of technical requirements
requirements
300 Dev. Team 177 Quality of This relation seems to be based on the fact
experience technical that when the development phase happened
requirements in an orderly fashion, the interviewee
considers both aspects of the development
phase positive
527 Functional 177 Quality of A good project proposal leads to high quality
requirements technical of functional and technical requirements
specification requirements
quality
36 # meetings of 186 No further High cooperation of project team and EA
EA with project generic services lead to creation of generic services
team during could be created
FMI
201 Decrease of 198 Decrease of Decrease of complexity in the domain leads
complexity in operational cost to decrease of operational cost in the domain
the domain in the domain
39 # meetings of 202 Decrease of The number of architect meetings lead to a

BA, DA and EA
in FMI

future costs in
the domain
caused by the

project

decrease of operational costs in the domain
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Appendix L. Explanation of the

input factor relations

F1 Description F 2 Description Explanation of the relation
207 Reuse of 202 Decrease of Reuse of delivered services by other projects
delivered generic future costs in leads to a decrease in future project costs
services by other the domain
projects caused by the
project
222 Initial 202 Decrease of When the project is (from the start)
BAD/SAD future costs in compliant to the BAD/SAD, the future costs
compliance to the domain in the domain will decrease
DA caused by the
project
30 Estimated man 207 Reuse of The more work on architecture, the better
months of delivered generic  the quality of the generic services.
architecture services by other  Therefore, it is likely that these generic
work projects services will be reused
222 Initial 207 Reuse of When there is a high BAD/SAD compliance
BAD/SAD delivered generic  to DA, the reuse of delivered generic services
compliance to services by other by other projects is more probable. This can
DA projects be explained by the fact that these produced
services have a better quality
30 Estimated man 213 EA general The more experience an enterprise architect
months of experience has, the less man months on architecture it
architecture takes. An experienced architect uses the
work hours on architecture more effective
217 EA specific 213 EA general A skilled enterprise architect has a broad
experience experience experience
32 SAD compliant 222 Initial The technical architecture is part of the
to BAD/SAD domain architecture
tech.architecture compliance to
DA
214 DA general 222 Initial An experienced domain architect will ensure
experience BAD/SAD a high initial BAD/SAD compliance
compliance to
DA
30 Estimated man 223 Business Decrease of complexity in the domain leads
months of complexity to decrease of operational cost in the domain
architecture
work
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F1 Description F 2 Description Explanation of the relation

301 Implementation 223 Business When there was a high business complexity,
team feedback complexity the risks for future project was minimized by
incorporated in incorporating the implementation team
the Domain feedback in the DA
Architecture?

2 Involvement of 224 # major changes Involvement of business architect in budget
business in the design setting leads to project changes that
architect in that decreased decrease project costs
setting the project cost
budget for the because of
project architecture

209 Existing gen. 224 # major changes  When the existing generic services are easy
services easy to in the design to reuse, less changes in the project design
reuse that decreased are needed

project cost
because of
architecture

527 Functional 230 Business value The business value influences the quality of
requirements of functional functional specifications
specification requirements
quality

177 Quality of 300 Dev. Team This relation seems to be based on the fact
technical experience that when the development phase happened
requirements in an orderly fashion, the interviewee

considers both aspects of the development
phase positive

214 DA general 301 Level of An experienced domain architect will ensure
experience incorporation of a high level of incorporation of

implementation implementation team feedback into domain
team feedback in  architecture

Domain

Architecture

222 Initial 301 Level of This correlation can be explained by
BAD/SAD incorporation of  considering that a well managed project has

compliance to

DA

implementation
team feedback in
Domain

Architecture

both compliancy to the DA as well as the
incorporation of implementation team

feedback
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Appendix L. Explanation of the input factor relations

F1 Description F 2 Description Explanation of the relation
30 Estimated man 302 7# meetings # meetings of DA & project team influences
months of between DA & the estimated man months on architecture
architecture project team work
work during FMI
146 Technical 302 7+ meetings A high technical project complexity leads to
complexity between DA & many DA & project team meetings in FMI
project team phase
during FMI
304 Alignment of the | 302 # meetings A high DA alignment with EA leads to an
domain with EA between DA & architecture policy in which the DA and
project team project team have many meetings during
during FMI FMI phase
21 BAD/SAD 304 Alignment of the A high DA alignment with EA leads to an
discussed with domain with EA  architecture policy in which the BAD/SAD
business is extensively discussed with the business
202 Decrease of 304 Alignment of the ~ When the project is executed in a domain
future costs in domain with EA  that is highly aligned with EA, the future
the domain costs in the domain will decrease
caused by the
project
208 Conformance of 511 Project team The trend here is that a high project team
NFR’s in FMI experience experience leads to a lower conformance of
NFR’s. This can be explained by the fact
that an experienced project team does not
obey the NFR’s
529 PM Skills 511 Project team The PM is part of the project team;
experience therefore these are related
146 Technical 513 Project A high technical complexity leads to a lot of
complexity cooperation project cooperation
224 # major changes | 513 Project A high project cooperation leads to more
in the design cooperation changes in the design that decreased the
that decreased project cost
project cost
because of
architecture

152




F1 Description F 2 Description Explanation of the relation

224 # major changes | 517 Project A high project compliance to the DA leads
in the design compliance to to more changes in the project design that
that decreased DA decrease costs
project cost
because of
architecture

30 Estimated man 519 Architecture The worth of architecture increases when
months of worth more months of architecture work is involved
architecture
work

23 Involvement of 521 Architects The trend here is that a higher experience of
EA in FMI experience the architects involved in a project leads to a

lower involvement of the enterprise architect
in FMI phase

224 # major changes | 528 Involvement of A higher involvement of the architects in
in the design architects in FMI phase leads to more changes in the
that decreased FMI design that decrease the project costs
project cost
because of
architecture

201 Decrease of 531 Residual A decrease of complexity in the domain
complexity in functional leads to lower functional complexity
the domain complexity

153



Appendix L. Explanation of the input factor relations

154



Appendix M. Bottom-up model

208 Conformance
of NFR's in FMI

511 Project team
experience

160 PM Progress
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159 Code quality
& testing

190 Domain

alignment with BA

37 EA met often
with PT in FMI

531 Residual
business proc.
Complexity

204 Delivered
generic services

186 No further
generic services
could be created

A14

231 At start of
project, existing
BArchitecture was
clear

206 Delivered
functionality

529 PM Skills

A15

A16=—

A17

158 Change
management in
the process

46 Impl team
feedback to BA

24 involvement of
BA in FMI

201 Decrease of
complexity in the
domain

501 Architectural
building blocks

36 EA met often
with PT in FMI

175 Clarity of
acceptance
requirements

198 Decrease of
operational
domain costs

205 Reuse of
delivered generic
services

23 involvement of
EA in FMI

230 High business
value of func
requirements

224 # Major
changes due to
architecture

31 What
architecture
method was

used?

521 Architects
experience

A18

174 Quality of
functional
specifications

527 Requirements
specification
quality

209 Existing
gen.services easy
to reuse

513 Project
cooperation

517 Project
compliance to DA

528 Involvement
of architects in
FMI

2 BA participation
in budget setting

179 Project
proposal review

177 Quality of
technical
requirements

146 Technical
complexity

A22

302 Meetings
between DA &
project team
during FMI

304 Alignment of |

domain because
of project

A43

21 BAD/SAD
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business

A47

220 Quality of
BAD/SAD

300 Dev. Team
experience

162 PM manages
scope of project

223 Business
complexity

A24

30 Estimated man
months for
architecture work

A31

519 Architecture
impact

39 # meetings of
BA, DA and EA in
FMI
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523 PM
experience

214 DA general
experience

301 Impl team

A32

A33
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experience

207 Delivered
generic services
are reused

feedback changed
architecture?

217 EA specific
experience

A39

196 Increase of
business value
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202 Lower future
costs in the
domain

A45
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compliance to BA

32 SAD compliant
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22 BAD/SAD

'N\aJ

documents review

176 When were
the acceptance
criteria known?

222 Initial BAD/
SAD compliance
to DA
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Appendix N. Extended AEM

512 Project
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