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A B S T R A C T   

Efficiently designing lightweight alloys with combined high corrosion resistance and mechanical properties re
mains an enduring topic in materials engineering. Due to the inadequate accuracy of conventional stress-strain 
machine learning (ML) models caused by corrosion factors, a novel reinforcement self-learning ML algorithm 
combined with calculated features (accuracy R2 >0.92) is developed. Based on the ML models, calculated work 
functions and mechanical moduli, a Computation Designed Corrosion-Resistant Al alloy is fabricated and veri
fied. The performance (elongation reaches ~30 %) is attributed to the H trapping Al-Sc-Cu phases (-1.44 eV H− 1) 
and Cu-modified η/η’ precipitates inside the grain boundaries (GBs).   

1. Introduction 

Al alloys, known for their lightweight properties, are widely used in 
aerospace [1], rail transportation [2], and electric vehicles [3] to reduce 
energy consumption. As the strongest 7xxx series Al alloys, its strength is 
attributed to the dispersion of η/η’ phase (Mg-Zn) [4,5]. However, the 
large η/η’ phase precipitates at the grain boundaries (GBs) weaken the 
strength of these regions [6]. When AA7xxx are utilized as structural 
components, they are subjected to environmental H diffusion and 
accumulation, resulting in stress corrosion cracking (SCC) [7]. Compu
tations revealed that the η/η’ phases at the GBs promote H aggregation, 
reducing the GB cohesive energy by 86.6 % [8]. Meanwhile, inter
granular cracks (IGCs) are also common SCC morphologies in 
high-strength Al alloys [9]. Until now, the ultimate tensile strength 
(UTS) and elongation of SCC resistant AA7xxx reached 672 MPa and 
5.02 % [10]. Even though the high strength of this alloy makes it more 
suitable for lightweight applications, this extremely low ductility poses a 
significant risk to engineering safety. 

To enhance the SCC resistance of Al alloys, one approach is to modify 
the η/η’ phases or retard their consecutive precipitation at the GBs. For 
instance, switching the η phases to the T phase (Al2Mg3Zn3) by heat 
treatment resulted in a 60 % reduction in the cracking areal fractions 
[11]. Furthermore, crossover Al alloys harmonized by Mg-Zn-Cu have 
the potential to exhibit excellent performance in mechanical strength 
and corrosion, while the specific strategies are not stated [12]. 
High-throughput density function theory (DFT) computations provide 
wider chemical space for alloy design, the diffusion and stability of 86 
elements in/on the Al matrix/surfaces are confirmed [13]. These cal
culations identified elements that can diffuse more easily than Zn or Mg 
thereby avoiding the formation of η/η’ phase at the GBs or enhancing the 
cohesive energy of the GBs, such as Cu [14] and Er [15]. Nevertheless, 
this qualitative research only provides information about the type of 
beneficial elements, but the specific composition and heat treatment 
cannot be determined from such a study. Besides, it is also difficult to 
determine the reasonable range of multiple beneficial elements in a 
short period of time only relying on traditional methods. 
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Machine learning (ML) and big data may be the optimal solutions to 
this dilemma since they have facilitated research in the field of materials 
science [16]. However, the biggest problem for metal/alloy prediction is 
the data scale. Unlike the massive samples of image recognition or 
real-time speech translation [17], the alloy mechanics (corrosion) 
dataset size is usually limited to less than 1000 points [18,19]. To 
resolve this, one solution is to reuse the data or specify data labels [20]. 
Another option is to augment the dataset based on published work or 
change the predictive descriptor to more accessible features, such as 
hardness instead of strength [21]. In the case of high-entropy alloys, the 
dataset can be expanded to 5000–10,000 points using molecular dy
namics (MD) simulations [22]. Exploiting calculations to extend ML 
datasets is a remarkable idea which can improve the prediction accuracy 
and generalization. 

For the practically infinite chemical space for alloy design, artificial 
intelligence combined with physical laws brings us new opportunities 
[23,24]. By developing a natural language processing with deep 
learning, the key descriptors related to pitting potential which can be 
used to design corrosion-resistant alloys were confirmed [25]. Further
more, based on random forest algorithms and phases DFT calculations, 
the corrosion rates of Al alloys under different environmental conditions 
are predicted [26]. For the highest UTS threshold, the Al fabricated with 
high-density η’ phases reaches ~800 MPa, while its elongation is only 
~5 % [27]. The performance of these phases relative to hydrogen 
embrittlement (HE), H trapping sites and IGCs in the Al alloys has been 
widely reported, and the elongation is greatly impaired in the H envi
ronment [28,29]. Thereby, optimizing the corrosion resistance of Al 
alloys with given phases is difficult, and there continues to be a lack of 
research on the global optimization of corrosion resistance and me
chanical elongation. Hence, it is urgently required to propose novel 
strategies to design new kinds of corrosion-resistant Al alloys with 
high-elongation and strength. 

In this study, for the mechanics Al alloys dataset with corrosion 
feature, ML models combined with DFT calculations are proposed to 
design Al alloys having attractive corrosion resistance as well as me
chanical properties. The accuracy of the reinforcement learning neural 
network (RL-NN) model for elongation prediction achieves 0.92 
(goodness of fit, R2). Besides, the DFT-calculated formation energy, 
mechanical modulus, and the work function of potential phases are 
compared. Subsequently, the optimized composition and preferred 
microstructure for attractive corrosion resistance and mechanical 
properties are recommended based on fused ML and DFT calculations 
approach. Finally, a Computation Designed Corrosion-Resistant Al 
(CDCR-Al) alloy is manufactured to verify the reliability of the proposed 
design strategy. According to the slow strain rate testing (SSRT, in 0.1 M 
NaCl), the elongation of the CDCR-Al alloy is ~30 %. In addition, its 
corrosion potential is also higher than − 0.7 VSCE. Multi-computations 

reveal that the design structures are favorable for trapping H atoms, 
and new GB exhibits higher cracking resistance than the raw η-precip
itated GB. 

2. Methodology 

2.1. Data standards and ML strategy 

The original Al mechanical data shown in Fig. 1a comes from the 
published papers, these testing comply with the standard GB/T 228, ISO 
6892 or ASTM E8 to ensure data quality. During data cleaning, data 
similarity and element types are checked to eliminate the same data and 
small sample elements (<5, e.g., Y, Hf, Nb, Cd, and La). The dataset size 
exceeds 1000, and the training and testing data ratios are 0.8 and 0.2, 
respectively. 

The basic ML algorithms utilized are Back Propagation Neural 
Network (BP-NN) and deep learning API Keras. Fig. 1b describes the 
structure of strength BP-NN model, which includes the optimizer 
(Adam), loss function (mean square error, MSE), learning rate (0.0015), 
activation functions (mathematical equations that determine the output 
of neurons), and the neurons number. Total 20,000 epoch (forward 
propagation and back error correction propagation) of strength model 
training is performed to lower the prediction error, and layers 6 and 9 
are set with a dropout parameter of 0.3 to prevent the BP-NN from 
overfitting. The features element and mechanical properties are linearly 
normalized. For the BP-NN model, the final dataset contains 34 input 
features, namely Zn, Mg, Cu, Zr, Ti, Si, Fe, Li, Sc, Mn, Cr, V, Ag, Ce, Eu, 
Er, Ni, Nd, Be, B, Sn, Pb, Sr, Na, Ca, Ga, P, Al, heat1, cool1, heat2, cool2, 
heat3, and corrosion (3.5 wt % NaCl). The entire heat treatment is 
divided into 5 components (3 for heating and 2 for cooling). For the 
cooling process in heat treatment (the corrosion feature is same), the 
feature is set to 1 if the event exists, and 0 otherwise. Learning from the 
Arrhenius equation, the heating process is transformed into atomic 
diffusion (Eq. 1). 

heat = texp(T + 273)− 1 (1)  

where T is the Kelvin temperature (K), and t indicates the holding time 
(10 h). 

Due to the inferior corrosive elongation prediction of the conven
tional model, the elements combined with their contents are converted 
into chemical features, i.e., mass, atomic radius, electronegativity, the 
first ionization energy, and valence electrons. Besides, the physical 
features calculated by the DFT method, such as GB cohesive energy, 
diffusion, dissolution energy in the Al matrix, and adsorption energy on 
the Al(100) and Al(111), are utilized to enrich the dataset. 

The index R2 is utilized to evaluate the accuracy of ML models, which 
can be calculated according to Eq. 2 

Fig. 1. Conventional ML algorithm. a, The raw Al alloys mechanical data categorized according to main alloying elements. b, The input features and loss/activation 
function parameters for basic BP-NN stress algorithm. c, The MSE loss error reduction during training. 
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R2 = 1 −
∑

(yi − ŷi)
2

∑
(yi − yi)

2 (2)  

where ŷ, yi, and y are the predicted, averaged, and actual value of 
feature i. 

2.2. Ab-initio calculations 

All DFT calculations (9704 in total) are performed at 0 K using 
Vienna Ab-initio Simulation Package (VASP 5.4) [30]. The generalized 
gradient approximation is applied with the Perdew-Burke-Ernzerhof 
(PBE) exchange-correlation functional [31,32]. The dissolution and 
surface adsorption Al models are summarized in Fig. 2, the dissolution 
sites include substitutional, octahedral, and tetrahedral interstitial sites. 
The adsorption models contain bridge, top, and HCP sites on the Al(100), 
and bridge, top, HCP and FCC on Al(111). The electron and force 
convergence accuracy are set to 10− 5 eV and 0.01 eV Å− 1, respectively. 
The setting of k-points is based on the spatial length (0.2 Å− 1) in each 
direction, and the cutoff energy is 450 eV. 

For mechanical modulus calculations, 79 kinds of phases in Al alloys 
are calculated according to Birch-Murnaghan equation of state (Fig. S1). 
The Voigt models are used to synthesize the elastic constants and 
generate Young’s, bulk, shear modulus, and Poisson’s ratio [33]. The 
detailed calculations are based on Eqs. 3 and 4. 

E = WV (3)  

cij =
∂W

∂εi∂εj
=

1
V

∂2E(V, εk)

∂εi∂εj
(4)  

where E is the DFT calculation total energy, W is the cohesive energy 
density, and V expresses the model volume. cij and εij are the elastic 
constant and strain components, respectively. 

The formation energy Ef is calculated according to Eq. 5. 

Ef =

(

E −
∑n

i=1
Eatom

)

/n (5)  

where Eatom is the energy of single atom, and n is the total number of 
atoms. 

The work function differences (ψp
m) represent the corrosion tendency 

of phases in Al alloys, it can be calculated by Eqs. 6 and 7. 

ψ = ϕ − Efermi (6)  

ψp
m = ψp − ψm (7)  

where ϕ indicates the vacuum level determined from the average 

potential in the vacuum gap. Efermi is the Fermi level. ψp (ψm) is the work 
function of the phase (pure Al matrix). 

The band structures of Al2O3, Sc2O3, and Er2O3 are obtained using 
Heyd-Scuseria-Ernzerhof (HSE06) [34], which utilizes non-local exact 
Hartree-Fock (HF) exchange mixed with PBE to describe 
exchange-correlation energy (EHSE

XC , Eq. 8). 

EHSE
XC = EHF,SR

X (ω)+
(
1 − α

)
EPBE,SR

X (ω)+EPBE,LR
X (ω)+EPBE

C (8)  

where the short-range (SR) component includes the HF energy EHF, SR
X 

and PBE energy EPBE, SR
X , while the long-range (LR) mainly is the PBE 

termEPBE
C . α indicates the percentage of HF energy and ω is the range 

separation between SR and LR. 

2.3. Atomic simulations 

Large-scale atomic/molecular massively parallel simulator is used to 
perform MD and molecular statics (MS) crack modelling [35]. The MD 
system in Fig. 3a contains ~440,000 atoms, while the MS system in 
Fig. 3b is about 35,600 atoms. All systems are three-dimensional 
models, the size of MD and MS models are 60 × 30 × 4 nm and 28 ×
25× 0.8 nm, respectively. Both GB-filled phases of MD/MS models are 
η-phase (MgZn2, P63/mmc) and MgZnCu phase (MgZnCu, Imma). The 
proportions of Mg and Zn in MD models are 0.8 at % and 1.7 at %, and 
that of MgZnCu in MS model are both 0.9 at %. The length of pre-crack 
in MS model is 5 nm. 

The basic ML interatomic potential method (Moment tensor poten
tial, MTP) is developed by Shapeev groups [36], and the accuracy level 
of MTP is 16 with energy-weight (1), force-weight (0.01), and 
stress-weight (0.001). All configurations (10,122 in total) are randomly 
divided into training set (0.8) and validating set (0.2). Given the suffi
cient raw configurations, the active learning process is automatically 
terminated after two times (models are deforming at 800 K to generate 
new configurations that are supplemented to training dataset). 

The isothermal-isobaric ensembles (MD models) are initialized with 
the temperature and pressure by velocity scaling method to 300 K and 
0 MPa respectively. During deformation, the systems are maintained at 
300 K, and a strain of 0.1 % is applied to the systems along the z-axis 

Fig. 2. The elemental DFT models that integrated in RL-NN algorithm dataset. 
a, The octahedral (green surrounded) and tetrahedral (orange surrounded) 
interstitial sites in Al matrix. The adsorption sites on the b, (100) and c, (111) 
surfaces. B indicates the bridge site, T is the top site, F indicates the FCC site, 
and H is the HCP site. The pink atoms are the highest layer, the orange atoms 
are sub-highest layer, and the green atoms are the bottom layer. 

Fig. 3. Atomic models for illustrating the effects of η-phase and MgZnCu phase 
doped at the GB on the mechanical properties and crack propagation behavior 
of Al alloys: a, MD polycrystal model with one annular GB filled with phases. b, 
Cracking propagation MS model containing a 5 nm-thickness GB with phases. 
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every 1000 steps. As for MS models, the crack boundary is non-periodic 
and shrink-wrapped. Every step the y-direction (perpendicular to the 
cracking direction) is stretched 1 %, and then the cg and fire methods 
are used to minimize. The critical fracture toughness KIc and von Mises 
stress σv are calculated according to Eqs. 9 and 10. 

KIc = 1.122σ
̅̅̅̅̅
πa

√
(9)  

where σ is the uniaxial stress and a is the crack length. 

σv =

̅̅̅
2

√

2V

[(
Sxx − Syy

)2
+
(
Syy − Szz

)2
+ (Szz − Sxx)

2
+ 6
(

S2
xy + S2

yz + S2
xz

)]1
2

(10)  

where S is the stress tensor and V indicates the atomic volume. 

2.4. Verification experiments 

Slow strain rate testing in corrosive environments (0.1 M NaCl and 
3.5 wt % NaCl) was carried out, the strain rate was 10− 6 s− 1. The 
thickness of SSRT sample was 3 mm, and the specific dimensions were 
shown in Fig. S2b. For corrosion resistance estimations, a three- 
electrode system (working electrode, saturated calomel electrode, and 
Pt counter electrode) was used to carry out the open-circuit potential, 
EIS, and potentiodynamic polarization measurements. The size of the 
working electrodes is 10 × 10 × 3 mm, and all samples were polished 
with 0.25 µm pastes. The EIS frequency varied from 100 kHz to 10 mHz, 
and the scanning rate was 10 mV min− 1 during potentiodynamic po
larization measurements. The surface Volta potential difference of nano 
Sc-containing phases was detected by the SKPFM (Multimode 8, Bruker), 
its scanning rate was 0.5 Hz with a resolution of 512×512. 

Scanning electron microscopy (SEM, S-3400 N, Hitachi, Japan) 
combined with electron backscattered diffraction (EBSD) is used to 
detect the fracture morphology, grains information (size and orienta
tions), and the propagation of secondary cracks. The EBSD samples are 
electron-polished in a mixed solution of 20 vol % perchloric acid and 
80 vol % ethanol with a voltage of 18 V for 30 s. An FEI Talos F200X 
TEM is performed to observe the structure of precipitates and energy- 
dispersive X-ray spectroscopy. The 3DAP samples are fabricated by the 
focused ion beam (FEI Helios Nanolab 600i)/SEM, then they are 
detected in the laser mode with a pulse repetition rate of 200 kHz, and 
specimen temperature is 50 K. 

3. Results 

3.1. ML models for Al alloys with corrosion data 

For the strength prediction, the conventional BBP-NN algorithms are 
effective [37]. By adjusting the network depth, activation functions, 
evaluation functions, and learning rate, a conventional Al strength 
BP-NN model (Fig. 1a) with R2 as high as 0.967±0.007 is established 
within this study (Fig. 4a). Model accuracy is calculated based on the 
validation set (independent data, accounting for 20 % of the total data). 
For the validation of the model generalization ability, the experimental 
UTS and SCC strength values of AA7005, commonly utilized in 
high-speed trains, are 311 MPa and 284 MPa [38], respectively. The 
predictions of the BP-NN model for AA7005 are 326 MPa (UTS, 4.99 % 
error) and 287 MPa (SCC strength, 1.09 % error), respectively. 

Based on the strength BP-NN model, the area over element pertur
bation curves (AEPC, Eq. 11) are proposed to better distinguish the 
elemental contribution to Al alloy strength. This method integrates the 
conventional mean impact value and the area over the Most Relevant 
First perturbation curve (MoRF, used in visual identification) [39], 
however, it can greatly avoid the unfair influence brought by the 
amount of data. The hypothesis of applying this equation is the 
continuous relationship between before/after perturbed UTS (see the 
mathematical corollary in Fig. S3). The AEPC statistical results are 
shown in Fig. 4b. Despite excluding the effect of data amount, common 
alloying elements (Mg, Zn, and Cu) still have considerable impacts on 
strength. The improvement of Zr is more obvious than that of Si and Fe, 
while the average area of Sc and Er reaches 2.1×10− 3 and 1.6×10− 4 

(area index), respectively. These overall area indices greater than 10− 4 

are considered to be prominent elements in Al alloys design. 

AEPC =
1
L

∫ L

y=0

⃒
⃒f
(
xk
±10%

)
− f
(
xk

raw

)⃒
⃒ydy (11)  

where f(x) indicates the predicted UTS via BP-NN, x represents the 
element content and its perturbation, k denotes the element type, y and L 
is the practical and the maximum strength in the Al alloy dataset, 
respectively. 

It must be clarified that the AEPC masks the effects of elements in 
different strength intervals, not all attractive elements (area index 
>10− 4) are suitable for designing high-strength Al alloy. Hence the 
unintegrated results are shown in Fig. 4c. The 2/3 (the normalized 
strength) is identified as the threshold value of high-strength Al alloys, it 
can be seen that the Zn has the most profound impact on the UTS. 
Admittedly, the synergistic alloying of Zn and Mg is the most effective 
method to produce the high-strength Al alloys (in Fig. 1a, the UTS of 

Fig. 4. Elemental strength contribution illustrated by conventional strength BP-NN model. a, The prediction and validation accuracies of model. b, AEPC elements 
utility ranking. c, the strength contribution of elements whose AEPC is larger than 0.1. 
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AA7xxx reaches ~800 MPa). Considering the excellent corrosion resis
tance of AA5xxx (Mg alloyed), the inferior corrosion resistance of 
AA7xxx is presumed to be related to Zn content. 

The effect of Zn content on Al alloy strength is summarized in Fig. 5d, 
expectedly, the alloy strength significantly improves with Zn increases. 
However, the strength decreases noticeably when the Zn exceeds 12 %. 
There are two regions which are different from the surrounding region, 
namely the 2.5–3.5 % range (higher) and the 7.0–7.5 % range (lower). 
In the latter case (7.0–7.5 %), the mean UTS of Al alloys is only 
384.3 MPa. Combined with their SCC properties (Fig. 5b), it is inferred 
that the increase of Zn content (<8 %) aggravates the SCC susceptibility 
of Al alloys. On the contrary, the AA7xxx with Zn content in the range of 
3–4 % has better mean UTS (~413.9 MPa), and there is also no great 
strength degradation reported. Therefore, the Zn range of 3–4 % is a 
cost-effective corrosion-strength-designed Zn content range, which not 
only enhances the corrosion resistance of Al alloys but also reduces the 
density of Al alloys. 

In addition, Cu, Li, Fe, and Sc also exhibit influence on the high- 
strength regions (Fig. 4c). The enrichment of Cu and Er at the GBs can 
improve the GB cohesive energy, which can reduce the occurrence of 

IGCs. Moreover, Zr likewise shows a significant effect on the strength of 
Al alloy, but it mainly refines grains [40] or promotes dispersed pre
cipitation [41]. The fine grain strengthening increases the number of 
GBs which enlarges the risk of η/η’ phases distributed at the GBs. 
Traditionally, Fe-containing phases are considered harmful components 
and are removed as much as possible during metallurgy [42], but ML 
shows that Fe has positive effects on the strength of Al alloy. Besides, Li 
is discarded owing to the DFT calculations described below. 

According to elemental stability DFT calculations, Sc and Zn are 
overlapped in the diagram [13]. To avoid/modify the precipitation of 
η-MgZn2 at the GBs, the diffusion barrier of elements which lower than 
Zn are shown in Fig. 6a. It can be found that diffusion ability of Sc is 
closed to Mg. Based on the above calculation, Sc (like Zn) and Er 
(improving the GB cohesive energy) are added to AA7005 to analyze 
their effects on mechanical and SCC properties (Fig. 6b). Compared with 
Er, the resulting improvement of Sc is more evident, particularly for UTS 
in the air. However, its excessive addition (>0.2 wt %) does not hugely 
improve their SCC performance. Despite the trace Er cannot significantly 
improve the UTS, its addition can improve the resistance to SCC. 

Unlike the strength, the influence of the corrosive environment on 
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the elongation is more prominent. Quantitatively, the highest elongation 
prediction accuracy of the conventional BP-NN algorithm is only 0.573 
±0.09. This high error is more obvious when predicting the elongation 
of high-strength Al alloys, this may be attributed to the fact that 
corrosion promotes premature cracking and merging of cracks resulting 
in elongation reduction. The high accuracy of hybrid strength- 
elongation ML models for strength masks its disadvantage in elonga
tion predictions, especially in corrosive environments. Hence, we pro
pose to use DFT calculations to accurately describe the elemental 
physical state in the Al, and develop a reinforcement learning algorithm 
with them (RL-NN, Fig. 7a) to separately predict the elongation. The 
calculated features include GB cohesive energy, matrix energy barrier, 
chemical potential (stability), adsorbed energy on (100) and (111), 
matrix substitution and interstice energy (Fig. 7b and Fig. S4). 

Except for the specialized dataset, the function pool of RL-NN model 
has eight activation functions and eight loss functions with the same 
initial accuracy probability. During each training, six activation func
tions and one loss function are selected according to the probability, 
such that a conventional neural network can be generated (the functions 
are randomly sorted). The training process is like the BP-NN model 
(Fig. 1b-c). After training, each model is evaluated based on the equa
tions in Fig. 7c, the input value is the predicted elongation. Then the 
calculated value is fed back to the accuracy probability (accumulation). 

Statistically, the function probability fluctuation reveals which func
tions are more suitable for elongation predictions with corrosion tensile 
data. 

As shown in Fig. 8a, the accuracy of the mean error functions (loss) is 
higher than the other types of functions. Unlike the commonly used 
mean square and mean absolute errors, mean squared log error (MSLE) 
is more suitable for the corrosion-mechanical Al alloy dataset. In terms 
of activation functions, the accuracy probability of the sigmoid function 
(commonly used in BP-NN) is exceptionally low at 9.18, ranking second 
to last and only higher than the softmax function. However, the acti
vation functions, such as the linear, selu, tanh, and leakyRelu, have 
accuracy probabilities exceeding 10. Combining the best activation and 
loss functions, the model with an accuracy of 0.926±0.022 is developed 
(Fig. 8b). Its air elongation error is 8.7 %, while the error in the cor
rosive environment is 1.7 % (generalization ability validation). Com
bined with the BP/RL-NN, the integrated model has superior accuracy 
for the strength (0.96) and elongation (0.92) of Al alloys in air/corrosive 
environments. 

Comparing the contribution of the traditional chemical and calcu
lated features to the accuracy, Fig. 8c clearly indicates that the calcu
lated features have higher positive influences on the RL-NN model. 5 of 
the top 8 features in the importance ranking are calculated features, 
which are GB cohesive energy, energy barrier, chemical potential, 

Fig. 7. Reinforcement learning algorithm for Al alloy elongation with/without corrosion. a, RL-NN algorithm structure. b, The transformed features and their 
Spearman correlation coefficient. c, Custom evaluation functions to calculate the probability of each loss/activation functions. 
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energy in T-site and O-site. Although the most related descriptor still is 
chemical atomic radius which the AEPC value reaches 189.4, that of GB 
cohesive energy is just 3.33 % lower (183.1). Therefore, the elemental 
GB cohesive energies have profound impacts on the elongation predic
tion of Al alloys. Comprehensively, the average AEPC of the summarized 
calculated features (165) is greatly higher than that of the chemical 
features (155). After analyzing the calculated features, it also can be 
referred to that the calculated features related to the matrix have higher 
effects than the surface calculations. More specifically, the average 
AEPC importance of conventional calculated features is relatively low, 
such as that of adsorbed energy on the (100) and (111) is only 143.59 
and 143.80, respectively. 

3.2. DFT calculation of the secondary phases assisting in microstructural 
screening 

While the added elements (ML determined) bring opportunities for 
the formation of new phases, they may also pose the risk of material 
degradation (mechanical properties and corrosion). Therefore, the for
mation energies and mechanical moduli of phases are analyzed in Fig. 9. 
This diagram shows calculated formation energies and modulus index 
(arithmetic square root of square sum of Young’s modulus E and shear 
modulus G, 

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
E2 + G2

√
, Fig. S5), and it is divided into 4 regions according 

to that of Al (short black dash line). 
The low value of formation energy indicates that phases can form in 

the matrix, while an extremely low formation energy value reflects the 
high possibility of phase growth which may weaken the intrinsic hard
ening effect [43]. To determine the shape and size of the phases more 
precisely, the interfacial energies of phases/matrix are required. 
Considering the excessive computational scale of interface calculations 
(factors including Miller indices, misorientations, coherent, and 
semi/non-coherent interfaces), the formation energies are prioritized. 
As for the mechanical hardening effects of phases, low modulus indices 
cannot be directly regarded as an absence of hardening effects, since the 
dispersion of phases may hinder the dislocation slip. 

Interestingly, the phases formed by the main alloying elements (Zn, 
Mg, Cu, and Si) appear to aggregate distinctly. The formation energy of 
the Mg group (pink) is in the range of − 0.2 ~ 0 eV atom− 1, but their 
mechanical indices are the weakest among the main alloying elements. 
The Zn group (green) forms more easily than the Mg group, and their 
moduli indices are also greater than Mg. Pure Si will not precipitate from 
the matrix (≈ 0.09 eV atom− 1), whereas its derivatives, having lower 
formation energy than Zn/Mg/Cu groups, such as β [44], B′ [45], and 
Mg2Si [46] can form and strengthen the alloys after heat treatment. 
Excessive coarsening of these Si-phases leads to a decrease in both me
chanical properties [47] and corrosion resistance [48]. The Fe group 
exhibits the lowest formation energy among all alloying elements. 
Although the specific size of the phases is also governed by their inter
facial energy, Fe is still unlikely to be the main alloying element due to 
experimentally detected harmful influence, despite its superior me
chanical (Voigt statistical Young’s modulus of AlFe is about 289 GPa) 
[49]. Therefore, the phases whose formation energies are lower than Fe 
(-0.55 eV atom− 1) may attenuate their mechanical strengthening effect 
and cause galvanic corrosion, therefore those phases should be avoided 
[50,51]. 

Insight into Zr-induced grains refinement (GBs proliferate and favor 
the distribution of η/η’ phases) and Fe/Si coarsening phases, their po
sitions are set as the left boundary of the ideal zone (gray box in Fig. 9). 
In addition, the accepted phases should have lower formation energy 
(right boundary of the gray box) and better strengthening effect (bottom 
boundary of the gray box) than the raw η/η’ phases. To compensate for 
the mechanical loss (caused by the reduced Zn content), the upper left 
elements are more expected. Finally, the expected microstructure is to 
use ScAlCu, ErAlCu, or MgZnCu to replace or ameliorate the η-MgZn2 
phases, simultaneously, Zr, V, and B are also added to make up for 
mechanical strength regress. Furthermore, as shown in Table 1, the el
ements Er (MgZn2Er, Fm3m), Cu (MgZnCu, Imma), and Sc (MgZn2Sc, 
Fm3m) can significantly improve the mechanical index of raw η-MgZn2 
precipitates, their improvements reach 44.06 %, 47.72 %, and 
71.88 %. 

The corrosion behavior of the phases is another aspect to be opti
mized. Fig. 10 shows the work functions of various phases, and their 

Fig. 8. Optimized RL-NN models for Al alloy elongation data. a, The applicability of loss and activation functions. b, The prediction and validation accuracies of 
elongation RL-NN model. c, The importance comparison of chemical features and DFT-calculated features. 

Fig. 9. Mechanical indices and formation energies of the potential secondary 
phases after Al alloy compositional complication. 
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positive and negative regions are identified by Al surface (111) which 
exhibits higher importance than (100) in the RL-NN model. Funda
mentally, an excessively low work function tends to be subjected to 
pitting corrosion, while a high work function risks galvanic corrosion 
[52,53]. From the work function in Al solid solution, it can be seen that 
the selected Sc or Er is not conducive to the improvement of corrosion 
resistance, whose lowest work functions are 3.16 eV and 1.88 eV 
respectively. This warns that the growth of Sc/Er-related phases must be 
inhibited. Besides, Fe can improve the work function of Al matrix 
(4.30 eV). Given the lowest formation energy of Fe group, superfluous 
Fe will form large-sized cathode particle resulting in galvanic corrosion 
[54]. As for Li, its combination with any other element generates phases 
with extremely low work function (2.75 eV), which are also fatal to 
corrosion resistance. 

The work function of the Zn (2.88–4.57 eV) or Mg (2.53–4.81 eV) 
groups is narrow, regardless of whether the highest/lowest work func
tion is closer to that of the Al matrix. Whereas, the phases formed by Cu 
(2.55–5.36 eV) or Si (1.67–4.92 eV) are difficult to be solely classified as 
cathode or anode, where the work function range is relatively large [51]. 
Meanwhile, Sc and Er approved by the aforementioned BP/RL-NN 
model can improve their lowest work functions by doping with Cu, 
which are 9.15 % and 68.37 % respectively [55]. Therefore, it can be 
inferred from calculations that Zn and Mg are less harmful, Fe, Sc, and Er 

must be precisely added to avoid the formation of the harmful phases, 
and Li is completely discarded. Partial alloyed Cu is expected to combine 
with Sc/Er to prohibit the pitting corrosion and the other Cu is desired to 
diffuse into the GBs. 

3.3. Design and performance evaluation of Al alloy 

Based on the identified element/secondary phases, the trained BP/ 
RL-NN models and genetic algorithm are used to determine element 
compositions and heat treatment. The optimization goal is synergetic 
UTS and elongation in corrosive environments (corrosion feature is 1). 
Considering the high dimensionality and extremely wide composition 
range for the genetic algorithm (full-space search), we perform optimi
zation for AA7005 (Table 2). The strategy is to reduce Zn and increase 
Cu, Fe, and Ti. Simultaneously, small amounts of Sc/Er (decrease the 
SCC susceptibility) and trace amounts of Zr, V, and B (compensating 
mechanical properties) are added. The composition restriction in Fig. 11 
is divided into four gradients, namely main alloying (broadly, Zn, Mg, 
Cu, and Si), important but need to be strictly limited (<0.5 %, Fe), trace 
(<0.3 %, Sc, Mn, Ti, and Er) and sub trace (<0.1 %, Zr, V, and B). 

After 100 generations, the composition of the optimal alloy (Table 2, 
CDCR-Al) converges, even in a high probability mutation environment 
(3 %). The determined heat treatment features in BP/RL-NN is 0.80, 1, 
0.12, 1, and 0.41, respectively (Eq. 1). Given the diffusion barrier 
(0.57 eV) [56] and activation energy (3.2 kcal mol− 1) [57] of Cu in Al, 
the implemented solution treatment is ~505℃ for 8 h to promote the Cu 
diffusing into the GBs or combining with Sc. This temperature reconciles 
the conventional solution temperature of Al-Zn-Mg alloys (~475℃) and 
Al-Cu alloys (~530℃) [58,59]. Besides, the aging process is consistent 
with a temperature of 120℃ for 4 h. Short aging time is also beneficial to 
avoid excessive formation of the η/η’ phases and more stable Al-Sc phase 
(Cu free). Subsequently, the CDCR-Al alloy is successfully manufactured 
via electromagnetic stirring and die casting, producing a billet with a 
size ϕ80×100 mm (Fig. 11). 

Employing a high solid solution temperature (505℃ for 8 h), the 
diffusion of Cu with relatively high diffusion barrier is more active, such 
that the partial Al3Sc phases are doped with Cu. SSRTs in Fig. 12a are 
used to verify the CDCR-Al alloy resistance to SCC. Clearly, the CDCR-Al 
alloys in a moderately corrosive environment displayed good SCC per
formance, with UTS reaching 443.3±38 MPa and elongation reaching 
31.4±1.4 %. This exceeds the reported results (Fig. 12a, green region). 
In terms of the most pronounced elongation reduction in SCC, the 
elongation of the CDCR-Al alloy is almost double that of the AA7005 
currently in service. 

The potentiodynamic polarization curve and electrochemical 
impedance spectroscopy (EIS) of the CDCR-Al alloy and AA7005 are 
tested to evaluate their corrosion behavior. It can be seen from Fig. 12b 
that the corrosion potential (Ecorr) of the CDCR-Al alloy is significantly 
improved from the AA7005 (0.095 VSCE, Saturated calomel electrode). 

Table 1 
Mechanical improvement of MgZn2 modified by Sc, Cu, and Er.  

Phase VRH 
Bulk modulus Young’s modulus Shear modulus Poisson’s ratio 

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
E2 + G2

√

GPa GPa GPa / GPa 

MgZn2 

Voigt  64.489  74.233  28.373  0.30815  79.47 
Reuss  62.989  60.098  22.408  0.34098  64.14 
Hill  63.739  67.243  25.391  0.32417  71.88 

MgZn2Sc 
Voigt  68.067  124.22  51.94  0.19583  134.64 
Reuss  68.067  111.30  45.337  0.22747  120.18 
Hill  68.067  117.85  48.639  0.21144  127.49 

MgZnCu 
Voigt  44.633  76.542  31.520  0.21418  82.78 
Reuss  125.39  119.20  44.425  0.34156  127.21 
Hill  85.012  99.155  37.973  0.30561  106.18 

MgZn2Er 
Voigt  64.033  100.39  40.520  0.23872  108.26 
Reuss  64.033  91.814  36.405  0.26102  98.77 
Hill  64.033  96.138  38.462  0.24977  103.55  

Fig. 10. The work function differences of potential secondary phases in 
Al alloys. 
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The higher Ecorr indicates a delayed thermodynamic tendency for the 
anodic reaction (metal oxidation) within the same corrosion environ
ment, while the corrosion current (icorr) reflects the reaction rate. Un
fortunately, not only exhibiting the lowest Ecorr, AA7005 retains the 
largest icorr which surges to 1.24 mA cm− 2 when it is in the anodic stage. 
Analyzing the rate of O reduction reaction, it can be found from Fig. S7a 
that the rate of CDCR-Al alloy is slightly lower than the AA7005, the Rp 
of CDCR-Al alloy is 213.67 Ω cm2, while that of AA7005 is only 18.45 Ω 
cm2. This is attributed to the Volta potential difference of Cu-containing 
phase (cathode) with CDCR-Al alloy is 63.25 mV (Fig. S7), which is 
lower than the Fe-containing phase in the AA7005 (373 mV) [38]. 
Combined with Fig. 12c and S7d, it is found that AA7005 had an 
inductive reactance phenomenon at low frequency. This is attributed to 
the difficulty of diffusion of metal ions or other conductors. The 
CDCR-Al alloy exhibits two time-constants in the intermediate and low 
frequency. Its film impedance at the low frequency reaches 23.12 kΩ, 
illustrating that the surface oxide film has excellent protection (the 
capacitance index ~0.916). Comparing the size and depth of pitting 

after polarization (Fig. 12d-f), it can be found that the average pitting 
depth of CDCR-Al alloy is ~1.37±0.63 μm and that of AA7005 is ~8.60 
±6.03 μm. Hence, under the same environment, the corrosion resistance 
of CDCR-Al alloy outperforms that of AA7005. 

3.4. Microstructure observation and performance explanation 

From Fig. 13a, it is observed that there are numerous and fine phases 
dispersed in the grains which an average size is 36.62 nm. Combined 
with the energy dispersive spectroscopy (EDS) result, Al, Sc, and Cu are 
found. According to the formation energy shown in Fig. 9, the Al3Sc 
exhibits lower formation energy than the Al-Sc-Cu phases, which in
dicates the Al3Sc phases are more stable. It is found from Fig. 13c-e that 
the Al-Sc-Cu phase shows coherent relationship with the Al matrix, with 
[200]Al//[100]prep and [011]Al//[011]prep. In addition, the interplanar 
spacings of phases are accurately measured as 3.86 Å and 2.77 Å, 
respectively. However, the length of the primitive Al3Sc cell is confirmed 
as 4.105 Å [60]. When Cu replaces one Al atom in the Al3Sc cell, the cell 
length can be reduced to 3.86 Å. To confirm whether the Cu doping in 
the Al3Sc phases, a three-dimensional atom probe (3DAP) is performed 
and further confirmed that a small amount of Cu was doped into the 
Al3Sc interior (Fig. 13b). Therefore, combined with the EDS, 
high-resolution transmission electron microscopy (HRTEM), and DFT 
calculations, we reckoned that particle Al3Sc are doped with Cu atoms. 

Furthermore, the Gibbs free energy change ΔG of H in the Al matrix 
and phases are computed and summarized in Fig. 13f. It can be clearly 
seen that the H captured ability of raw η/η′ phases is weakest (0.05 eV 
H− 1), which is greatly higher than that in the Al matrix. Thereby, the 
inner distributed η/η′ phases cannot limit the diffusion of H in grains. 
When the Al3Sc phases are formed in the grains, the ΔG decreases to 
0.01 eV H− 1 which is still slightly higher than that in the matrix. 
However, once Cu atoms doping into the Al3Sc, the interstice site of Al- 
Sc-Cu phases is greatly reduced to − 1.44 eV H− 1. Therefore, this 
modification reduces the lattice parameters of phases and simulta
neously enhances their H-trapping ability. 

The segmented and modified GB η/η’ phases (Fig. 14b) also signifi
cantly improve the SCC-resistance of the CDCR-Al alloy. As shown in 
Fig. 14a, the raw continuously distributed large η/η’ phase at the GBs 
results in AA7005 significantly sensitive to the cracking, whose GB 
cohesive energy is only 13.4 % of raw Al GBs. However, employing the 
ML method, the size of the precipitation inside the GBs is decreased to 
10.87±2.67 nm (Fig. 14c). Furthermore, the η/η’ phases in the GBs are 
doped with Cu which are transformed into the Mg-Zn-Cu phases shown 
in Fig. 14d, Cu can enhance the GB cohesive energy (0.258 eV for Σ7 
(111) GB). Based on the GB HRTEM results, it can be found from Fig. 14e 
that the precipitates continue to show a coherent relationship with the 
Al matrix. Consistent with the DFT calculations in Fig. 9, the Mg-Zn-Cu 
phase exhibits a lower formation energy than MgZn phase, yet has a 
higher mechanical index. 

It must be reiterated, however, that not all GBs are completely 
transformed into new structures, such as the partial GBs in Fig. 13a. This 
may be a reason that the elongation of the CDCR-Al alloy in 3.5 wt % 
NaCl is 8.6 % lower than that in 0.1 M NaCl. Undesirably, Er does not 
apparently segregate into the GBs but dissolves into the Al matrix. 
Except for these, trace Er is found to combine with Sc (Fig. 14f). How
ever, to detect the cracking mode and verify the effect of Mg-Zn-Cu 
phases on the GBs, the propagation of secondary cracks in the CDCR- 
Al alloy after SSRT in corrosion environment is observed by EBSD 
(Fig. 14g). Except for the primary crack, it is difficult to find secondary 

Table 2 
Chemical composition of Al alloys (wt %).  

Element Zn Mg Cu Si Sc Fe Er Mn Zr Ti Al 

CDCR-Al  3.37  3.36  1.32  0.272 0.26  0.211 0.14  0.132 0.076 0.054 Bal. 
AA7005  4.38  1.04  0.16  0.07 /  0.18 /  0.132 / / Bal.  

Fig. 11. Determination of CDCR-Al alloy composition and heat treatment using 
genetic algorithm. The value range of orange input feature are marked in black. 
The genetic algorithm initially generates random 50,000 alloys within the 
composition limitation. These alloys are multiplied and mutated to form 15,000 
new alloys. Each alloy (75,000 in total) is given a survival probability by the 
BP/RL-NN models (predicted strength and elongation), then 15,000 alloys are 
eliminated according to their probabilities. 
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Fig. 12. Corrosion resistance evaluation of the CDCR-Al alloy. a, SSRTs of CDCR-Al alloy, raw AA7005 and reported works in corrosive environments. Compared 
with the AA7005, the stress corrosion strength and elongation of CDCR-Al alloy increase by 53 % and 193 %, respectively. b, Potentiodynamic polarization curve. c, 
Bode electrochemical impedance spectroscopy. The morphology of d, CDCR-Al alloy and e, AA7005 after polarization. f, The comparison of pitting depth. The 
solution for EIS testing is 0.1 M NaCl. 

Fig. 13. Precipitates inside the grains of the CDCR-Al alloys. a, Dispersed fine Al-Sc-Cu precipitates. b, 3DAP maps of precipitates with Cu doping. c, Interfacial 
orientation relationship, d, diffraction pattern, and e, Fast Fourier Transform for precipitates. f, Gibbs free energy change for H trapping. 
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cracks (< 20 µm) in the alloy. Certainly, the identification rate of the 
sample edge is low due to the combined effect of deformation and 
corrosion. Combined with the SEM-detected crack position, it is found 
that the secondary crack in the CDCR-Al alloy propagates in a trans
granular manner. 

4. Discussion 

Under the same corrosive environment, the corrosion current of 
CDCR-Al is close to that of AA5xxx, the protection of surface film is 
higher than that of AA7005. The average work functions of potential 
ternary phases are shown in Fig. 15, showing the raw Al-Sc phase ex
hibits extremely low work function (3.63 eV). However, when the Cu is 
doped to form the Al-Sc-Cu phases, the work function is greatly 
improved (4.18 eV), which is slightly larger than that of the Al matrix. 
Moreover, we utilize the SKPFM observing the height (Fig. 15b) and 
Volta potential difference (Fig. 15c) of nano-scale Al-Sc-Cu phase. It can 

be confirmed that the Volta potential difference of Cu doped Al3Sc is 
extremely close to the Al matrix. 

As for the complete protective film, this is attributed to the addition 
of Sc and Er. These two elements have stronger binding abilities to O 
than Al, their calculated formation energies are − 3.58 eV (Sc2O3) and 
− 3.71 eV (Er2O3), respectively. Besides, band structure calculations 
show that their band gaps (Eg) decrease with the enhancement of for
mation ability (Fig. S8). All Eg of the oxides are greater than 4.5 eV, 
resulting in an insulator property. 

To elaborate the mechanism of Cu modified η phases to cracking, a 
dataset (containing 10,122 DFT configurations) is used to train an Al- 
Mg-Zn-Cu interatomic potential. As shown in Fig. 16a, its energy and 
force accuracies reach 6.50 meV atom− 1 and 22.19 meV Å− 1 respec
tively, which are lower than the report work [61]. From MD stress-strain 
curves at 300 K in Fig. 16b, it can be found that the strength of 
Cu-modified polycrystalline model (~5.83 GPa) is higher than η-phases 
(~2.21 GPa). During the tensile process, the von Mises stress of 

Fig. 14. Discontinue precipitated GB regions. The comparison of GBs precipitates between a, AA7005 and b, CDCR-Al alloy. c, Enlarged view of precipitates at the 
GB of CDCR-Al alloy and d, EDS mapping of Mg-Zn-Cu. e, Precipitation orientation relationship. f, Er is not distributed at the GBs as expected, but forms precipitates 
within the grains. g, the EBSD morphology of transgranular secondary crack without any optimization. 

Fig. 15. Corrosion evaluation utilizing SKPFM for Al-Sc-Cu phases. a, average work functions of phases. The difference of Al-Sc-Cu phases in b, height and c, 
Volta potential. 
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precipitates at the GB (Fig. 16c) is greatly higher than the Al matrix 
(4.20 GPa). Comparing the MgZn and MgZnCu phase, the Cu modifi
cation toward η-phases further improve the von Mises stress by 
101.37 %. Besides, the cracking mode of η-phases model (Fig. 16d) is 
also different from that of the Cu-modified GB model (Fig. 16e). When 
the strain reaches 4.0 %, there is a hole near the GBs, with the strain 
performing, it apparently propagates along the GBs at a strain of 8.0 %. 
While the Cu-modified model remains intact whose elongation reaches 
10.5 %, and its crack propagates directly. 

MS model containing single GB with a crack tip can more intuitively 
describe propagation of crack, therefore, the von Mises stress results are 
shown in Fig. 17a-c. It can be found that the stress at the GB is still 
significantly greater than the Al matrix. Eliminating the influence of 
temperature, we summarize the atomic von Mises stress difference ac
cording to atomic types. For conventional η-phases at the GB, it is the Mg 
atoms that suffer high stress which is 47.64 % higher than that of Zn 
atoms. When the Cu modifying the η-phase, the atomic stress distribu
tion changes dramatically. The atom stress of Zn atoms is highest which 
is about 509.57 GPa, while the stress of Mg atoms decreased by 33.37 % 
(η-phase), to 233.51 GPa. 

The strength of Cu-modified model at 0 K is like the η-phases model, 
but its failure elongation (63 %) is still better than that of η-phases 
(49 %). Owing to the high stress at the GB, the dislocations are not only 
emitted from the crack tip, but also occur at the GB. It can be found from 
Fig. 17e that the dislocation length of η-phases (27 nm) is lower than the 
MgZnCu phase (37 nm), while the number of stacking fault atoms is 
59.70 % higher than that of MgZnCu phase. With the strain applied on 
the models, the dislocation length of MgZnCu model is significantly 
improved by 75 %, and the number of stacking fault atoms reach 5654. 

Differently, both the dislocation length and stacking fault atoms of MgZn 
model change slightly. 

Computing the von Mises stress (Fig. 17f), we can find that not only 
the Cu-modified phases at the GB, but the stress of Al matrix (near GB) is 
also approximately 29.57 % greater than that of η-phases models. 
During the cracking, the increase rate of dislocation density of MgZnCu 
model is greatly larger than that of η-phases models, it indicates that the 
Cu-modification toward the GB hinders the slippage of dislocations. This 
difference also affects the critical fracture toughness KIc [62], that of 
MgZnCu model (0.1666 MPa m− 1/2) is ~35.56 % greater than the 
η-phases model, indicating the crack resistance of Cu-modified GB is 
stronger. Based on the SCC experiments conducted by Holroyd et al. 
[63], it was also confirmed that Cu addition decreased the crack growth 
rate by ~4 orders of magnitude. Moreover, the crack in η-phases model 
propagates more easily, it is fractured completely at a strain of 49 % in 
Fig. 17d, while the tip of Cu-modified GB is apparently passivated. 

5. Conclusion 

In this work, a strategy combining ML and DFT calculations is pro
posed to efficiently design an Al alloy with excellent corrosion resistance 
and mechanical properties. The designed structures Al-Sc-Cu nano
precipitates (in grains) and Cu modified η/η’ phases (at the GBs) are 
beneficial to the corrosion resistance improvement of Al alloys. This 
investigation lead to the following conclusions:  

1. Based on the strength BP-NN model (R2 > 0.96), the area over 
element perturbation curves displays the contribution of element to 
strength in different intervals. Zn is advantageous for manufacturing 

Fig. 16. MD simulations illustrating the mechanical contribution of Cu-modified η-phase on Al alloy. a, The energy differences predicted by Al-Mg-Zn-Cu interatomic 
potential and DFT. b, True stress-strain curves of MD tensile simulations. c, Von Mises stress comparison of MD models containing MgZn and MgZnCu. Failure 
morphologies of polycrystalline d, MgZn and e, MgZnCu models. µ is mathematical expectation of the Gaussian distribution. 
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high-strength Al alloys, but excessive addition makes the SCC sus
ceptibility of Al alloys higher. Thermodynamically, NEB calculation 
shows that the diffusion barrier of Sc in the Al matrix is only 0.29 eV, 
which is close to Mg. The addition of Sc (~0.2 %) can improve the 
mechanical strength of Al alloys in corrosive environment.  

2. Compared with the strength BP-NN model, the corrosion feature in 
Al alloy dataset has a greater impact on the elongation prediction. 
The designed reinforcement learning algorithm shows that the 
combination mean squared log error (loss function) and linear, selu, 
tanh (activation functions) is more suitable for this dataset. The DFT- 
calculated features can improve the accuracy of models, and they 
have higher average weight (~165) than normal features, especially 
the GB cohesive energy, energy barrier, and chemical potentials.  

3. High-throughput DFT calculations screen the mechanical moduli and 
work function of potential secondary phases, which can quantita
tively analysis the corrosion caused by phases. The computational 
results demonstrate the Cu-doped Al-Sc precipitates (~36.62 nm) 
can greatly capture the H atoms, whose ΔG for trapping H reach 
− 1.44 eV H− 1. Besides, its Volta potential is close to the Al matrix. 
Therefore, the fabricated CDCR-Al alloy exhibits excellent mechan
ical properties (UTS ~450 MPa and its elongation exceeded 30 % in 
the 0.1 M NaCl) and corrosion potential (-0.694 VSCE).  

4. The modification of Cu toward η-phases at the GB can significantly 
improve the strength of polycrystal Al alloys, while avoid the crack 
propagates along the GB. Comparing the raw η-phase model, the 
addition of Cu decreases the atomic stress of Mg by 33.37 %, and 
improves the critical fracture toughness KIc by 35.56 %, its cracking 
tip is apparently passivated. 
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