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Abstract

The primary motivation for this work was the lack of open-source or clearly motivated studies describing
the orbit estimation of natural satellites. The capability to accurately model the trajectory of the moons
of Jupiter is crucial for properly understanding the evolution of the Jovian system and, by extension, the
solar system. Considering the small Jovian moons remain relatively unknown, they will be the focus of
this study. The goal of this project was to develop a framework for the full estimation process, based
on the Tudat software library, starting from raw astrometric observations, to be made available publicly.

The first step was designing a new data processing algorithm, capable of uniformising the observa-
tional data. These measurements are reported in a wide variety of formats, with differences in time
format, time scale, orientation, and observation type, amongst others. The developed software was
able to produce Tudat-compatible observations with limited user interaction. These processed mea-
surements were then analyzed and validated, first by examining the mean residuals with respect to
existing ephemerides to detect remaining biases in the data, before comparing the standard deviation
of these residuals to those reported in their original publication, whenever available.

Secondly, the estimation framework was set up. Based on the processed astrometric observations, the
orbits of three minor Jovian satellites, Himalia, Elara, and Amalthea were estimated as case studies.
Each of these posed its own set of challenges, but together they yield a good representation of the
full range of outer moons. The SPICE kernel ephemerides were used to evaluate the quality of these
orbital solutions.

Estimating Himalia’s orbit proved the easiest, as it is the minor moon that is observed the most, in
combination with its relatively slow dynamics. One problem was the fact that there was a remaining
unmodeled bias in the oldest, i.e. pre-1960, observations due to errors in converting from old to new
frames. Removing these observations and replacing them with simulated measurements with realistic
residuals both proved to reduce the difference with respect to the SPICE benchmark to within the
uncertainty level of this very benchmark. This proves that the framework allows to accurately estimate
the ephemerides of Himalia, although no conclusions could be drawn on the exact contribution of the
old observations.

Elara’s orbit is in many ways similar to that of Himalia, as they are part of the same orbital group. How-
ever, a close approach with this more massive Himalia in 1949 had a significant impact on Elara’s
trajectory. Therefore, estimating Elara’s orbit is not limited to its initial state. Instead, Himalia’s gravita-
tional parameter is determined concurrently to optimize the solution. However, even when determining
this gravitational parameter, it became apparent that the current dynamical model could not perfectly
capture the dynamics at the close approach, due to the limited amount of data before the event, leading
to an error of several hundred km. This is still well below the residual of the observations, however.

Finally, Amalthea proved to be the most difficult body to get an accurate orbital solution for. Since
Amalthea is an inner moon, as opposed to the outer moons Himalia and Elara, its angular velocity
is over 500 times higher. This logically makes both timing and position errors significantly more im-
pactful. Additionally, the very limited amount of data, which is constrained to just a few campaigns of
several nights, further hamper accurate orbit determination. By limiting the step size of the update in
the estimated initial state between iterations to a standard deviation of 100 km by defining the a-priori
covariance, a stable solution, accurate to several 100 km could be found. A preliminary investigation of
the contribution of simulated spacecraft data indicated that the few available spacecraft observations
of Amalthea have a large impact, which warrants further studies.

Thus, through determining and analyzing the orbit of these three case studies, the quality of the de-
veloped framework is ascertained. The solutions proved to lie within the uncertainty region of the
ephemerides published in SPICE. Inaccuracies in the estimated orbit could always be linked to defi-
ciencies in the input data, thus not taking away from the quality of the framework.
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Introduction

Since its inception, mankind has been studying the motion of the heavens, trying to understand the
dynamics governing the night sky. Gradually, a theory emerged that the solar system is not a steady-
state solution, but rather a complex dynamical system that is continuously evolving. Logically, this led
brave individuals to wonder backward, dreaming of the origins of the solar system and how it developed
from there. Answering these questions could not only help us predict the future of our planet but also
understand how life flourished on Earth and how likely it is to occur on other bodies. One of the main
limitations of this study is the slow dynamics involved. Uranus, with an orbital period of 84 years, has
yet to complete its third orbit since its discovery. Clearly, 2 rotations are not sufficient to draw any
conclusions on the long-term evolution of its dynamics.

There is an alternative within the solar system, however. Jupiter and its moons can be compared to
the Sun, the planets, and asteroids. They both have a small number of massive bodies, containing
more than 95% of the mass in orbit, orbiting with low eccentricities and inclinations. Within this same
plane, there are smaller bodies orbiting closer to the primary. Finally, a number of small bodies that
are thought to stem from outside the system have more eccentric, inclined, and distant orbits. For the
Jovian system, these are the Galilean, inner and outer moons respectively. The main advantage of
studying the evolution of the Jovian system is the rapid dynamics, where moons take hours to days to
orbit, instead of years, as well as having expansive datasets.

Thus, determining the orbits of the Jovian satellites is an active field of research (e.g. Jacobson, 2014;
Lainey et al., 2004; Lieske, 1980). Throughout the past decades, this facilitated improvements in our
understanding of tidal mechanics (e.g. Lainey et al., 2009) and geological phenomena (e.g. Sohl et
al., 2002) amongst others, and for the speculation of the development of life on the icy moons with
subsurface oceans (Chyba and Phillips, 2002). However, most of this research is centered around
the Galilean moons, whereas significantly fewer publications discuss the orbit estimation of the small
Jovian moons, except for those describing the ephemerides published by the Jet Propulsion Labratory
(JPL) (e.g. Brozovi¢ and Jacobson, 2017; Jacobson, 2000) and by the Institut de Mécanique Céleste
et de Calcul des Ephémeérides (Institute of celestial mechanics and of the calculation of ephemerides,
IMCCE) (e.g. Emelyanov, 2005a; Emelyanov et al., 2022). However, neither of these covers in-depth
how these ephemerides were obtained, apart from the general working principles and a rough overview
of the data employed. Therefore smaller institutions, independent scientists, and astronomers have to
rely on the results of these publications, without being able to estimate their own ephemerides easily.

In order to fill this gap, the main goal of this study is to develop a fully open-source framework for orbit
estimation, specifically for the minor Jovian satellites, starting from raw observations, and demonstrate
its functionality. The estimation process was applied to three case studies, which were Himalia, Elara
and Amalthea, which together represent a wide range of natural satellites. The observations required
for these estimations were taken from the Natural Satellite Data Center (NSDC), which contains a large
amount of observations about the solar system moons. The first part of this project was then concen-
trated on robustly processing these data into a usable format. The second phase then revolved around
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properly setting up the estimation process. The JPL ephemerides, in the form of SPICE kernels, were
used as a benchmark to evaluate the quality of the fit, and as a basis for an initial guess and simulations.
The results of the solution were then used to compare with some of the existing numbers on uncertainty,
accuracy, and conclusions drawn. Logically, the first point of comparison is the small amount of data
that is available from the quality of the existing ephemerides. Another important comparison was deter-
mining the mass of Himalia from Elara’s orbit. These two bodies had a close encounter in 1949, based
on which the gravitational parameter from Himalia was calculated (Emelyanov, 2005b). Both software
and observation files were made available in the repository’.

1.1. Research Goal

As mentioned, this study aimed to demonstrate the full estimation process. The main research goal is
defined as:

 To accurately estimate the state of the Jovian minor moons, specifically that of the case studies
Himalia, Elara and Amalthea, based on raw NSDC observations.

This objective can be broken down into the following sub-goals:

» To Process the raw observations into uniform tudat-readable files.

* To accurately model the dynamic environment of the (selected) Jovian moons.

* To reach a convergent estimate of the orbit of the (selected) Jovian moons.

» To perform a preliminary assessment of the influence of Spacecraft observations on the genera-
tion of Amalthea ephemerides.

* To determine the mass of Himalia.

1.2. Report Outline

How these goals were achieved will be discussed in this thesis report. The main content will be pre-
sented chapter 2 in the form of a Journal article, while the conclusions will be reported in chapter 3. The
general working principles of the astrometric data processing algorithm will be discussed Appendix A.
The motivation behind the selection of integrator and propagator settings will be covered in Appendix B.
Finally, some additional variations of the estimation process are briefly introduced in Appendix C, to
further support the choices in the estimation set-up of the case studies covered in the article and con-
textualize the results.

"https://github.com/FDahmani/Estimationframework
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Journal Article

The core work of this project is provided in the format of a journal article, following the template of
Astronomy and Astrophysics.
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ABSTRACT

Context. Accurately modeling the orbit of the Jovian moons proves crucial in understanding solar system long-term dynamics. Al-
though the Galilean moons have been the subject of many studies and missions, not as much is known about the minor moons of
Jupiter. Given the swift increase in publicly available and accurate observations, open-source software would allow for rapid advances
in science instead of relying on publications and ephemerides by established institutions.

Aims. We sought to develop a new observation processing and estimation framework, available to any and all researchers without an
in-depth understanding of coding in plug-and-play fashion and demonstrate its functionality through an in-depth analysis of data and
estimated orbit of several representative applications.

Methods. To achieve this goal, we developed a new processing algorithm that was added to the tudat software library and combined
with its existing estimation functionality. The orbits of three minor moons, Himalia, Elara and Amalthea, were estimated as case
studies to demonstrate the process and its results. A comparison was then made to existing JPL ephemerides, the SPICE kernels, for
validation purposes.

Results. Using the estimation framework we managed to accurately estimate the ephemerides of these three moons, statistically
indistinguishable from those of the benchmark. The orbital fit for Himalia proved most accurate, where the positional difference with
respect to SPICE was kept below 20 km for the past 40 years. The orbits of Amalthea and Elara could be determined up to several
hundred km, mostly due to the limited quantity and quality of data. Furthermore, we estimated Himalia’s gravitational parameter to be
0.144 km®s2 based on its 1949 close approach with Elara, well within the range 0.13 + 0.02 km?s~2 reported in earlier studies. Finally,
we verified the suspicion that Amalthea’s ephemerides improved greatly with the available mission data, increasing the agreement
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with SPICE to below 30 km, while the older Himalia data did not significantly affect its results.

1. Introduction

Studying the Jovian satellites and their orbits allows us to an-
swer fundamental questions about the solar system, its evolu-
tion, and many of its physical phenomena. Amongst others, ac-
curately determining their ephemerides helps in advancing tidal
(e.g. Lainey et al. 2009), geophysical (e.g. Sohl et al. 2002), and
astrobiological research (e.g. Chyba & Phillips 2002). Further-
more, the Jovian system can be considered a miniature version
of the solar system, considering they have similar dynamics and
orbiting bodies, and thus conclusions on its evolution can be ex-
trapolated to the solar system as a whole (Heller et al. 2015).
This is beneficial given the faster dynamics, where some moons
complete a full rotation in a few hours, as opposed to the nearly
150 years for Neptune. An active area of research is thus to un-
derstand how the Jovian, and by extension Solar, system came
to be. This, in turn, is expected to shed light on the conditions
that allowed for the development of life on Earth, and whether
similarly favorable circumstances could have nurtured life else-
where, such as moons containing subsurface oceans (e.g. Chyba
& Phillips 2001).

The majority of these studies focus on the four Galilean
satellites, the largest in the Jovian system, containing over
99.997 % of the mass in orbit around Jupiter. Due to their size
and brightness, they were discovered early, have more extensive
observational datasets and have been the target of multiple (fu-
ture) missions, such as JUICE and Europa Clipper, as well as
being observed abundantly by earlier missions, such as Voyager

(Smith et al. 1979) and Cassini (e.g. McCord et al. 2004), while
passing through the Jovian system. Subsequently, many studies
have estimated their orbit, both to answer scientific questions
(e.g. Lainey et al. 2009) and to prepare for missions (e.g. Dirkx
et al. 2016).

The small moons of Jupiter however did not enjoy the same
level of attention, mostly as a result of them being harder to ob-
serve, as they are small and faint. Many of these were only dis-
covered after the year 2000, and new ones are still being found
to this date, as increasingly small bodies can be detected due
to improvements in both telescopes and image processing tech-
niques (Sheppard et al. 2023). Others have not been observed
(often) since their discovery, and are considered lost (Brozovi¢ &
Jacobson 2017). Nevertheless, properly understanding the mo-
tion of these satellites can be crucial in uncovering the evolution
of the Jovian system, including their origin. The small Jovian
moons can be roughly split into two groups: the inner moons
and the outer moons. The inner moons are hard to detect due to
their faintness and their proximity to Jupiter, all orbiting with a
semi-major axis of 3 Jupiter radii or lower, which causes a lot
of noise in the observations. Apart from their short period of up
to 16 hours, they have orbits similar to the Galilean moons, i.e.
low eccentricities and inclinations. The outer Jovian satellites on
the other hand are significantly farther from Jupiter, to the point
where the Sun plays a considerable role in their dynamics. Fur-
thermore, these objects usually have high inclinations and eccen-
tricities (Nicholson et al. 2008). Unlike the regular satellites, i.e.
the major and inner satellites, these outer moons are thought to

Article number, page 1 of 23
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stem from outside the Jupiter system (e.g. Gaspar et al. 2011).
Studying their orbital evolution can thus provide insight into or-
bital stability and capture mechanics (Nesvorny et al. 2003). The
outer moons are grouped into families with similar orbital prop-
erties and are thought to stem from the same parent body (Shep-
pard & Jewitt 2003).

Determining the orbits of these minor satellites currently re-
lies primarily on classical Earth-based astrometric observations
(e.g. Jacobson 2000; Lainey et al. 2004). These observation sets
are supplemented by occasional measurements by spacecraft.
Several spacecraft have visited the Jovian system, and despite
not being the main focus, have observed minor satellites while
they passed through the Field of View (FOV), during dedicated
mission extensions (Bindschadler et al. (2003)) or targeted ob-
servations depending on mission and instrument availability. Re-
cently there has been an increase of precision in observations.
First of all, new space-based telescopes, such as Hubble and
Gaia, have not only reported highly accurate angular positions of
the moons themselves but Gaia’s observations were also used for
improving the catalog of background stars allowing for a more
accurate data reduction (Mallama et al. 2004; Robert et al. 2017,
Brown et al. 2021; Shang et al. 2022). Note however that while
these space-based telescopes can observe the positions of the
minor satellites with high accuracy, they are usually not used
for discovering new moons, as their time is in high demand,
while extensive observation campaigns are required for detect-
ing new satellites. Furthermore, there has been a strong interest
in alternative observing techniques, including mutual events and
approximations (Morgado et al. 2016; Fayolle et al. 2022), which
are more accurate than the classical methods (e.g. Morgado et al.
2019).

Several iterations of estimating the orbit of the minor Jovian
moons have been made in the past. NASA’s Jet Propulsion Lab-
oratory (JPL) continually publishes updated ephemerides on the
SPICE system (e.g. Brozovi¢ & Jacobson 2017 and earlier it-
erations). Alternatively, the IMCCE, in collaboration with the
Russian Sternberg Institute, provides ephemerides on the MUL-
TISAT system (Emelyanov 2005a; Emelyanov et al. 2022). Ad-
ditionally, the rise in new observation types allows for new es-
timation efforts. Using eclipses of Amalthea and Thebe by the
galilean satellites showed promising results (Saquet et al. 2016),
although more events are required for accurate long-term so-
lutions. Only one other eclipse of Thebe was reported to date
(Catani et al. 2023). We are not aware of any publication of data
containing mutual approximations containing minor moons at
the time of writing. Due to the limited availability of data from
mutual events and approximations for now, especially for the
small satellites, they are not incorporated into this study. How-
ever, they prove great potential for future improvements of the
ephemerides. One main limitation within these previous stud-
ies is the lack of in-depth explanation covering the steps and
choices made within the estimation process, apart from the top-
level decisions. Important choices include for example how the
integration and propagation were set up, how the observations
were weighted and how the input data was corrected. These for-
mer studies would mention for example that a weighted least-
squares methodology was used, based on the residuals of the
observations, without expanding upon the actual calculation of
these weights. Alternatively, bias corrections are applied without
properly motivating these values. This hampers any attempt at
reproducing the results, especially if one aims for a slightly dif-
ferent use case, where it will likely be unclear which corrections,
steps are values are required in this new case. Furthermore, all
earlier estimation efforts were fully closed-source. This means
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any future study by third parties would have to start from scratch,
based on the very limited instructions published, with only the fi-
nal estimation result to compare with.

In this study, we focussed on demonstrating the estimation
process, fully open-source, for the orbits of 3 specific moons as
case studies, representing the full set of small (Jovian) satellites.
These case studies will be Himalia, Elara and Amalthea. Himalia
was the first outer Jovian satellite to be discovered and has an or-
bital period of about 250 days. Elara, which was discovered not
long after, is part of the same orbital family, and thus has a sim-
ilar orbit. However, this moon is particularly interesting due to
its close approach with Himalia in 1949. The change in its path
after this interaction allowed for the estimation of the mass of Hi-
malia (Emelyanov 2005b; Brozovi¢ & Jacobson 2017). Finally,
Amalthea was the first inner moon to be discovered and has sig-
nificantly faster dynamics with an orbital period of just 12 hours.
This poses more stringent constraints on the requirements of the
model, propagator and integrator.

To facilitate the estimation process, we made use of the Tu-
dat (TU Delft Astrodynamics Toolbox) software, specifically
its Python interface TudatPy. This open-source software library
contains a lot of functionality to enable astrodynamics research,
as well as estimation and optimization studies. This software has
been used extensively in prior studies (e.g. Dirkx et al. 2014;
Bauer et al. 2016), including for modeling Jovian environments
comparable to the study at hand (e.g. Dirkx et al. 2016; Fayolle
et al. 2021, 2023).

This article will be structured as follows. First, the data em-
ployed will be discussed in section 2. Then we will move on
to discussing the dynamical model in section 3. section 4 then
covers how we set up the estimation procedure, including the
specifics of every case study. Next, the results of this estimation
process will be presented and discussed in section 5. Finally, we
will draw conclusions and present recommendations for future
studies in section 6.

2. Data

This section will detail the observations and databases used in es-
timating the orbits of the satellites. subsection 2.1 will introduce
the SPICE system, while subsection 2.2 will cover the NSDC
database, the main source of natural satellite observations used
in this study. Finally, subsection 2.3 will conclude the section by
discussing spacecraft observations of Amalthea.

2.1. SPICE

Throughout this study, SPICE data has been used as a bench-
mark and a basis for simulations. SPICE is an information sys-
tem containing many ephemerides and other properties of so-
lar system bodies in sets called kernels, developed by NASA’s
Navigation and Ancillary Information Facility (NAIF) (Acton
1996). Through Tudat’s SPICE interface, the calculated states of
all bodies in these kernels can easily be requested at any given
epoch within the ephemerides’ window. Comparing these nat-
ural satellite positions retrieved from SPICE with those found
from observation or estimation can be used to get an idea about
their quality, as will be explained more in depth in section 5. It
is important to note that while SPICE Kernels are high-accuracy,
they are the result of an estimation process themselves, based on
available data, and are therefore not perfect. For example, the
uncertainty of Himalia’s reported position was estimated to be
56 km in 2010 (Brozovi¢ & Jacobson 2017). Hence they are
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a good benchmark for lower precision data (e.g. a single ob-
servation), but they can not be considered as absolute truth at
higher precisions. In this study, a series of standard kernels have
been loaded, as shown in Table 1, which include information on
positions, masses, and orientations of the planets and the ma-
jor natural satellites, as well as leap seconds. Additionally, the
"jup344.bsp’ kernel was loaded, as it is the most complete data
set for the Jovian system ephemerides, containing estimated po-
sitions of many, including minor, moons from the year 1800 to
2200.

2.2. NSDC

The observations used in this study were taken from the Natural
Satellite Data Center (NSDC) !. This online database provides
many sets of observations of the solar system moons from many
campaigns, albeit in various reporting layouts. Although earlier
studies have used these data sets (e.g. Emelyanov 2005a), no
open-source tool was available to process and uniformize this
data at the time of writing. Therefore, the first step in this project
was to develop software that could perform this function. This
functionality was later added to the TudatPy library and is hence-
forth available publicly 2.

In the NSDC database, the observations of the Jovian moons
are divided into 4 categories: the inner moons, the Galilean
moons, the most prominent outer moons (up to and including
JXIII), and the other outer moons (JXVII and onwards). This dis-
tinction is logical, considering most observation campaigns ob-
served multiple moons, although generally within the same cat-
egory. As the principal satellites of this study will be Amalthea,
Elara, and Himalia, it was chosen to process all files within the
inner and prominent outer categories. All raw and processed ob-
servations are available in the repository, together with the rest
of the estimation framework °.

For the inner satellites, 11 files have been analyzed, col-
lectively resulting in 1387 observations across the four moons.
While these span a period of 27 years, some further files were
discarded as their period of observation lay significantly outside
this window. Although adding them would be advantageous in
studying the longer-term effects and quality of the orbital fit,
their sporadic nature combined with the significant increase in
computational load motivated this decision. These 11 files are
denoted in Table 2 by their NSDC file identifier, along with
the mean and standard deviation of their difference in RA and
DEC with SPICE after processing. This analysis shows that there
are no significant biases remaining in the processed files, as the
means are close to 0 prad. Furthermore, these values are com-
parable to those in the original publications of this data (e.g.
Kulyk et al. 2002 for ji0002). Figure 1 shows the residual be-
tween Amalthea’s observed angular position and that retrieved
from Spice at the same epoch, color-coded by their NSDC iden-
tifier. These data will be used as input in estimating Amalthea’s
orbit. One can already clearly notice the concentration of the ob-
servations at a limited number of epochs.

As outer moons are often easier to observe, considering they
are much further away from Jupiter, more observations are avail-
able, spanning a significantly larger period and at a higher accu-
racy. For this study data will be included from 1900 up until

! http://nsdb.imcce. fr/obspos/obsindhe.htm

2 https://docs.tudat.space/en/latest/_src_user_guide/
state_estimation/observation_simulation/loading_real_
data.html#natural-satellite-data-center-astrometry

3 https://github.com/FDahmani/Estimationframework
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Fig. 1: Difference in Right Ascension between Amalthea obser-
vations and Amalthea’s position from Spice, sorted per original
NSDC file. The details and original study for each of these files
can be found in Table 2. The declination residuals are similar
and were omitted for clarity.

2023. This duration is not problematic, as opposed to Amalthea
where estimating such a long stint would take close to 24 hours,
considering the slower dynamics (Himalia’s period is 500 times
longer than that of Amalthea) reduce the computational load as
a larger time step can be selected. The results from the outer Jo-
vian moons NSDC files are shown in Table 3 added to the end
of the paper, where we can observe the increase in quantity and
quality of data over time. The observations used as input for esti-
mating the orbits of Himalia and Elara can be found in Figure 2
and Figure 3 respectively. It can be seen that older data is sig-
nificantly less precise and sparser. Especially for Elara, there are
just a few usable observations before its 1949 close approach
with Himalia. Note that there are no substantial systematic dif-
ferences between residuals in right ascension and declination,
instead being clumped together.

2.3. Spacecraft Observations

Although no missions specifically targeting the smaller Jovian
moons have ever been launched, several have been able to cap-
ture images of Amalthea and the other inner moons, due to their
close proximity to Jupiter. The epochs of these observations that
ime used to generate ephemerides can be found in JPL’s database

2.3.1. Voyager

Both Voyager missions observed Amalthea during their Jupiter
gravity assists. These images were crucial in improving the phys-
ical model (e.g. Veverka et al. 1981) and ephemerides (Jacob-
son 2014 and earlier versions) of Amalthea, as they were signif-
icantly more accurate than the current best Earth-based alterna-
tives. Voyagers 1 and 2 had closest approaches of respectively
417 000 and 558 000 km to the moon (Campbell & Synnott
1985), with at least 19 observations across both missions. With

4 https://ssd.jpl.nasa.gov/sats/obs_data.html
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Table 1: Standard Spice kernels loaded within this estimation study.

Contents
Orientation and Shape data of natural bodies
Masses of solar system planets
Ephemerides of solar system planets
Jupiter rotation and mass, Galilean moons and Amalthea masses
Jupiter, Galilean moons and Amalthea ephemerides
Leap second kernel

Kernel
pck00010.tpc
inpop19a_TDB_m100_p100_spice.tpc
inpop19a_TDB_m100_p100_spice.bsp
NOE-5-2021.tpc
NOE-5-2021.bsp
naif0012.tls

Table 2: Means and standard deviations in Right Ascension and Declination of processed observations of NSDC files on the Inner
Jovian satellites, along with the number and period of these observations.

NSDC Identifier RA pu+ o (urad) RA u =+ o (urad) #Obs  Observation Period Reference
710001 -0.22 + 0.56 -0.02 +0.50 35 1998 - 1998 Ledovskaya et al. (1999)
ji0002 -0.44 £ 1.02 0.18+0.96 154 1999 - 2000 Kulyk et al. (2002)
710003 048 £ 1.54 -0.48 £ 1.06 165 1995 - 1995 Veiga & Vieira Martins (1996)
ji0004 -0.92 +2.97 0.37+1.81 121 2000 - 2000 Kulyk et al. (2002)
ji0005 -0.27 £ 1.40 -0.11 £0.68 153 1988 - 1988 Nicholson & Matthews (1991)
ji0007 0.12+0.85 0.04 +£0.32 10 1977 - 1977 Ianna et al. (1979)
ji0008 —0.09 + 2.58 -0.52+1.74 6 1976 - 1978 Mulholland et al. (1979)
ji0009 0.04 £2.18 -0.88 +1.33 24 1976 - 1978 Mulholland et al. (1979)
ji0012 —-0.08 £ 0.38 0.04 £ 0.51 10 1994 - 1996 Mallama et al. (2004)
ji0013 0.22 +1.82 0.04 +1.15 651 1995 - 2001 Veiga & Vieira Martins (2005)
ji0014 -0.38 + 1.83 -0.52 £ 0.88 58 2001 - 2002 Kulyk (2008)
le—5 le—5
41 © ® RA o @ rA
00 + DEC 6l .0 + DEC
»] ©9% ; o © °
— o) fo) _ A
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Fig. 2: Difference in Right Ascension and Declination between
Himalia observations and Himalia’s position from Spice, sorted
per original NSDC file.

an uncertainty of half a pixel in these observations, as reported
by JPL, they were accurate up to several km (Smtih et al. 1979).

2.3.2. Galileo

Despite failure during the deployment of the High-Gain Antenna
(O’Neil et al. 1993), the Galileo mission proved robust and suc-
cessful, getting two extensions to its nominal mission. Through-
out its 8-year stint orbiting Jupiter, it has been able to observe
Amalthea at least 26 times with its SSI instrument, with an ac-
curacy of up to 20 kilometers at Perijove (uncertainty of twice
the pixel scale of 10 km, Thomas et al. 1998). Furthermore, dur-
ing Galileo’s final mission extension, it performed an Amalthea
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Fig. 3: Difference in Right Ascension and Declination between
Elara observations and Elara’s position from Spice, sorted per
original NSDC file.

flyby at a closest approach of 230 km (Weinwurm 2006) on
November 5Sth, 2002. Although the high radiation dose forced
the spacecraft to go into safe mode 16 minutes after the flyby, it
already captured a lot of useful radio science, fields, and particles
data and observations (Bindschadler et al. 2003) which allowed
for improving the models of Amalthea’s physical properties such
as density, indirectly contributing to orbit determination.

2.3.3. Cassini

The Cassini spacecraft produced a total of over 26000 pictures
during its Jupiter swingby in 2000-2001. Despite not being the
intended target of these images, Amalthea would theoretically
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be present in quite some of them, due to its close proximity
to Jupiter. To help prepare for Galileo’s 2002 Amalthea flyby
mentioned before, a study was performed to detect Amalthea
amongst these observations (Cooper et al. (2006)). They reported
239 Amalthea observations, which led to an estimation of its or-
bit with a precision of several km.

3. Dynamical Model

This section will delve deeper into the model that will be used
to represent the Jovian system in this study. subsection 3.1 will
introduce the gravitational accelerations working on the minor
moons. Afterwards, the equations describing their motion will
be discussed in subsection 3.2. Finally, the section is concluded
by discussing the settings of the integrator and propagator, in-
cluding the specific properties of the different case studies.

3.1. Acceleration models

The gravitational attraction of any body j on another body i can
be described by (Lainey et al. 2004):

'i',-j = r,; + f‘;} + 'I";j + 'i';} (1)

where i and j represent the point masses of the bodies, while
7and J stand for their extended bodies. In this equation, the grav-
itational force is broken down into the acceleration on the point
mass i due to point mass j, 745, the acceleration of the point mass

i due to the extended body }, 'f;j, and the acceleration on the ex-
tended body 7 due to point mass J, ¥ 7;5. The final term, the accel-
eration F;; caused by the extended body 7 on the extended body

1is cons1dered negligible due to the multiplication of the small
zonal terms involved (Krivov 1993; Dirkx 2022). The remaining
three terms are then equal to:

Fi5 = u;VU;(ri)) (2a)

ru :/JJ'VUA-(I‘,‘j) (2b)

f;j = "Z rﬁ (2¢)
J

Within the scope of this work, all three study cases are minor
moons, which means ~ 0 for all bodies j that exert a meaning-

ful attraction on the small satellites i. The gravitational potential
of point mass j is given by:

U; (ry) = 1 3)

Tij

Whereas the gravitational potential function of the extended
body j can be described by the spherical harmonics expansion,
which is equal to (Lainey et al. 2004):

o 1
rlj Z Z Uj,/m (43)
1=0 m=0
Rl
Ujim = (ﬁ) Py (sin @) (Cy, cos mf + Sy, sin m6) (4b)
r

3.2. Equations of Motion

The equations of motion govern the dynamics of the prop-
agated moons. In their simplified version, in the absence of
non-gravitational forces, the equation becomes a straightforward
summation of the gravitational forces by all bodies, which in re-
ality is limited to those exerting a significant attractive force.
This total acceleration can be broken down in that by the central
body Jupiter (J), and the perturbation by the third bodies (j). In a
Jupiter-centered ECLIPJ2000 inertial orientation, this becomes
(Dirkx 2022):

N(j#J)

Fp=Fy+ Z Fij 5)

J=1

where

Fiy = —( +M)[%J -U;i)+ U; (l‘Ji)] (6a)
iJ
'I"[j = —Hj ([% - U; (I‘,‘j) + U; (rij)] - (:—;I - U; (l']j) + Uj(l’j]))]
ij J (6b)

The main question remaining from Equation 5 is which bod-
ies j should be taken into account and to what degree and or-
der should the spherical harmonics of the different bodies be
expanded. Based on a preliminary analysis, where the propa-
gated orbits with and without a specific body or zonal harmonic
term were compared. Only when this difference proved to affect
the state by multiple km, which is an order of magnitude more
precise than the best-case expected quality of the fit, they were
added to the environment. For the three case studies, these influ-
ential accelerations are:

— Spherical Harmonic acceleration by Jupiter up to degree and
order (8,0)

— Point mass accelerations by the Galilean moons

— Point mass accelerations by the Sun and Saturn

Additionally, for propagating Elara, given its deviation in or-
bit due to the 1949 close approximation:

— Point mass acceleration by Himalia

By integrating these equations it is possible to determine
the position of the body at any epoch, i.e. propagate their state.
The inverse problem, namely determining the model parameters
based on a series of observed positions, will be discussed in sec-
tion 4.

3.3. Numerical Integration and Propagator Settings

In order to avoid introducing additional errors, it is important to
properly set up the integration and propagation. The integrator
refers to the tool or method used to solve the differential equation
Equation 6, while the propagator is a broader instrument to cal-
culate the state of the body at a later epoch, based on the current
state, the integrator and the environment. Due to the difference
in dynamics, these vary slightly per study case, and will thus be
discussed separately. One setting in common between the study
cases however is the selection of the Runge-Kutta Dormand-
Prince 8th order integrator (Dormand & Prince 1980). While
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other estimation studies employed the Runge—Kutta—Nystrom or
the Gauss—Jackson method (e.g. Jacobson 2000; Brozovi¢ & Ja-
cobson 2017) due to their low integration errors for long prop-
agations, the RKDPS integrator was chosen as it was the most
accurate and stable integrator available within the Tudat library.

3.3.1. Amalthea

Amalthea’s state was propagated and subsequently estimated
from 1976 up until 2003. This period was chosen to maximize
the amount of observations included in the timespan. However,
to minimize the propagation error increasing over time, the ini-
tial epoch was taken on January 1st 1990, and propagating both
forward and backward from there. Due to the short orbital pe-
riod, a constant time step of 6 minutes was used.

3.3.2. Himalia

As Himalia has a significantly lower angular velocity than
Amalthea, the time step for its propagation was taken at 180 min-
utes. Due to the reduction in computational requirements, this
allowed for the expansion of the time of propagation to 1900 -
2023. The initial epoch was taken at 1980, a good point of dis-
tinction between the plentiful and accurate modern data, versus
the sparse and imprecise older observations.

3.3.3. Elara

Like Himalia, a step size of 180 minutes was chosen for Elara
as their orbital periods are comparable. Additionally, the same
period was considered. However, unlike Himalia, the starting
Epoch was taken as the 15th of July, 1949, which was the date
of the close approach. This ensures that the propagation error is
minimal at this crucial epoch.

4. Estimation Set-up

This section will be dedicated to discussing the process of esti-
mating the orbit of the moons based on the observational data
discussed in section 2 and the dynamics covered in section 3.
The first step will be discussing the least square estimation pro-
cess that will be used for finding the best fit in subsection 4.1,
before covering how weights are calculated and assigned in sub-
section 4.2. Afterwards, we will briefly explain how an initial
guess for the initial state is generated to improve the rate of con-
vergence. Finally, we will cover the specific steps from data to
final fit in subsection 4.4, once again discussing the specifics per
moon. An overview of how the different processes in this work
come together towards a final solution of the orbits is shown in
Figure 4.

4.1. Least Squares Estimate

In the estimation process, the observations and dynamical model
are combined in fitting the orbit to the data. This entails that the
best combination of estimated parameters is iteratively found, in
order to minimize the residual between calculated (i.e. propa-
gated based on the dynamical model) and real observations. A
least squares methodology was used in this study, following the
notation and methodology by (Montenbruck & Gill 2000).
First, one can define z as the vector containing the observa-

tions and relate it to the dynamical model through:
z = h(xp) + €

@)
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where h(x() corresponds to the function that returns the expected
observation value (e.g. angular position) at the same epoch t as
the observation based on the initial state X. € on the other hand
represents a vector containing the measurement errors, which is
assumed to be a random distribution around a zero mean. The
goal of orbit fitting is then to find x( that minimizes the residual
between z and h(Xg), which is done here by minimizing the sum
of the squares of these residuals, known as the loss function.

J(x0) =p'p = (2~ h(x)" (2~ h(x0)) ®)
Determining X¢) leading to the minimum value of this function
is complicated however due to the highly non-linearity of h(xy).
Linearizing this equation around a reference or a-priori state x(rff
provides a solution by simplifying the equation. The residual p

can be approximated close to this reference state by:

p ~ Az — HAX, ©)]
Az represents the discrepancy between the actual observed mea-
surements and the expected observations at epoch t based on the
reference initial state. Ax, on the other hand is the difference be-
tween the reference initial state and the initial state that is being
estimated. Finally, H depicts the change in or sensitivity of the
expected observations at epoch t, due to changes in the initial
state, and is known as the design matrix or the Jacobian.
Replacing this approximation for the residual into the loss func-
tion and differentiating to find the minimum, results in the fol-
lowing solution for the least squares problem:

Ax = (H'WH) ' (H'Waz) (10)
In this equation, the weight matrix W was added to to account
for the relative importance and accuracy of observations. This
matrix, along with how it was determined in this study will be
covered in subsection 4.2. This process will be iterated by us-
ing the newfound initial state as reference state until either the
maximum amount of iterations is reached, or until the change in
loss function between two iterations is lower than a prescribed
tolerance. Furthermore, the state covered in this section can be
altered to include parameters that influence either the dynamics
or the observations, such as the gravitational parameter of the
central body. This does not change the fitting process but allows
for more freedom in finding an accurate solution, at the cost of a
higher complexity due to the increased dimensionality. Finally,
we introduce the covariance matrix. This matrix represents the
uncertainty in the estimated parameters and the relation between
them and is defined as:

P=H'WH)' (11)
which is the first part of Equation 10. Apart from quantifying
the reliability of this solution, it can be used to convey existing
knowledge, which is information about the quality of the initial
guess, the parameters, and the orbit into the least-squares prob-
lem. This is done by adding this knowledge in the form of an
a-priori covariance matrix Py !into Equation 11, as follows:

P=H WH+P;")! (12)
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Fig. 4: An overview of the flow of the estimation process.

Implementing this new covariance matrix instead of the first part
in Equation 10 results in Equation 13. Low values in Py, indicat-
ing a low a priori uncertainty, lead to a high P;!, thus dominating
the first part of the equation. Taking the inverse then leads to this
first factor becoming smaller with decreasing uncertainty. Thus,
low a-priori uncertainties constrain the magnitude of the change
in estimated parameters. Inversely, a higher uncertainty in the a-
priori knowledge means the new observations are more influen-
tial. This equation nicely demonstrates the relative contribution
of new and older data or observations, based on their quality.

Axi = (H'WH + P7') " (H"Waz) (13)

4.2. Weights

One important part of setting up this estimation procedure is
properly defining the weight each observation should carry. In
the previous section, the weight matrix W was introduced. This
matrix contains the inverse of the variance of the observations on
the diagonal. Off-diagonal entries indicate correlations between
the uncertainty in observations. However, for the purpose of this
study, the observations are assumed to be uncorrelated.

The general flow of determining these weights in the context
of this study is demonstrated in Algorithm 1. The observations
are grouped in arcs, which are measurements of the same publi-
cation taken less than 6 hours apart. Rather than directly relating
the residual of a single observation with respect to the SPICE
benchmark to the weight, which would assign extremely high
weights to observations that are close to SPICE by chance, these
residuals are averaged per arc. In this way, the weight, which is
the squared inverse of this average residual, better represents the
quality of the arc. A correction factor of /n was applied to the
noise, which is the average residual, to avoid dense arcs of ob-
servations, that can not be considered truly independent due to
their proximity, completely dominating the solution, while not
providing proportionately more new information. Detailed val-
ues of these weights are given in Appendix A.

Algorithm 1 Defining the weights of observations

for observation in dataset do
if time since ArcS tartTime > 6 hours then
n = length(CurrentArc)
AverageResidual — Y (residuals of CurrentArc)

n
Noise = AverageResidual * \n
Weight = m
Delete CurentArc
end if
Add observation to CurrentArc

end for

4.3. Initial guess generation

As a first step in the estimation process, an initial guess for the
initial state is generated to ensure faster convergence. To produce
this guess, ideal, error-free observations were simulated from
SPICE, at intervals of 3 hours, for the duration of the propaga-
tion. A least squares estimate of the initial state was then made
to minimize the residual between the propagated state and these
simulated observations. This way, the initial state is shifted to
account for disparities in the modeled environment with respect
to the estimation process that resulted in SPICE, such as dif-
ferences in integrator, propagator, and accelerations considered.
For longer propagations, this process can be split into two steps,
where a less accurate guess is generated first, based on a shorter
propagation time. Using this method allows for a time-efficient
estimation process, as fewer iterations are required when esti-
mating the initial state with real observations. The outcomes of
this initial guess generation will be discussed in section 5, to-
gether with the other results per study case.

4.4. Process

The Estimation Process itself consisted of loading the observa-
tions discussed in subsection 2.2 and assign them weights as dis-
cussed in subsection 4.2, to prevent the estimation from being
dominated by randomly small residuals. A least-squares estima-
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tion, as detailed in subsection 4.1, was then used to determine
the initial state iteratively. An additional constraint was placed,
allowing a maximum of five iterations to reach a final solution.
Although this process was fairly similar for each of the moons,
each had their own peculiarities, as will be discussed in this sub-
section.

4.4.1. Amalthea

There were two main difficulties in accurately determining
Amalthea’s orbit. On the one hand, its rapid dynamics mean any
solution is sensitive to small changes in initial state, while the
difference in both quantity and quality of data with respect to
the outer satellites opposes accurate estimations. A number of
solutions have been applied to solve these issues. Firstly, a con-
straint was placed on how much the estimator could vary the ini-
tial state between iterations of the estimation process by defining
an a-priori covariance. A value of 100 km, which is believed to
be roughly the accuracy of the a-priori knowledge of Amalthea,
was used. In reality, we would expect the ’true’ initial state to
lie within several hundred km from the initial guess, which can
be achieved with this a-priori constraint. To improve the qual-
ity of the data, an arc-wise bias correction was applied to the
observations. The average residual of each arc, as calculated in
Algorithm 1 in order to calculate the weights, is used as correc-
tion for this bias. This means that the average residual within
such an arc is subtracted from each of the observations in the
arc. This leads the arc to be centered around 0. The exact values
of applied corrections can be retrieved in Appendix A.

4.4.2. Amalthea with simulated spacecraft observations

On top of estimating the orbit of Amalthea using on Earth-
based observations, a preliminary investigation of the contri-
bution of spacecraft observations on the ephemeris quality was
made, as spacecraft data played an important role in determining
Amalthea’s ephemerides (Jacobson 2014). Therefore, additional
data was simulated, in the form of 3D position observables, at the
reported astrometry times of observations of Amalthea by Voy-
ager, Galielo and Cassini >. Amalthea’s position was retrieved
from SPICE at these epochs, across both Voyagers. Based on
the discussion in subsection 2.3, Gaussian noise with a standard
deviation of 10 km was applied to represent the uncertainty in
the Voyager data. For Galileo, this uncertainty was placed on 20
km, except for the close approach on 5th of November 2002, for
which 1 km might be a better approximation of the data gathered
leading up to the approach. Finally, a standard deviation of 5
km was used in simulating the more accurate Cassini data. Note
that these are not the exact observations, rather a rough assump-
tion, nor will the results demonstrate exactly the influence of
spacecraft observations. Instead, this sidestep from the study on
Earth-based observation is merely intended to get an initial feel
for the order of magnitude of the contribution of these spacecraft
measurements to the solution. No definite claims will be made,
instead, the aim is to form a conclusion on whether these space-
craft observations warrant further investigation, where the actual
observations would be employed.

4.4.3. Himalia

As Himalia has significantly slower dynamics than Amalthea, on
top of having better quantity and quality of data as discussed in

> https://ssd.jpl.nasa.gov/sats/obs_data.html
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subsection 2.2, no a-priori constraints were necessary in order
to quickly and accurately converge to a solution. Similarly, no
arcwise bias correction was considered necessary. Although the
older data would greatly benefit from it, as no prior corrections
were applied to these observations as opposed to other studies
(e.g. Jacobson 2000), the sparsity of the data means that most
of these arcs would consist of only one or a few observations,
which in turn results in simply setting the observations almost
exactly equal to the SPICE kernels. By correcting the observa-
tions based on the SPICE kernels, while these same kernels are
used as a benchmark, this estimation would result in overly pos-
itive results. For this reason, no arcwise biases were applied.

4.4.4. Elara

While Elara is in many ways, like its slow dynamics, similar
to Himalia, the 1949 flyby requires some modifications to the
estimation process. As mentioned by Emelyanov (2005b), this
close approach can be used to estimate Himalia’s gravitational
parameter. The main problem was the scarcity and poor quality
of data before the flyby. To combat this, the gravitational param-
eter of Himalia was estimated concurrently with fitting to SPICE
to generate the initial guess, as explained in subsection 4.3. This
means that the best combination of initial state and gravitational
parameter is estimated in order to minimise the difference be-
tween the propagated orbit and SPICE. Since Elara’s orbit is
strongly influenced by this gravitational parameter, concurrently
estimating is required to determine a closer fit. Furthermore, in
this case, applying arcwise biases was once again relevant, as
explained for Amalthea in subsubsection 4.4.1, due to the im-
portance of pre-1949 observations. Although this likely results
in an overestimation of the quality of old data, not correcting
these observations like was done for Himalia, would be problem-
atic as pre-encounter data is required to constrain the incoming
leg at the close approach and thus the gravitational parameter of
Himalia. If this correction would not be applied, the difference
with SPICE would grow to 1000’s of km, at which point no use-
ful analysis can be performed. For this reason, arcwise biases are
applied for all data sets containing data from before 1960, while
keeping the effect this has on the quality of the fit in mind.

5. Results & Discussion

This section will be dedicated to presenting the results of the
three case studies, four if you count studying the simulated
spacecraft observations, introduced in section 4. The results will
be introduced per moon, although similar discussions and plots
will be present in each. The first topic will be evaluating the
quality of the initial state guess and the dynamical model (re-
ferred to as the prefit), by comparing it to the SPICE kernel it
is fitted to. Afterwards, a similar figure will show the orbital fit
(after the estimation, postfit), comparing it to the same SPICE
benchmark in order to properly visualize the effects of the esti-
mation process. A comparison between the variance of the in-
put data and the estimated solution will then shed some light on
the reliability of the estimation process. In order to better under-
stand the results, the discrepancies with respect to spice are then
broken down into RSW components, after which the correlation
between the estimated parameters, again in RSW for the initial
state, is shown. Then, these results will be explained and con-
textualized, while making improvements where necessary. These
results will be presented first for Himalia in subsection 5.1, while
those for Elara will follow in subsection 5.2. The outcome of
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the initial state estimation of Amalthea will be discussed sub-
section 5.3. For the final study case, where simulated spacecraft
data was added to Amalthea’s observation set, a slimmed-down
discussion can be found in subsection 5.4. To keep the overview
with the many study cases, especially now that variations will be
introduced to the nominal study cases that were presented in sub-
section 4.4, Table 5 at the end of the article can be used. Here, the
main differences between the runs, together with the most impor-
tant results can be found. Note that the agreement with SPICE is
represented here by the largest difference, while ignoring the in-
orbit variations. The prefit solutions are also added and denoted
by an ID containing *00°.

5.1. Himalia

Figure 5a shows the agreement of the prefit, i.e. the propagated
initial state guess as determined as described in subsection 4.3,
with SPICE. First of all, it can be noted that the difference
between them is below 25 km for the modern times, while it
steadily grows for earlier epochs. As a reminder, the uncertainty
in the state of Himalia from the SPICE kernel was over 50 km
for 2010, thus well above the difference noted here. These dis-
crepancies likely stem from minor variations in the dynamical
model. Secondly, the smallest difference is around 2010, which
is the reference epoch of the SPICE kernels. This result is ex-
pected, considering the uncertainty of the Kernel is the lowest
at that point, thus accurately estimating the state at that epoch,
rather than the initial state epoch, leads to the lowest residual
across the propagation. With these points, one can safely con-
clude that the quality of the prefit is mainly constrained by the
uncertainty within the SPICE kernels, rather than the slight dis-
crepancies within the dynamical model.

The rest of Figure 5 is dedicated to demonstrating the results
of Him-01, the nominal Himalia run. In Figure 5b the postfit dif-
ferences in position with respect to the SPICE benchmark can
be seen. Immediately one can observe that the trajectory devi-
ates from SPICE in almost linear fashion before roughly 1980,
growing up to a discrepancy of about 500 km in 1900. Figure 5c
shows us how this propagated estimated initial state compares
to the residual of the observations. The error, i.e. the difference
with respect to SPICE, lies well below the residual of most ob-
servations but grows with decreasing data quality. This indicates
that the older observations do have a significant effect, pulling
the solution in their, less precise, direction. Figure 5d teaches
us that the less accurate observations cause a linear trend in the
along-track component of the fit, which dominates the error be-
fore roughly 1980. After this point, the propagated uncertainty
in the cross-track direction, which causes increasing variations
within each orbit, but with a zero mean, has the strongest contri-
bution to the total error. Inspecting the distribution of residuals in
Figure Se, it is once again clear that the many modern observa-
tions are significantly more accurate than those stemming from
before the Second World War. On first glance, these observa-
tions could conceivably represent a Gaussian data distribution.
A formal Kolmogorov-Smirnov test Kolmogorov (1933) how-
ever resulted in a p-value much below 0.01, which represent the
chance that this sample would be observed if the measurements
had a Gaussian distribution, thus indicating that this observation
set most definitely can not be considered Gaussian. This is likely
due to the data being sourced from many observational studies
with varying accuracy. Note that the tails of the distributions of
the modern measurements were cut from the plot, in order to bet-
ter demonstrate the spread closer to the center. The observations

from 1950 to 1980 are accurate but simply lack the numbers to
significantly affect the solution.

Finally, it is worth investigating the correlation between the
RSW state entries, as shown in Figure 6. One can immediately
recognize the strong coupled relationship between the along-
track position and the radial velocity. The radial position and
along track velocity also show coupled behaviour, although less
strong.

The postfit proved quite good, especially more accurate than
the input data, although the solution was largely dominated by
a linear trend caused by the inferior data quality of earlier ob-
servations. Although these observations have been used in past
studies, they were always preprocessed and had biases of up
to 1.5 arcseconds applied to correct for changes in observation
reference frame and remaining biases (e.g. Brozovi¢ & Jacob-
son 2017). One could research the proper correction, like earlier
studies, but a more interesting question might be: what would
be the effect of correcting and subsequently employing these
older observations? Figure 7 and Figure 8 show us the answer.
These are the results of an estimation process, which will be
referred to as Him-02, similar to that described in subsubsec-
tion 4.4.3, where all old (read: all datasets that contain observa-
tions before 1960) were removed. We see that the quality, i.e.
the difference w.r.t SPICE, of the fit is significantly improved, as
compared to Figure 5b. It is safe to conclude that this is an im-
provement by remembering that the estimated uncertainty in the
SPICE kerels for Himalia is about 50-100 km. This improvement
can be attributed to removing the linear trend. Instead, the new
solution more closely resembles the prefit in Figure 5a. When
comparing with the observation residuals, we see that the new
fit is extremely accurate, as compared to SPICE, for the data-
rich period. As this difference lies well within the uncertainty in
these Kernels (Brozovi¢ & Jacobson 2017), the results of both
solutions are statistically indistinguishable for this period. For
epochs earlier in the 19th century, we notice that the error grows
by an order of magnitude to 100 km, where it remains relatively
constant. A similar level of discrepancy with respect to SPICE
was reached when applying arcwise corrections to the old obser-
vations instead of simply removing them. To further improve our
understanding of the contribution of the old observations on the
orbital solution of Himalia, one final run was done, referred to
as Him-03. Instead of simply removing the oldest observations,
which might be overly pessimistic, or applying an arcwise cor-
rection, which might be overly optimistic, they were replaced by
simulated observations, comparable to those simulated to repre-
sent the spacecraft measurements on Amalthea as introduced in
subsubsection 4.4.2. Gaussian noise with a standard deviation of
4 urad of added was added to these observations based on ear-
lier reported average residuals (Jacobson 2000). The epochs of
observations set ’jo0010’, as introduced in subsection 2.2, were
taken to represent the times of observation, as it is the primary
old dataset. The postfit of this estimation is shown in Figure 9,
which is almost exactly the same as the prefit seen in Figure Sa.

Although this seems to suggest that the oldest observations
do further improve the fit, it is impossible to draw definite con-
clusions on their contribution as these differences are smaller
than the uncertainty within these SPICE kernels. Inversely, as
these solutions are statistically indistinguishable, there is also no
definite proof that dropping the old observations deteriorates the
solution. It is safe to conclude however that estimating the orbit
of Himalia with uncorrected old observations significantly wors-
ens the fit. Finally, it is noted that including the older data did not
only reduced the quality of the fit at the time of observation but
also had a negative impact on the precision of later epochs, thus
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(e) The distribution of Himalia postfit residuals per period, Him-01.

Fig. 5: Results for the nominal run of Himalia, Him-01
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confirming that not using these observations is significantly bet-
ter than using bad ones, as they still influence the orbit strongly.

5.2. Elara

One would expect many similarities between the results for Elara
and Himalia, as they are part of the same group of moons. How-
ever, due to their 1949 close approach, and the fact that Hi-
malia is significantly more massive, the propagation and estima-
tion of Elara’s state is affected by this event. In Figure 10a the
prefit with respect to SPICE is shown. The difference remains
well below 100 km after the close approach, while it quickly
grows to 400 km propagating backwards from it. The initial
guess for the gravitational parameter was set to 0.28 km’s~2
(Emelyanov 2005b). After fitting to SPICE, this value was es-
timated to be 0.14km’s~2, close to 0.13km’s™2 as reported for
the SPICE ephemerides (Brozovi¢ & Jacobson 2017). This dif-
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Fig. 8: Comparison between the quality of the Himalia’s propa-
gated postfit initial state without the oldest data vs the observa-
tion residuals, Him-02.
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Fig. 9: Difference in the position of Himalia between propagated
initial state guess and SPICE kernels for the postfit with simu-
lated oldest observations, Him-03.

ference however plays a large part in explaining the prefit errors.
Small differences in position, and thus also in experienced grav-
itational attraction lead to a growing discrepancy. Although es-
timating a new gravitational parameter partly absorbs this mis-
alignment, it can not fully account for it, as the state after the
event will be affected, in turn altering the other forces exerted
by the other bodies, which explains the growing difference in
position.

Figure 10b displays the postfit errors. We can again eas-
ily differentiate between before and after the Himalia close ap-
proach. Before the phenomenon, we can identify a linear trend,
whereas after there is a relatively constant error, although there
are increasing variations within the orbit. The magnitude of these
discrepancies, together with the strong break at the epoch of the
close approach, clearly indicates that the estimation process can
not sufficiently capture the dynamics of this event. A value of
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0.132km’s™? was found for the gravitational parameter of Hi-
malia, closer to SPICE than the prefit. Despite this, a difference
of 200 km in state at this epoch causes a significant difference
in accelerations leading to the observed errors. From Figure 10c
we learn that the quality of the estimations correspond to the
more accurate observations, whereas the fact that the quantity
and quality of old data are lacking is highlighted once again.
When breaking down the positional error into its components
in Figure 10d, we see that the noteworthy behaviour, the lin-
ear trend and high per-orbit variation, is almost entirely in the
along-track direction as was the case for Himalia. The distribu-
tion in residuals in Figure 10e portrays a different image than
for Himalia. While the old observations are still sparse, they
seem very accurate. This can simply be explained however by
the applied arcwise bias that artificially improves the quality of
the measurements, thus creating an overly optimistic image of
the fit, although required due to the unique dynamics involved.
Once again, the Kolmogorov-Smirnov test confirmed that these
observations do not represent a Gaussian distribution, as would
be expected.

Furthermore, Figure 11 demonstrates that the in-plane po-
sitions and radial velocity are strongly coupled. Noteworthy is
that the gravitational parameter of Himalia is entirely decoupled
from the initial state.

From these results, we can conclude that the old observa-
tions have a significant impact on the fit, skewing the outcome in
their, inaccurate, direction. Another conclusion is that estimat-
ing Himalia’s gravitational parameter well is important for accu-
rate results, as was expected from observing the large influence
of the close approximation both in pre- and postfit or consid-
ering the position error grow to several thousand km when not
estimating this parameter and without a good initial guess. We
saw that estimating this gravitational parameter was uncoupled
from the initial state, meaning that both have to be very accurate
to achieve a high-precision solution. This explains the change
in the parameter between the prefit and postfit. When fitting
to SPICE, the gravitational parameter partly absorbed the po-
sitional error, which means that the mass of Himalia is changed
slightly to maintain a similar force experienced by Elara, for a
difference in distance. When estimating using real observations
this did not happen. Instead, the gravitational parameter was de-
termined more accurately, i.e. closer to that of SPICE, than the
state, leading to growing errors in position. To correct for this,
we can repeat the estimation process fixing the value of Himalias
gravitational parameter from the prefit, which better aligns with
the dynamical model used in this study, and which lies within the
uncertainty specified by Brozovic. The results of this estimation
are displayed in Figure 12 and Figure 13.

From these plots, we learn that fixing the value of the grav-
itational parameter of Elara to the value found in the prefit im-
proves the fit in terms of difference with respect to SPICE be-
fore the flyby by a factor of two. By once again placing our fo-
cus on the along-track component, we clearly see that the lin-
ear trend has disappeared, confirming our suspicion that it was
due to a modelling error in the close approach, while the high
variation in error within each orbit remains. This results is es-
pecially valuable in combination with the conclusions from our
Himalia model. For Himalia we saw that the old observations
did not prove a significant advantage in estimating its orbit. For
Elara however, despite their similar trajectory, this conclusion
does not hold. The results show that additional constraints, es-
pecially before the closest approach, can be highly valuable in
reducing the magnitude of the error. Therefore, it is worth study-
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ing and applying corrections to the available old datasets, when
high precision (i.e. below 100 km or 1077 rad are desired.

Finally, it is worth noting that the results from this estimation
process confirm the results by Brozovic and Jacobson. Both ver-
sions of the estimation process in this study resulted in a gravita-
tional parameter of Himalia close to theirs of 0.13 +0.02 km’s~2
with 0.144 and 0.132 km?s~2 for the pre- and postfit respectively.
This result is not surprising considering the methodology and
data used are very similar. It is however a factor two smaller as
those reported by Emelianov, who had less (accurate) data avail-
able at the time of his study, nearly 20 years ago. The change in
residual of the observations of this change is however not statisti-
cally significant, and thus neither solution can be unambiguously
treated as better (Brozovi¢ & Jacobson 2017).

5.3. Amalthea

The final case study was to estimate the orbit of Amalthea. Once
again, the prefit is shown first in Figure 14a. The difference to
SPICE is in the order of tens of km, corresponding to 1078 rad.
Although the uncertainty in the SPICE Kernel ephemerides of
Amalthea is not published directly, the high accuracy compared
to the observation quality, as shown in Table 2, shows that the
modeling error is acceptable for this study.

Estimating the orbit of Amalthea was less straightforward,
compared to that of Himalia, as the inversion was nearly ill-
defined. This means that the available observations, which are
very limited in number (212 compared to 2500 for Himalia)
and not distributed evenly, do not sufficiently constrain the solu-
tion, especially in combination with the fast dynamics. Instead,
small variations in input lead to vastly different solutions, as this
small difference is propagated over thousands of orbits. This be-
comes apparent in the estimation process when the update in
initial state, as was described in Equation 10, becomes increas-
ingly large. In reality this means that the solution is too sensi-
tive to changes in initial state in order to properly estimate it.
To guarantee convergence, an a-priori covariance constraint of
100 km in each direction was posed, while two datasets that pre-
vented a convergent result were discarded. The value of 100 km
was chosen as it is expected to be roughly the uncertainty in
the prior knowledge, i.e. the SPICE benchmark, although not
concrete numbers have been published, another disadvantage
of these closed-source studies. This constraint based on the a-
priori covariance effectively prevents the estimator from taking
too large steps. Finally, the postfit, Ama-01, as shown in Fig-
ure 14b was reached. Two things can be noted immediately, the
almost linear trend to both sides and the two minima. By con-
sidering Figure 14c as well, it becomes clear that those minima
correspond to two clusters of observations. A more complete un-
derstanding of these results can be found in the RSW breakdown
in Figure 14d, where we once again detect a linear trend in the
along-track direction. This demonstrates that the current fit does
not adequately estimate the orbital period or, equivalently, the
orbital energy, which causes a growing discrepancy over time.
Note that this linear trend is then fitted such that it reaches a
minimum at the two observation clusters. On the other hand,
the cross-track direction shows an increasing variation per or-
bit when propagating backwards, related to the limited amount
of data before 1990. When observing the distribution of residu-
als in Figure 14e, one can identify the seemingly random spread
around the center. While the residuals for Himalia and Elara
were not distributed normally, they did demonstrate a clear peak
around 0, which is not the case for Amalthea. This once again
demonstrates that Amalthea’s data is not only lacking quantita-
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Fig. 10: Results for the nominal run of Elara, Ela-01
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tively but also is not as accurate as required for a precise, sta-
ble, convergent solution. This problem is further aggravated by
the fact that a similar residual is more influential for Amalthea
as compared to the outer moons, given the closer proximity to
Jupiter, thus larger angular error, while timing errors are more
influential due to the higher orbital velocity.

When inspecting the correlation between RSW state entries
in Figure 15, one can recognise a similar image to Figure 6
for Himalia. Indeed, there is again a clear dependency between
radial position and along-track velocity, and vice versa. Once
again, the out-of-plane position and velocity are almost com-
pletely decoupled from the in-plane motion and are only depen-
dent on each other.

Unfortunately, there are no clear statistics on expected un-
certainty in the ephemerides of Amalthea publically available to
the best of our knowledge. However, the combination of pre-
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fit and postfit results can at least give a relative image of how
the postfit compares to SPICE. The main finding is that the so-
lution without the simulated spacecraft observations performs
significantly worse compared to when these missions are taken
into account. This fit did not manage to accurately determine
Amalthea’s orbital energy and therefore drifted away from the
solution by SPICE. This indicates that the data is too sparse to
provide good orbital coverage, which is not improved by the high
level of clustering of measurements.

5.4. Amalthea with Simualted Spacecraft Observations

The final estimation was the preliminary assessment on how
the (simulated) spacecraft observations affect the orbital fit of
Amalthea described in the previous section, which will be de-
noted by Ama-02. Remember that the solution should not be
taken as an exact representation of reality, but rather as an indi-
cation of whether these observations are worth additional effort
in subsequent studies. The prefit will not be analyzed as is logi-
cally exactly the same as in Figure 14a. The new postfit in turn is
shown in Figure 16. The improvement with respect to Figure 14b
is clear, and the postfit now closely approximates the prefit, with
similar magnitude and shape in residual. This shows the impor-
tance of the spacecraft data in the orbit estimation. Furthermore,
the near-perfect agreement near the end of the propagation can
be explained by the concentration of accurate mission observa-
tions in that period, where Cassini and Galileo both observed
Amalthea. In Figure 17, the elimination of the linear trend in the
along-track direction with respect to the limited data estimation
in Figure 14d is clear. Instead, there might be some remaining os-
cillatory motion with a period of 10 year, but this is small enough
that it simply might be an artifact of the propagation method.
Finally, we note that the in-orbit variation in the cross-track di-
rection remains the same as the earlier iteration. This uniform
growth might imply a slight trend in the orientation of the orbit.

The Voyager, Galileo, and Cassini mission improved the fit
by providing many more observations spread across multiple
months, to years for the Galileo mission. This allowed for a
better estimate of the orbital energy, preventing the linear trend
in error. As the epochs of these simulated measurements were
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based on the times of observation that were used to generate the
SPICE ephemerides, this proves the relative importance of these
missions towards calculating the ephemerides of Amalthea, de-
spite not being the objective of any of these spacecraft. However,
one should keep in mind that this is a very preliminary analy-
sis, where the observations were simulated in 3D positions and
not, like the actual observations, in astrometry. These simpli-
fied observations, together with the assumptions on the quality
of these spacecraft measurements might very well prove overly
optimistic. This analysis does show however that a deeper study,
including the real data from these missions, will prove very in-
sightful in studying Amalthea’s ephemerides.

6. Conclusion & Recommendations

This work was focused on developing and demonstrating a fully
open-source framework for estimating the orbit of moons start-
ing from raw astrometric observations. The initial states of three
case studies, Himalia, Elara, and Amalthea, were estimated as
a representation of the full range of minor Jovian moons. How-
ever, the framework can be extended to other satellites. The raw
data was taken from the NSDC database and a processing algo-
rithm was written to prepare these observations for the orbit es-
timation process. Furthermore, JPL’s SPICE kernel ephemerides
were used as a comparison and benchmark to evaluate the quality
of the found solutions, as well as as a basis for the initial guess
and simulated spacecraft observations. A least squares procedure
was then used to find the best fit to the observations.

We managed to accurately estimate the state of Himalia, to
well within the uncertainty of the SPICE Kernels (Brozovi¢ &
Jacobson 2017) for all reported epochs. To achieve this accu-
racy, the oldest data had to be removed, as there were conversion
errors between the old and new frames. A level of precision of
1078 rad, which corresponds to 10 km was achieved for the pe-
riod with data, while this grew to 1077 rad or 100 km for earlier
epochs. As this is well below the residuals of the observations
and within the uncertainty region of the benchmark, this solu-
tion proves to be both accurate and statistically indistinguishable
from SPICE. This shows the promise of the open-source proce-
dure, as well as reinforcing the idea that the oldest observations
might not significantly improve the quality of the solution. A fur-
ther analysis using simulated old observations did not provide
definitive answers on the contribution of these measurements, as
the change in position when including them was smaller than
the uncertainty of the SPICE kernel benchmark. Improvements
in the reduction process and subsequent data re-reduction could
increase their relevancy, however (e.g. Arlot et al. 2016).

Interestingly, this same conclusion, or reservations about the
usefulness of old data, did not hold for the orbital solution of
Elara. Despite having similar orbits, a 1949 close approach with
the significantly more massive Himalia meant a deviation in
Elara’s trajectory. Old data, to which we applied an arcwise bias
correction to account for the conversion errors mentioned for Hi-
malia, then proved valuable in constraining the trajectory before
the close approach. The orbit after this event is constrained more
tightly by the modern observations, which means that the accu-
racy of old observations, and thus of the pre-1949 fit, determines
how precise one can determine the gravitational parameter of Hi-
malia. This parameter was estimated to 0.132km>s~2, similar to
the value of 0.13km’s~2 found in Brozovié & Jacobson (2017).
Given the importance of the old data, a closer look should be
taken at converting old observations, while data re-reduction ini-
tiatives could prove even more valuable than for Himalia.

Finally, estimating the orbit of Amalthea posed some addi-
tional challenges due to the limited amount and spread of ob-
servations. This prevented an accurate estimation of Amalthea’s
orbital energy, which manifested into the solution as a grow-
ing error in the along-track position. Simulating the observa-
tions by several missions that visited the system proved to re-
solve this issue and eliminate the error trend. This reduced the
error from hundreds to tens of km. It is thus fair to conclude
that these spacecraft play a crucial role in the quality of the cur-
rent ephemerides of Amalthea, although further investigation is
required to confirm these preliminary outcomes.

The promising results of these three case studies demonstrate
the capabilities of the estimation framework. The solutions were
proven to be high-accuracy, and any and all significant differ-
ences were related to flaws in input data. The code is available in
the repository and can be easily modified to include other Jovian
moons. Furthermore, it would be interesting to apply this frame-
work to satellites of other planetary systems, although these cur-
rently do not have a predefined gravitational model implemented
in Tudat. Additionally, the framework can be easily extended to
allow for more parameters to estimate, of which Himalia’s grav-
itational parameter in fitting Elara’s orbit was a good example.
Finally, an interesting future study would be the inclusion of di-
verse observation types, such as mutual events and approxima-
tions. While the availability of such data remains low for now,
they could prove extremely valuable to future iterations of this
type of estimation study.
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Table 3: Means and standard deviations in Right Ascension and Declination of processed observations of NSDC files on the Outer
Jovian satellites, along with the number and period of these observations.

NSDC Identifier Alpha Delta #0bs  Observation Period Reference
Jo0001 -2.73e-08 £ 8.93e-07 -9.94e-08 + 8.14e-07 113 1998 - 1998 Stone & Harris (2000)
j0o0002 -5.99¢e-08 + 8.55e-07 -5.28e-08 + 1.35e-06 130 1998 - 1998 Stone (2000)
jo0003 1.60e-07 £ 5.00e-07 -1.38e-07 + 2.72e-07 12 1997 - 1999 Owen comm. to NSDC (2001)
jo0004 9.10e-07 + 2.57e-06  7.24e-07 + 2.37e-06 59 2000 - 2000 MPC
jo0005 1.45e-07 £ 2.05e-06  1.98e-06 + 1.74e-06 92 1992 - 2001 MPC
jo0006 1.48e-06 + 2.38¢-06 -1.07e-07 + 3.41e-06 9 1999 - 1999 MPC
jo0007 6.41e-07 + 1.03e-06  2.39e-07 + 1.58e-06 48 2001 - 2001 MPC
jo0008 3.29e-07 + 2.49¢-06  9.47e-07 +2.89¢-06 67 1993 - 2002 MPC
jo0010 -5.07e-06 + 8.57e-07  1.20e-04 + 4.01e-05 97 1900 - 1993 84 references
jo0011 -1.12e-06 + 8.11e-07  -2.53e-06 + 1.76e-06 6 1952 - 1952 Bobone (1953)
jo0012 1.51e-06 + 2.64e-06  -5.65e-07 + 9.74e-07 13 1967 - 1969 Klemola (1973)
jo0013 -1.85e-06 £ 6.10e-06  1.94e-06 + 1.80e-06 4 1973 - 1973 Mulholland et al. (1976)
jo0014 -2.96e-07 £ 3.35e-06  8.91e-07 + 3.63e-06 69 1989 - 1990 Whipple et al. (1992)
jo0015 1.64e-06 £ 2.01e-06  1.29e-06 +2.21e-06 82 1990 - 1992 Whipple et al. (1993)
jo0016 -5.77e-07 £ 2.49e-06  2.15e-07 + 2.46e-06 186 1994 - 1995 Whipple et al. (1996)
jo0018 3.42e-07 + 4.39¢-06  1.11e-06 + 2.88e-06 40 1992 - 1993 Hernius et al. (1996)
jo0019 1.36e-06 + 2.26e-07  7.15e-06 + 7.01e-07 3 2002 - 2002 MPC
jo0020 8.24e-06 + 4.90e-06  -1.30e-05 + 2.02e-06 11 1980 - 1981 TAUC comm.
jo0021 1.11e-06 + 1.53e-06  2.95e-06 + 4.47e-07 10 2002 - 2003 MPC
jo0022 7.19e-07 £ 2.48e-06  2.37e-06 + 2.51e-06 276 1993 - 2003 MPC
jo0024 6.64e-07 + 3.15e-06  1.53e-06 + 2.50e-06 64 1998 - 2002 MPC
jo0025 -2.75e-07 £ 1.75e-06  1.13e-06 + 1.42e-06 46 1992 - 2003 MPC
jo0026 -5.77e-07 = 1.15e-06  6.52e-07 + 2.67e-06 39 1998 - 2003 MPC
jo0027 1.02e-06 + 2.62e-06  1.51e-06 + 1.81e-06 47 2003 - 2003 MPC
jo0028 2.01e-06 + 2.22e-06  2.08e-06 + 2.53e-06 36 2003 - 2003 MPC
700029 -7.13e-07 £ 3.72e-06  -1.14e-06 =+ 3.05e-06 13 1951 - 1976 TAUC comm.
700030 -3.91e-07 = 7.79¢-07  -4.67e-07 + 1.47e-06 6 1951 - 1951 TAUC comm.
jo0031 7.33e-05 £ 2.05e-06  2.49e-05 + 9.22e-07 6 1968 - 1968 Soulie (1972)
jo0033 2.13e-07 + 1.60e-06  1.39e-06 + 1.40e-06 156 1999 - 2002 Sokolova, in press
jo0035 1.30e-07 £ 2.54e-06  1.14e-06 + 2.54e-06 1192 1986 - 2005 MPC
jo0036 4.27e-07 £ 1.11e-06 ~ 3.39e-07 £ 1.03e-06 215 2006 - 2006 MPC
jo0037 6.47e-07 + 1.15e-06  3.75e-07 + 9.10e-07 95 2006 - 2006 MPC
jo0038 -3.05e-08 + 1.64e-06 -1.55e-07 +3.98e-07 118 1995 - 1998 Veiga (2006)
jo0039 2.74e-07 + 1.50e-06  -4.32e-09 + 1.04e-06 67 2006 - 2006 MPC
jo0041 -2.85e-07 = 1.21e-06  -7.80e-07 + 1.82e-06 19 2007 - 2007 MPC
jo0042 -4.12e-07 + 1.80e-06  -5.68e-07 + 1.82e-06 74 2007 - 2007 MPC
jo0044 2.36e-07 + 1.33e-06  -8.04e-08 + 1.40e-06 148 2007 - 2007 MPC
jo0045 6.47e-08 + 1.01e-06  2.11e-07 + 9.47e-07 132 2008 - 2008 MPC
jo0046 1.29e-08 + 1.13e-06  9.95e-08 £ 1.17e-06 695 2000 - 2008 MPC
jo0047 1.39e-07 + 1.52e-06  3.26e-07 + 1.58e-06 293 2008 - 2009 MPC
jo0048 -8.33e-08 = 1.70e-06  1.26e-06 = 2.17e-06 276 2009 - 2011 MPC
jo0049 3.73e-06 + 3.94e-06  6.22e-06 + 2.27e-06 57 2010 - 2010 MPC
jo0050 -1.20e-07 £ 1.72e-06 ~ 5.42e-07 + 1.75e-06 440 1996 - 2012 MPC
jo0051 -7.82e-07 £ 6.18e-06  6.17e-07 + 2.85e-06 12 2010 - 2010 MPC
jo0052 9.58e-08 + 2.55e-06  1.26e-06 + 2.50e-06 39 2010 - 2012 MPC
jo0053 6.01e-08 + 8.57e-07  2.22e-06 + 7.23e-07 17 2000 - 2012 Stone (2001)
jo0054 -1.07e-07 = 1.04e-06  2.58e-07 = 1.04e-06 916 2010 - 2015 MPC
jo0055 1.39e-06 + 4.75e-06  -1.93e-07 + 2.57e-06 9 2014 - 2014 MPC
jo0056 -1.04e-08 + 3.85e-07 -1.69e-07 + 2.93e-07 3553 1995 - 2014 Gomes-Junior et al. (2015)
jo0057 -6.02e-07 = 1.11e-06 ~ 2.40e-06 = 1.37e-06 114 2013 - 2015 Stone (2001)
jo0058 7.31e-07 £ 3.50e-07  3.20e-07 + 4.00e-07 2 2010 - 2010 MPC
jo0059 -2.37e-08 £ 9.49e-07  4.99e-07 + 9.96e-07 1310 2014 - 2016 MPC
700060 -4.77e-07 £ 6.12e-06  -1.77e-07 + 2.69e-06 36 2015 - 2016 MPC
jo0062 -2.15e-08 £ 9.21e-07  2.58e-07 + 8.39e-07 857 2015-2018 MPC
jo0063 -6.11e-07 +£ 4.83e-06  5.22e-07 + 2.42e-06 8 2017 - 2017 MPC
jo0064 -1.58e-07 £ 9.12e-07  2.32e-07 + 8.56e-07 307 2017 - 2018 MPC
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Table 4: Means and standard deviations in Right Ascension and Declination of processed observations of NSDC files on the Outer
Jovian satellites continued.

NSDC Identifier RA p + o (urad) RA p + o (urad) #0bs  Observation Period Reference

700065 -1.45e-07 +£ 8.39e-07  3.91e-07 £ 7.18e-07 34 2011-2019 MPC

J00066 5.07e-07 + 2.77e-06  -6.49e-07 + 2.71e-06 32 1987-1993 Yizhakevych et al. (2017)
jo0067 -3.70e-09 + 9.81e-07 -2.47e-07 £ 9.62e-07 126 2017-2019 MPC

jo0068 -6.65e-10 = 1.25e-06  1.31e-07 = 1.08e-06 139 2020-2020 MPC

jo0070 -2.45e-08 + 7.35e-07  1.11e-07 + 7.53e-07 1838 1986-2022 MPC

jo0072 2.23e-08 + 1.09e-07  3.19e-08 + 1.12e-07 266 2016-2018 Yan et al. (2019)
jo0073 -1.45e-07 + 2.88e-07 -1.65e-07 + 3.15e-07 360 2016-2018 Yan et al. (2020)
jo0074 9.19e-08 + 1.05e-06  1.51e-07 + 1.01e-06 1200 1986-2022 MPC

jo0075 8.08e-07 + 6.13e-06  -2.57e-08 + 2.82e-06 85 2010-2022 MPC

Table 5: The main properties and results of the case studies and their variations. The prefits are denoted by 00 in the case ID

Case study ID  Bias Correction ~ A-priori constraint  Difference with Spice [km] Notes

Him-00 / / 65 /

Him-01 No No 480 /

Him-02 No No 100 Oldest data dropped
Him-03 No No 70 Oldest data simulated
Ela-00 / / 400 Concurrently Estimating (i,
Ela-01 Oldest data only No 800 Concurrently Estimating pi,
Ela-02 Oldest data only No 450 Fixed ppim

Ama-00 / / 25 /

Ama-01 Yes 100 km 300 /

Ama-02 Yes 100 km 30 Simulated SC observations
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Fig. 14: Results for the nominal run of Amalthea, Ama-01
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Appendix A: Weights and Biases

In this appendix, an overview will be given of the applied weights and arcwise bias corrections, whenever they were applied, for
each of the study cases. These weights were determined based on the squared inverse of the average residual within a 6-hour arc,
as explained subsection 4.2, and were constant for all observations within that arc. A correction factor of +/n was applied to reduce
the weight of individual measurements within such an arc, as they cannot be considered truly independent. The arcwise biases were
simply equal to the average residual within each arc. Finally, note that within this entire section, all images only demonstrate the
right ascension observations. Those for declination are omitted as they are very similar.

Appendix A.1: Himalia

Once again Himalia will be discussed first. In Figure A.1 the weights assigned to each data arc in Him-01 are shown. A few things
can be noted immediately. First of all, as expected, the oldest observations have significantly lower weights, due to their poor
quality. Despite this, they still proved to exert great influence on the postfit, as was demonstrated in Figure 5b. This formed part of
the motivation on why it is so important to apply these weights so that more accurate observations are more dominant in the solution,
as otherwise these poor observations would degrade the quality of the solution even more. Secondly, one can identity several arcs
lying slightly above the majority for the modern observations. All of these contain very few observations, and thus have a randomly
low residual. This is exactly why using arcwise weights instead of individual weights was necessary, as otherwise this phenomenon
would be significantly worse, as can be seen in Figure A.2.
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) o . . Fig. A.2: The distribution of weights for Him-01 if weights were
Fig. A.1: The distribution of weights for Him-OL1. assigned individually instead of in an arcwise basis.

Logically, the weights for the observation arcs in Him-02, where the oldest data was omitted, are exactly the same as observation
residuals prefit do not influence each other, as can be confirmed in Figure A.3. One interesting comparison however is what the
influence is of the correction factor /. This effect is demonstrated in Figure A.4, where the upwards shift in weight for the lighter
colored dots is clear, while arcs with just a few observations stay relatively constant.

Appendix A.2: Elara

For Elara, the distribution of weights is very similar to Himalia, as can be seen in Figure A.5. Low weights for the oldest observations,
with a few outliers in weight for the modern observations by observations arcs with a low amount of observations. It is worth
considering the arcwise bias with respect to SPICE, however, which is shown in Figure A.6. The observation arcs containing many
measurements have very low remaining biases, as expected. The magnitude of the arcwise biases before 1949 does prove to be
significant however, validating the choice to correct for them. Note that for El-01, arcwise bias corrections were only applied to the
oldest observations.

Appendix A.3: Amalthea

Finally, both weights and biases paint a different picture for Amalthea. First of all, one can note that the number of arcs is extremely
limited, further reinforcing the belief that this data simply lacks in quantity, as it only consists of a handful of observation campaigns
of a few nights. The poorer quality of measurements also results in lower weights across the board, demonstrated in Figure A.7,
as compared to those of Himalia for example. Inversely, for this same reason, the applied arcwise biases, shown in Figure A.8, are
quite significant, especially considering the higher impact of small position changes.

Article number, page 21 of 23



A&A proofs: manuscript no. output

60 1018 4 [ ) 60
10%7 4 1017 4
50
16 50 o
10°° 4§ © 1016 4 o
© c
° £
— 1015 4 PP 15 40 &
¥ 40 2 © 1074 S
o o ®© =
£ 1014 4 § E 1014 4 g
% H 30 § 3 M 308
T 1031 @ g 2 03] @ 2
s 5 2 °
o > < 208
< 1012 ° 2038 10%2 4 ° S
° E ° 3
=2 1011 4 _
10114 o "y 10
10
1010 ] [ ] 1010 4
T T T T T T
T T T T T T 1970 1980 1990 2000 2010 2020
1970 1980 1990 y 2000 2010 2020 Year
‘ear

Fig. A.3: The distribution of weights for Him-02. Fig. A.4: The distribution of weights for Him-02 if no correction

1074 4
°
° 25
°
1077 4 25 10-5 1 °
s ° ' v
10% o ® 20 ¢
5 .‘ ° E
— 10%5 4 E B 10764 r 5
o c = g ©
o o B f >
E 1014 ] § = by
£ @ b 10-7 4 ] —g
© 2 3 o
g 10734 o P °
o 5 < 10 8
< 1012 2 1078 4 . 8 L §
[S ° ° z
] 2 °
1014 L 5
° ° °
10—9 4
1010 4 L [
| | | | | | 1920 1940 1960 1980 2000 2020
1920 1940 1960 1980 2000 2020 Year
Year
Fig. A.6: Average residual per arc for EI-01, which is the bias
Fig. A.5: The distribution of weights for EI-01. correction. Note that this correction is only applied for arcs before

Article number, page 22 of 23

factor would be applied for the amount of observations per arc.

1960.



Arc weight [rad=?]

F. Dahmani : Orbit Estimation of the Small Jovian Satellites

°
b °
1015 4 ‘ 80
° v
80 o 9® ® ©
[} ° 2 10-6 ' L £
10%4 4 g 5 0 o
° a & H e ° 60 S
° 608 3 * ¢ ¢ °
e ‘é a [ LY §
1013 4 i GL) g [ ] _8
g 2 405
« 8 3 g ° °
[ ® 0% < ° o
Y ] ° _7 Q
1012 4 b P - @ 10771 S
° . - £ ® ° ° =
®9 ° 3 20
‘ [ ° Q 20
1011 4 =
® 1980 1985 1990 1995 2000
1980 1985 1990 1995 2000 Year
Year
Fig. A.8: Average residual per arc for Am-01, which is the bias
Fig. A.7: The distribution of weights for Am-01. correction. Note that this correction is only applied for arcs before

1960.

Article number, page 23 of 23



Conclusions & Recommendations

The background and the main goal of this study were detailed in chapter 1, while the methodology and
results were discussed in the article in chapter 2. This chapter will in turn be dedicated to highlighting
the main conclusions, and the recommendations to the brave souls continuing this work in the future.

3.1. Conclusions

In section 1.1 the goals of this study were detailed. We will now look back and evaluate the extent to
which these objectives were achieved, by assessing the completion of the exhaustive subgoals.

* To Process the raw observations into uniform tudat-readable files.

A versatile data processing algorithm was developed that was able to process any NSDC observation
set of the Jovian moons. This algorithm relies on some metadata to understand how to process the
observations, but apart from that operates independently. It works by first uniformizing the time into
seconds since J2000 in the Barycentric Dynamic Time, before converting all measurements into an
absolute expression consisting of right ascension and declination. Finally, all observations are rotated
to the ECLIPJ2000 frame. At this point, any outliers are removed, the data is separated by observatory
and target body, and saved in CSV files that can be easily loaded into tudat-compatible observation
sets. The processed observations were compared to the SPICE benchmark and verified with expected
accuracy from literature, except for measurements taken prior to 1950, to which there was a remaining
bias due to conversion from old frames. Although the magnitude of this bias has been discussed previ-
ously (Jacobson, 2000), the proper correction was not detailed. Additionally, this algorithm was tested
with observations of natural satellites of different gas giants to assess its robustness. The algorithm
proved to be capable of accurately converting these data as well, although some small modifications
were required due to differences in formatting.

» To accurately model the dynamic environment of the (selected) Jovian moons.

The accuracy of the dynamical model is best seen in the prefit, where the ideal initial state is estimated
to minimize the difference in trajectory with respect to SPICE. For Amalthea and Himalia this discrep-
ancy with SPICE remained extremely small across the period of propagation, with 30 km and 60 km
respectively, most likely due to the minor differences in the integration or propagation, such as the
zonal harmonics up to degree 8 being taken into account, rather than degree 6 for SPICE (Brozovi¢
and Jacobson, 2017) or the difference in integrator. These values are well within the uncertainty of
the SPICE ephemerides (Brozovi¢ and Jacobson, 2017). Thus, for these two case studies, the error
in the prefit is dominated by the quality of these ephemerides, while differences in dynamical modeling
explain the existing discrepancies between prefit and SPICE.
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For the dynamical model of Elara, the situation is slightly more complex, as the 1949 close approach
with Himalia inflates any existing errors in the model. Concurrently estimating Himalia’s gravitational
parameter led to a significant reduction in this error, but a remaining residual of 400 km indicated that
the dynamics of this close approach were still not captured exactly. However, this agreement was
deemed sulfficient for the purposes of this study. Note however that the discrepancy remains below 50
km from the event onwards.

» To reach a convergent estimate of the orbit of the (selected) Jovian moons.

For all of the study cases, a convergent estimate was reached, although the specifics differed a bit per
moon. For Himalia the estimation process proved the easiest. The results showed a reasonable fit,
that was dominated by a linear trend in the along-track direction. This drift was caused by the poor
quality of the old data, related to the remaining bias with respect to SPICE in the conversion from old
frames. After removing this data, however, an excellent agreement with the JPL ephemerides was
found. For the period where plenty accurate observations were available, this difference stayed below
25 km, while it rose to 100 km for earlier epochs. Cleary, this challenges the relevancy of the older
observations, given the uncertainty in these results is larger than the difference, i.e. these solutions
are statistically indistinguishable. The estimation of Elaras orbit was once again limited by the accuracy
at the close approach. Here the old data proved crucial in constraining the trajectory of Elara before
the event. The inaccurate and sparse observations cause an error of several hundred km. Finally,
the estimation process proved most difficult for Amalthea. The observations were limited and not well
distributed. This, together with the rapid dynamics, means the inversion is almost ill-defined. An a-priori
covariance matrix is then required to provide stability, which constrained the step in initial state to 100
km, which was a rough estimation of the uncertainty of the SPICE ephemerides in absence of concrete
published results. This produced a difference with SPICE of hundreds of km, once again dominated by
a linear trend in the along-track direction. This indicates that the input data is not sufficient to accurately
model the orbital energy, which is highly sensitive due to the limited orbital period, and thus causes a
clear drift.

» To perform a preliminary assessment of the influence of Spacecraft observations on the
generation of Amalthea ephemerides.

One important difference between our solution for Amalthea and that published by JPL was the usage
of mission data. To account for this dissimilarity, the Amalthea observations of Voyager, Galileo and
Cassini were simulated based on the SPICE kernels, by including an artificial Gaussian error propor-
tional to the expected accuracy. This turned out to have a significant effect on the ephemerides and
reduced the discrepancy to a maximum of 50 km. The solution turned out to be most accurate, to
only a few km, around the start of this millennium, when both Cassini and Galileo conducted valuable
observations. These results should be put in the proper context, however. While very promising, these
simulated observations were simplified versions of reality, directly representing Amalthea with a 3D
position, rather than astrometric observations as is the case in reality. Furthermore, the uncertainty in
these observations was estimated based on very limited data. This means that these results might very
well be overly optimistic. They do prove however that further studying these observations is warranted
in order to improve the quality of Amalthea ephemerides.

* To determine the mass of Himalia.

The final goal was to verify the published results on the mass of Himalia (Brozovi¢ and Jacobson,
2017; Emelyanov, 2005b). As mentioned before, this mass can be estimated from estimating the orbit
of Elara, specifically around 1949, due to its close approach with Himalia. The gravitational parameter
was determined to be equal to 0.144 km®s~2 in the prefit and 0.132 km®s~2 in the postfit. Both these
values are in excellent agreement with that published by Brozovic at 0.13 + 0.02 km®s~2 and within
the given uncertainty region. Emelyanov reported a value about a factor of two larger. However, the
change in residuals is not statistically significant (Brozovi¢ and Jacobson, 2017).
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3.2. Recommendations

Throughout this work, some interesting topics for future topics have been noted. These recommenda-
tions will be discussed in this section.

The first recommendation is to examine the oldest observations more closely and try to eliminate the
remaining biases, or at least quantify their influence. It was demonstrated that this data has a significant
effect on the quality of the ephemerides of Elara, and could help in studying the dynamics of close
approaches between moons. This study should involve a deeper review of the old reference frames
and the conversion required to more modern alternatives, and modify the data processing algorithm
accordingly. Specifically, investigating the conversion related to the transformation from Newcomb’s
equinox to FK4 could prove beneficial, as briefly touched upon in Jacobson, 2000.

Secondly, the data processing algorithm should be expanded to allow for the conversion of raw space-
based astrometrical observations to a tudat-compatible format. This study has relied on simulated
measurements based on the limited amount of public knowledge about their accuracy. While it is by
no means a perfect representation, it showed the influence of this data. A future study could now
incorporate the real observations, which would result in a clearer image of the exact relation between
Earth-based and in-situ observations.

Similarly, a promising expansion of the processing algorithm would be the incorporation of Space Tele-
scope observations. The increasing quality of these telescopes allows for more faint bodies, which
include many of the minor moons, to be observed. Many more natural satellite measurements are
expected by Gaia and James Webb in the coming years and are estimated to be twice as precise as
ground-based alternatives (Yan et al., 2019).

The rise in new observation methods could prove interesting as well to future iterations of this thesis.
While there was not enough data available from mutual events and approximations involving small
moons to make it worthwhile to incorporate it in this study, this availability is expected to rapidly change
in the future. These methods allow us to measure the state of the bodies significantly more accurately,
and subsequently will greatly improve future estimation processes.

In this study, the estimation process was limited to three case studies. There are however many more
interesting moons that would be interesting to study. Furthermore, this framework can be expanded
to different planetary systems. It will be interesting to study how their different dynamics influence the
conclusions drawn here and the quality of the fit. Along the same lines, the set of parameters that are
estimated can be expanded to include more properties describing the dynamical model. The gravita-
tional parameter of Himalia proved to be a great example of the relevancy of studying such parameters,
leading to a better understanding of the solar system dynamics. Each of these parameters that can be
estimated accurately will improve the reliability of the long-term ephemerides and our knowledge of the
evolution of the solar system.

Finally, future efforts should include the addition of an integrator that is better suited to the long-term
propagation of the bodies. The integrators considered for this study were limited to those available in
Tudat, which are not able to capture long-term dynamics.
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Observation Processing Algorithm

The data found in the NSDC satellite observation database was provided in a wide range of different
formats. To convert this data to a uniform format that could directly be input into the Tudat estimation
process, a conversion and sorting algorithm was developed. Its general structure and working principle
will be discussed here.

A.1. Meta Data

Due to the wide variety in formatting of the data, the first step was efficiently organizing the metadata
describing the format and contents of every file. As the layout of the files describing the contents of
each data file varied as well, which makes automatically reading these files difficult, we opted to insert
the metadata at the top of the datafile manually. Sixteen entries were needed to robustly cover all
variations in formatting, to specify the type of observable, the observed body or where to find it, the
central body, how to properly describe the timing of the observation and most importantly where to find
everything, amongst others. These 16 entries were directly loaded into Python as variables. Based on
these variables, the algorithm will determine which path to take in processing the observations through
straightforward if statements. The template for this metadata, including a definition per variable, can
be found in the repository.

A.2. Time

The estimation process in Tudat was done in the Barycentric Dynamical Time (TDB) timescale, where
an observation time is reported in seconds since the J2000 epoch. Thus, any observation reported
in a different way, which is all of them, has to be converted. For all the files covered, which include
the Jovian minor moon files and some additional Saturn satellite files to test the robustness of the
algorithm, we faced four different types of time notation system: Julian Date (JD), Modified Julian
Date (MJD), Gregorian date with 3, 4, 5 or 6 entries, and a single study chose to denote the epoch
of observations by specifying the minutes since a reference JD. Conversion between these and the
desired system is straightforward and was readily available in Tudat’s 'time_conversion’ module. In
some instances, the direct conversion was not available, in which an intermediate step was added, for
example, the MJD first being converted into a JD. On the other hand, conversion between time scales
was not as straightforward. For this, we again relied on tudat functionality. The problem lay in converting
observations before 1960. The Tudat function in question relies on first converting the observations
to UTC, before a second conversion to TDB is made. However, UTC is only defined for epochs after
1960. Earlier observations where therefore converted using tudat’'s SPICE interface. The time module
from the Astropy software library was successfully used to verify the correct conversions (The Astropy
Collaboration et al., 2022). Finally, it is worth mentioning that some datasets used a timescale offset,
for example UTC-3, which was resolved by adding this offset to the metadata. These time conversions
were the necessary first step before accurate corrections can be made.
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A.3. Angles

After successfully uniformizing the observation times, the observables can now be transformed as well.
There are two main ways that these observables were reported in: absolute and relative, each with
several variations. As all angular positions were to be converted to a decimal RA-DEC system, the
easiest conversion was for absolute observations. These were provided with either 1 or 3 entries per
angle. Note that these three entries vary between RA « and DEC §. For the right ascension, these
three entries are hours, minutes and seconds, while the declination is reported in degrees, arcminutes
and arcseconds, a factor 15 smaller units. Both variations are then simply converted to decimal radians.
Relative observations on the other hand rely on knowing the position of a second body, preferably with
a lower uncertainty than the observations. The position of this relative body is requested from SPICE,
similar to the benchmark used in this study, as explained in subsection 2.1 of the article. The only
major difference is that the position here is requested in the orientation of the observation, instead
of in ECLIPJ2000. In principle, converting these observations to absolute ones then simply consists
of adding the angular position of the body and the relative angle. However, this angle was again
reported in a multitude of ways. The easiest were observations in A« and Aé, which could be added
straightforwardly. Other datasets where reported in Aa * cos(d,¢;) and Ad, orin Aa *10° and AJ * 10° .
We have chosen to discard one file (ji0006) containing the angular separation as observable as it was
significantly out of the line of this work, while not adding much to the eventual quality.

A.4. Rotation

Finally, the absolute observations have to be converted to the ECLIPJ2000 orientation, as it will be
used in the estimation process. The raw data was available in several orientations. The majority was
in B1950 or J2000, but several files had their date or year as the reference equinox. Within the algorithm
at hand, the uniformization process consisted of two steps: converting any older files (i.e. those not
in J2000) to J2000, and converting all files from J2000 to ECLIPJ2000. While the latter conversion is
a simple rotation, the former proved more complex. We once again employed the astropy software
library, in this case the flexible SkyCoord function to transform between the older observations in the
fk4 frames to the fk5 frame with the J2000 equinox.

A.5. Postprocessing

After processing all observations, each dataset is analyzed as a whole. First of all, the mean and
standard deviation are calculated. Any set that has a mean higher than the standard deviation is
removed from consideration as it is likely that a bias is remaining in the data that was not accounted
for. Although we realize that this affects small datasets disproportionally, the amount and volume of the
remaining data make this a non-issue. Furthermore, any outliers (z>3) are removed as well. Finally, the
files are filtered per observed moon and per observatory, to comply with Tudat’s link end requirements,
and saved in a csv file, along with the difference between the point and the calculated position of the
body from the SPICE kernel.

A.6. Validation

To validate the data, the observations are compared to the SPICE kernels, which can be taken as truth
at the precision level of a single observation, and as a good comparison for the data set as a whole.
The averages and standard deviations where compared to the order of magnitude of expected results
(e.g. Jacobson, 2000). Subsequently, some individual sets, that had clear publications including the
quality of data, were used in confirming they have been processed correctly. One example is noted in
Table A.1 based on datasets ji0002 and ji0004 (Kulyk et al., 2002), note that better accuracy is in part
due to the outlier removal. Furthermore, one can observe that these values are not exactly the same,
which is due to a difference in benchmark, but are sufficiently close together to confirm that there is no
statistically significant difference.
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Table A.1: Comparisson between results of the processing algorithm and those reported by Kulyk et al., 2002

Satellite (year) a (mrad) 0 (mrad) « Kulyk (mrad) 6 Kulyk (mrad)

Thebe (1999) —0.049+0.818 —0.089+£0.560 —0.097+£0.776 —0.291 +0.582
Amalthea (1999) —0.336 +£0.534 —0.292 £ 0.416 0.145+0.485 —0.291 +0.242
Amalthea (2000) —0.319+1.066 —0.216+0.799 —0.339+1.067 —0.291+0.873
Metis (1999) —0.953 £ 1.334 0.907£1.219 —1.406 +1.164 0.388 £ 1.212
Metis (2000) —0.386 + 2.168 0.366 £1.298 —0.727 £ 1.551 0.194 £ 1.309
Adrastea (2000) —2.018 4+4.091 0.537£2.623 —0.727 £+ 4.266 0.533 £ 3.006




Integrator and propagator set-up

In section 3 of the article, the equations of motion were discussed. One has to rely on numerical
methods to solve these differential equations and advance the state of the estimated bodies through
time, as most often an analytical solution does not exist. To set up this integration of the equations of
motion, adequate integrator and propagator settings have to be defined to minimize both errors and
computational requirements, which often require a trade-off. This propagation error can be broken
down into multiple causes, which we will cover one by one. The first error consists of inaccuracies in
the equations of motion or the dynamical model itself. These modeling errors come from inaccurate
gravitational parameters, accelerations that were not taken into account, or other factors that cause a
discrepancy between the equations of motion and reality. Logically, these errors are always present
but should be kept below a defined precision level. A second source of errors stems from inaccurately
integrating these differential equations. In order to be able to make meaningful conclusions about
the quality of the estimation, which will be in the range of tens of km in the best-case scenario, the
propagation errors should be at least an order of magnitude smaller. This appendix will discuss the
settings required to achieve the necessary accuracy, specifically focussed on Amalthea, as it is the most
sensitive out of the case studies. The reasoning behind adequate settings to accurately propagate the
states of both Himalia and Elara are then kept short, as they largely follow the same reasoning. The
first step is to define a benchmark as a reference for the magnitude of the errors.

B.1. Benchmark Generation

This benchmark was roughly based on an existing tudat example code, which covered a similar esti-
mation process for the Galilean moons with simulated data '. For the benchmark, a Cowell propagator
was chosen for its reliability and its capability to handle orbits with low eccentricities and inclinations,
although it is not the most computationally efficient. In the same spirit, the 8th-order Runge-Kutta
Dormand-Prince method with fixed step size is used as integrator to ensure accuracy of the bench-
mark over computational efficiency. One remaining setting for the benchmark is then the time step.
For this multiple time steps were compared in Figure B.1a, which shows the growth of integration error
over time for different time steps, and Figure B.1b, which shows the maximum error per time step. The
integration error is evaluated with respect to a similar propagation with half the timestep. Finally, the
propagation is limited here to 1 year due to computational limitations.

These figures both show that the intersection between the dominance of truncation and rounding errors
lies in the orders of minutes. In the left figure, this can be seen by looking at the transition from smooth
and uniform growth to more erratic behavior with decreasing time steps. The figure on the right further
reinforces this idea by demonstrating the shift from broken, rapid changes to a linear trend. A suitable
time step for the benchmark is then taken slightly before the change from rounding to truncation error

"https://github.com/tudat-team/tudatpy-examples/blob/feature/galilean_moons_state_estimation/estimation/galilean_
moons_state_estimation.ipynb
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Figure B.1: Analysis of the appropriate time step for propagating Amalthea.

at 1 min. Furthermore, we already note that a time step of 6 min would be a good candidate for the
integrator as it returns an integrator error in the order of kilometers, which is the desired accuracy.

A similar analysis was done for Himalia, using the same integrator and propagator. The main differ-
ence logically is the necessary time step. Although the figure is slightly less clear than for Amalthea,
Figure B.2 demonstrates that a time step of 120 min proves sufficiently accurate to serve as benchmark.
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Figure B.2: Analysis of the appropriate time step for propagating Himalia.

B.2. Integrator & Propagator Analysis

We now have a high-accuracy benchmark that can be used to estimate the integration error of less
precise propagations. This in turn allows for the selection of an appropriate integrator. corresponding to
the desired accuracy level while minimizing the computational requirements. For this study, we will limit
the selection to the integrators implemented in Tudat. Those include integrators from the Runge-Kutta,
Bulirsch-Stoer, Adams-Bashforh-Moulton, and Euler families. These are some of the most common
integrators and amongst the best for short periods of propagation, i.e. up to a few years for accurate
solutions during a mission lifetime. These integrators are then a logical choice to include in Tudat, given
a large part of earlier simulations were dedicated to the upcoming JUICE and Europa Clipper missions
(e.g. Dirkx et al., 2016, 2017; Fayolle et al., 2022, 2023). This, however, does not correspond to
the needs of this study, where integrators are required to be accurate over significantly longer periods
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of time, i.e. more than 100 years. This automatically disqualifies many of the integrators available
in tudat, for example the Euler method and the lower-order Runge-Kutta options. Furthermore, this
suggests the optimal integrator might actually lie outside of tudat’s capabilities. This idea is reinforced
by comparing to similar ephemeris determination studies, that have opted for more accurate alternatives
such as the Runge—Kutta—Nystrom or the Gauss—Jackson method (e.g. Brozovi¢ and Jacobson, 2017;
Jacobson, 2000). Even more accurate might be the implementation of Recurrent Power Series (RPS,
e.g Hadjifotinou and Gousidou-Koutita, 1998) or symplectic integrators, which are better at maintaining
the energy of the system (e.g. Zeebe, 2023).

In order to prevent significant discrepancies in integrator error between the results of this study and
the SPICE kernels that will be used as a comparison, the choice is made to continue with the 8th-order
Dormand-Prince integrator as in the benchmark. This choice is not motivated numerically due to the
lack of access to these more accurate long-term integrators, thus any conclusion from comparing with
the benchmark would be moot. From Figure B.1b, it can be seen that 6 minutes will be an adequate time
step for propagating Amalthea, keeping the integration error at the specified accuracy level. Similarly,
a time step of 180 minutes was decided upon for both Himalia and Elara, resulting in a comparable
integration error.

A similar reasoning is used in motivating the retention of the Cowell propagator. This option is a solid
choice for all types of natural satellites, albeit not the most efficient. Other propagators, for example
those employing Keplerian elements, face singularities for orbits with low eccentricities or inclinations.
Encke’s method on the other hand would be a good option for orbits with low perturbation. However,
the trajectory of the outer Jovian satellites is significantly affected by the gravitational attraction of the
sun. Thus, in this complex motion, the Cowell method is preferred. To keep this estimation framework
uniform, this propagator option will be applied across the board, even though there might better options
for individual cases.

B.3. Environment Model

Finally, an assessment is made of which accelerations are relevant to this study. For this, the difference
between runs with and without a certain force will be compared. When the resulting difference in
position over time stays below a few km, this effect is ignored. Otherwise, it is deemed necessary to
include in the environment and will be used in the estimation process in the study. Once again the time
of propagation is limited to one year. Note that the results of this estimation are preliminary and should
not seen as exact values, rather as a simple way to decide with accelerations are relevant to this study.
Especially for accelerations resulting in a small difference, it is impossible to separate their effect from
the integration error.

Firstly the effects of the point masses of some celestial bodies are evaluated, specifically on Amalthea.
To quantify the impact of these accelerations, the states over time resulting from a propagation taking
them into account are compared to a reference solution, which in this case is a simple Keplerian orbit.
This comparison is shown in Figure B.3a. Then, based on the assumption that these forces are uncor-
related, only the perturbations for which the change in propagated position is significant are added to
the environment. From this figure, it can be concluded that the attractions by the Galilean satellites and
the Sun prove highly influential, whereas the effect of the gravity of Saturn, Uranus, Neptune and the
(other) minor Jovian moons, remains well below the the expected quality of the estimation. Therefore,
one is lead to the conclusion that they can be ignored for the purposes of this analysis, at least for the
Amalthea case study.

As Jupiter is not a perfect uniform sphere, the variations in its gravitational field have a significant effect
on the orbit of the Jovian satellites, especially on the inner moons considering their close proximity to
the primary. Therefore, it is important to estimate what level of precision is required in modeling this
gravitational field, i.e. how many spherical harmonic terms (as explained in section 3 in the article)
should be taken into account. For Jupiter this search is limited to the amount of degree terms that
should be included, i.e. the variations in gravity field parallel to the rotational axis. Due to the rapid
rotation and axial symmetry, the variations at a given latitude are insignificant. In Figure B.3b, the
change in position with increasing degree is shown, each compared to the previous, i.e. degree 2
is compared to 0, degree 4 to 2, and so on. This figure demonstrates that the terms up to degree
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8 are relevant to this study, as these cause a significant difference in orbit. Later terms were not
properly implemented in tudat, but this decreasing trend in coefficient continues, as measured by the
Juno mission (Parisi2020ResolvingFunctions), supporting the choice of including zonal terms up until
degree 8.

Finally, the effects of some other possible accelerations are estimated for completeness’ sake. First of
all, a reference solution is again defined by considering the environment discussed earlier, including
Jupiter’s Spherical Harmonics up to degree 8 and order 0, and the point masses of the Galilean satellites
and the Sun. Figure B.3c demonstrates the effect of the adding spherical harmonics up to degree and
order 2 to the Galilean satellites, solar radiation pressure, and simplified models of relativistic and tidal
effects. From these four, only the relativistic effects, for which Schwarzschild correction was used,
came close to the desired accuracy of 1 km. To ensure that this correction can indeed be ignored,
the propagation was extended to 13 years, as shown in Figure B.3d. This demonstrates that the error
remains stable at a few km. Therefore the relativistic correction will not be applied in this study.
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Figure B.3: Perturbations on Amalthea’s position over time, based on groups of different types of accelerations.

For the outer moons, Himalia and Elara, a similar analysis yields slightly different results. Note that
only one sets of results, namely those for Himalia are displayed, as Elara’s plots show almost exactly
the same image. One exception is Figure B.4d, which only applies for Elara, and will be explained
later. The time of propagation was extended to 20 years for a better representation of the quality of
the long-term propagation. One characteristic of outer moons is that they are more strongly perturbed
by forces stemming from outside the planetary system as compared to regular satellites, considering
their relatively weak attraction to the central body. This theory is confirmed in Figure B.4a, where the
Sun proves to exert the highest perturbation, while Saturn can no longer be neglected. Due to their
high mass, the Galilean Moons should also be added to the acceleration model in order to accurately
propagate these outer satellites. On the other hand, the zonal terms of Jupiter’s gravity field become
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significantly less influential due to the aforementioned large distance. Logically, with increasing dis-
tance, the angular size of Jupiter decreases, and thus the effects of the spherical harmonics terms
with them. In this case, the degree 2 term proves accurate enough for the study at hand. Similarly to
Amalthea, none of the accelerations considered in Figure B.4c are significant enough to take into ac-
count for the rest of the study. There is one difference however between Himalia and Elara, due to their
relative mass. As Himalia is significantly more massive, it influences Elara’s orbit, specifically during
their 1949 close approach. In Figure B.4d a propagation from 1945 to 1955 is demonstrated. Around
the middle of this plot, a sharp increase in position difference between including or excluding Himalia’s
gravitational attraction on Elara can be seen, which corresponds to the event. Note that no plot was
added to depict Elara’s gravitational influence of Himalia, as no reliable values for Elara’s mass are
available. It is however safe to conclude that this perturbation is negligible.
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Figure B.4: Perturbations on Himalia’s and Elara’s position over time, based on groups of different types of accelerations.

Note that these conclusions on the outer moons might vary per family or even per individual moon, and
this process should thus always be repeated for other study cases.

For the sake of uniformising the study, the same environment model was used for all study cases,
except for Elara’s special case. This means in practice that for all moons, the following accelerations

were used:

« Jupiter spherical harmonics gravity field with degree and order 8,0

* Sun point mass gravity
+ Saturn point mass gravity
+ Galilean moons point mass gravity

While this means a more extensive Jupiter gravity field for the outer moons and the addition of the
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Saturn point mass to the inner moons than technically required, the benefits in increased usability due
to standardization outweigh the small increase in computational cost.



Additional Data

Out of the more than 400 runs, this appendix will be dedicated to highlighting some results that do
not directly reinforce the flow and conclusion of the article, but could help in understanding the depth
and the context of the work and the set-up decisions. The case studies covered in the article will be
revisited, and some alternative runs will be discussed for each of them. Logically only the post-fit will
be considered, given that all the settings affecting the pre-fit were already covered in Appendix B.

C.1. Himalia

Once again Himalia will be considered first. In the article, specifically when discussing the set-up, it was
explained that no arcwise biases were applied to the data for Himalia, unlike Elara. Here this choice will
be revisited and its effect demonstrated, amongst others. First, the effect of applying arcwise biases is
demonstrated in Figure C.1a. Comparing this error to the paper, it becomes clear that the quality of the
fit over the last 40 years deteriorates, while the earlier error is the same. This behavior is related to the
way the weights are defined. This weighting is based on the average quality of an arc before correcting
for biases. The improvement in residual is not uniform across all observations, however. Arcs with a
small amount of observations and/or a low variance will be significantly improved by applying this bias,
whereas larger datasets with higher variances are less impacted by these corrections. However, as the
weights are assigned based on original quality, these observations still pull the solution towards their
inaccurate direction. This effect is clearly seen in the early observations in Figure C.1b, where the arcs
containing a larger variance continue to do so after correcting, only centered around 0. Furthermore,
as these sets contain more data, as well as having their average closer to 0, which means a higher
weight, they dominate the final solution.

To verify that this behaviour is indeed caused by the weighting methodology, a subsequent similar
run was done, without weighting the observations, while still applying arcwise biases. The results
are demonstrated in Figure C.2. While the residuals are minimally different, the fit to SPICE shows a
significant improvement. This is because the few arcs with a large number of measurements with a
low average residual but high standard deviation no longer dominate the solution, instead contributing
equally. Conversely, however, this also means that the more accurate arcs, as compared to SPICE,
no longer contribute more to the solution, which results in a post fit that resembles the SPICE solution
less than the final fit covered in the article, where the oldest data was simply ignored.

Furthermore, while this incompatibility of weighting technique and bias correction is theoretically present
in both old and new data, this behavior is believed to be most extreme for the data-rich periods, con-
sidering the observations are packed more closely. Therefore, the next attempt to properly estimate
Himalia’s orbit was to only apply an arcwise bias to the oldest observations, as was done in the article
for Elara. Results for both the weighted and unweighted versions of this set-up are shown in Figure C.4.
Although there are minor differences between the two, it can be concluded that correcting weighted ob-
servations does not prove problematic in this case. One may wonder why it was then chosen to not
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Figure C.1: The results of estimating Himalia’s orbit when applying arcwise corrections.
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Figure C.2: The results of estimating Himalia’s orbit when applying arcwise corrections, without assigning weights.

apply this arcwise correction to these old observations, as was the case for Elara. This is due to the fact
that applying such arcwise correction yields a skewed image when working with sparse datasets, such
as these very old observations. Looking back at e.g. Figure C.3b, one can see that many of the residu-
als lie on, or close to the x-axis, indicating near-perfect observations, whereas these observations are
significantly less accurate than their modern counterparts in reality. Applying arcwise corrections to a
very limited amount of observations logically just sets them equal to the reference. Furthermore, this
very reference is then used as a benchmark to determine the quality of the fit, returning an overly opti-
mistic result. For this reason, the choice was made to retain the original values in the article, despite
knowing there is a remaining bias, to demonstrate the effect of their relatively poor quality.

Finally, the effect of applying a correction of factor \/n to the noise in weighting arcs, to avoid crowded
passes dominating the solution, is revisited. This analysis is made both for the estimation process with
(Figure C.4a) and without (Figure C.4b) the oldest observations, like in the article. Omitting this correc-
tion factor proves to aggravate the conclusions drawn in the article. Starting with the version without
the oldest observations, it is noted that the solution approaches SPICE even closer than the final result
of the article, and only differs minimally from the prefit. This is related to the massive amounts of the
most modern and accurate data monopolizing the solutions. Their weights are assigned based on their
correspondence to SPICE, so the specific arcs that contain many observations and lie closest to SPICE
pull the solution towards this very benchmark, explaining the agreement with the prefit. While it makes
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Figure C.3: The results of estimating Himalia’s orbit when applying arcwise corrections only to the oldest datasets.

sense to assign these accurate measurements a significant weight, the factor /n proves necessary
to prevent rewarding these arcs twice. On the other hand, when including the oldest observations, it
becomes clear that this correction factor also helps in mitigating the influence of the few inaccurate
arcs before 1960. The discrepancy with SPICE, which can be taken as the truth at this precision level,
grows by more than 40% by omitting this correction. This behavior is explained by realizing the poor
fit is dominated by a few arcs with multiple observations, thus logically but unintentionally, decreasing
the weight of these observations by a factor n improves the solution.
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Figure C.4: The results of estimating Himalia’s without applying a correction for the number of observations per arc, both with
and without the oldest datasets.

C.2. Elara

Throughout both the article and the extra results discussed in the previous section for Himalia, it has
been mentioned multiple times that no arcwise biases were applied to the oldest observations to give a
realistic image of their effect on the estimation process. However, this same reasoning was not applied
to Elara, where the quality of early observations is highly influential in constraining the orbit pre-1949,
as demonstrated in Figure C.5. These figures represent the result of the estimation process when
no arcwise biases are applied. A hard break can be seen at the epoch of closest approach, where
the error quickly grows to 50000 km. Furthermore, Figure C.5b better demonstrates how the least-
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squares solution agrees with the residual of the few old observations, demonstrating their influence.
This warrants the application of arcwise biases, despite yielding an overly positive image, as more
accurate data is required to estimate the orbit of Elara.
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Figure C.5: The results of estimating Himalia’s without applying a correction for the number of observations per arc, both with
and without the oldest datasets.

Secondly, the opposite can be considered, namely what the postfit would look like when applying these
biases on all arcs. Much like it was the case for Himalia, Figure C.6 depicts a large discrepancy between
SPICE and the postfit positions when combining the weighting methodology with applying arwise bias
corrections. In this case, the magnitude of this difference is even larger, due to the balance of modern
to old data being even more extreme compared to Himalia, together with the unique dynamics due to
the close approach. For completeness’ sake, a similar estimation, now without assigning weights to the
observations is shown in Figure C.7. This image once again displays that the fit, logically, aligns closer
to SPICE when applying arcwise biases. Furthermore, this reinforces the conclusion that applying these
arcwise biases is not complementary with the weighting methodology. Finally, note that while this postfit
better agrees with SPICE than the equivalent in the article, this bears no statistical significance until
the processing of the early observations is improved, such that Himalia’s gravitational parameter can
be better approximated in turn.
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C.3. Amalthea

Finally, the reasoning behind the setup of the final case study, Amalthea, used in the article, will ex-
panded upon. One of the main differences with the outer moon case studies was the difficulty in
reaching a convergent solution. To improve convergence, some specific data was removed, while an
apriori covariance matrix was specified to constrain the update in initial state per iteration. First, the
effect of these removed datasets is shown in Figure C.8. A distinction is made between applying a tight
apriori covariance constraint (20 km) and a looser one (200 km).
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Figure C.8: Estimation of the orbit of Amalthea, including the datasets that were discarded in the article.

When applying these tight constraints, as demonstrated in Figure C.8a, the solution does not converge,
instead the initial state is changed by tens of km between every iteration. Such constant steps between
iterations are expected when the a-priori constraint is set too tight. However, in this case, the first two
iterations do not follow suit, instead, they have a significantly larger, close to 100 km, change in initial
state, before settling on these constant steps. The image depicts the quality of the fit with respect to
SPICE after 5 iterations, but this figure continues to worsen for further iterations. If the constraint is
loosened on the other hand, the updates to the initial state rapidly spiral out of control, leading to a
terrible solution, as shown in Figure C.8b. Thus, these specific sets, of which the ’ji0013’ is the most
prominent, were removed to improve the quality and convergence of the fit. Although this is thought
to be related to them leading the inversion to be ill-posed, it is not clear why these specific sets cause
this behavior.

Secondly, the effect of applying the a-priori covariance matrix is assessed. Looking at Figure C.9a,
one can quickly realize that this is almost exactly the same figure as the one that was presented in the
paper. Logically, one may then wonder what the point is of bothering with applying such an a-priori
constraint, given that it does not seem to do much. However, the reason for keeping this constraint is
more complex. While it is true that it does not affect the final run, it provided stability and convergence
for many earlier iterations of the estimation process, as will be seen in the rest of this section. It turns out
that the chosen final set-up, which includes weighted observations, correction for arcwise biases, and
the elimination the disturbing datasets, is more stable compared to earlier versions, but it would have
been impossible to find this exact configuration without the a-priori matrix, as it prevented the solution
from immediately creating a position difference of millions of km with respect to SPICE. For this reason,
the constraint was kept, even though it was not technically required anymore for this specific run, which
could not be known beforehand.

However, retaining the a-priori covariance matrix does pose a problem, namely what magnitude it
should be. While 100 km was found to be a suitable level for the problem at hand, as it is the rough
level of knowledge available on the orbits of Amalthea, one has to be wary of the risks. If the constraint
is too loose, the solution rapidly diverges to several millions of km away from the true orbit, comparable
to as was seen earlier in Figure C.8b. Conversely, placing the constraint too tight does not allow
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Figure C.9: Estimation of the orbit of Amalthea, without posing an a-priori covariance matrix constraint.

the initial state estimate to deviate sufficiently from the initial guess, resulting in solutions such as
Figure C.10. Depending on how much too tight this constraint is, the solution will resemble the prefit
(such as Figure C.10a or true postfit (such as Figure C.10b) more, where true refers to the postfit if the
perfect a-priori constraint was defined.
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Figure C.10: Estimation of the orbit of Amalthea, with a overly tight constrain on the a-priori covariance.

Another design decision for the estimation process used in the paper was to apply corrections for
arcwise biases. Unlike Elara, and despite the conclusions drawn in the earlier sections of this appendix,
this correction was applied for all Amalthea data. However, it is important to realize the significantly
different nature of the case studies. For Himalia and Elara, the problem turned out to be the massive
cluster of modern data, where the combination of the weighting methodology and bias correction proved
incompatible, which led to some arcs adversely impacting the quality of the fit. However, when looking
for example at Figure C.9b, one can quickly realize that the situation is vastly different for Amalthea. The
data is divided into a limited number of clear arcs. Additionally, it is important to realize the significantly
higher effect of any remaining biases, as compared to the outer satellites. While the magnitude might
be similar to those seen before, the angular size of such an error is way more significant to Amalthea,
thus eliminating these biases is very important for a good fit. This reasoning is confirmed in Figure C.11,
where the orbit of Amalthea was estimated without applying an arcwise bias. Two things can be noted
from these plots. First of all, it is clear that the solution can safely be considered significantly worse,
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given the large discrepancy with respect to SPICE. Secondly, Figure C.11b demonstrates an increased
spread in residuals, as well as demonstrating clear biases, whereas the arcs were centered around the
x-axis in Figure C.9b.
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Figure C.11: Estimation of the orbit of Amalthea, without correcting for remaining arcwise biases.

So far, the value of the arcwise bias has simply been set equal to the average residual within the arc.
However, it is possible to estimate the value of this correction concurrently with the initial state, much like
was the case for Himalia’s gravitational parameter when estimating Elara’s orbit. Despite the promise
of this setup, it did not improve the quality of the least-squares solution, as can be seen in Figure C.12.
This might be due to the fact that the initial guess is already close to the optimal value. Note that
when estimating the magnitude of these arcwise biases, it is necessary to apply an a-priori covariance
matrix. In this case, a constraint of 10~7 rad was chosen to prevent excessively large variations in the
estimation of the bias. Higher values led to divergence.
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kernels when estimating the orbit of Amalthea while kernels when estimating the orbit of Amalthea without
concurrently estimating the arcwise bias. assigning weights to the observations.

Finally, Figure C.13 demonstrates the importance of including weighted observations for the Amalthea
case study. Due to the relatively large spread in observation residuals, in combination with the sensitive
nature of the Amalthea dynamic environment, it is crucial to assign higher importance to the more
accurate observation(arcs). Failing to do so, as seen in the figure, quickly results in an orbit that is
vastly different from reality.
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In this appendix, the set-up of the case studies in the article was contextualized, and some further
attempts were demonstrated. The choice to avoid correcting for arcwise biases for the outer moons,
except where absolutely required, was explained. On the other hand, the importance of assigning
correct weights was shown, including the normalization for data-rich arcs. Finally, the sensitivity of
Amalthea, where the solution rapidly diverges to millions of km with inappropriate setup settings, was
presented. An attempt was made to further improve the solution by estimating the magnitude of the
arcwise bias, but this, surprisingly, turned out to have a negligible effect on the results.
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