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Abstract

The slow but ever-moving energy transition is slowly transforming the energy
system from a fully controllable system on the generation side, to one that is depen-
dent on the fickle nature of daily weather and seasonal patterns. This new energy
system requires a buffer act as a mediator between varying generation of power,
and varying consumption of power over time. Batteries are one of the main tools
to provide flexibility in the system, but environmental and economical factors pose
a significant problem. New types of batteries that do not rely on rare earth met-
als and organic solvents, but instead use water and more common ions could be a
cost-effective and environmentally safe way to provide energy storage the future.

A sea-salt battery, designed on Dutch soil, promises to do just that. By using
low-cost components and easily obtained materials, it aims to provide a low-cost
environmentally friendly method to store electricity. This thesis aims to provide
some insight in the performance of this battery. However, the exact composition is
unclear, which severely hampers the analysis.

Several data sets, provided by the producer of the battery, were analysed to find
trends and possible consistencies and pitfalls. One battery and several cells were
also provided to perform in-house testing. A new metric was introduced to quan-
tify the behaviour of the battery, analogous to the Maximum Power Point found
in photovoltaics. The analysis of the data sets, and several charge/discharge cycle
measurements on both the battery and the separate cells, revealed that while the
measured voltage behaviour of the battery is consistent with the data sets, the effi-
ciencies obtain through the in-house measurements do not correspond to the values
found in the data sets. Furthermore, a comparison between the battery and the
separate cells seems to indicate that one of the cells that constitute the battery may
be faulty.

Some modelling was done, using the Distribution Buffer-model, to evaluate
whether the battery’s behaviour was consistent enough for future modelling. It
was found that while fitting the model yielded a wide range of values for each of
the constants, the model itself still yielded reasonable results in terms of energy
capacity predictions.

In conclusion, the sea-salt battery, while promising, still has several hurdles
to overcome in terms of performance and reliability. More insight into the inter-
nal composition is required to any further analysis, including determining the full
capacity of the battery, and determining best practices for operation.
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1 Introduction

This Chapter will provide a general overview and background of this project.
Section 1.1 will detail the motivation of this project. Section 1.2 expands on the
battery that is studied in this work. Lastly, Sections 1.3, 1.4 and 1.5 will give the
problem statement, the objective of this work, and its research questions.

1.1 Motivation

Ever since the discovery of fire, humanity has been slowly releasing more and
more greenhouse gasses into the atmosphere. This has exponentially accelerated
since the industrial revolution; the widespread usage of coal and oil to shape and
power modern society has lead to a slow but inevitable rise in global average tem-
peratures and associated changes in climate. Measurements on global temperatures
have shown a 1.04°C increase since pre-industrial times, with a average increase of
0.14°C per decade since 1981 [1].

1.1.1 Climate Change Action

In response, several international climate accords have been signed; the Earth
Summit saw the signing of the Rio Declaration in 1992 [2], followed by the Kyoto
Protocol in 1997 [3]. The most recent Paris Agreement was signed in 2016 by a
record 197 signatories, striving to reduce greenhouse gas emissions by 50% by 2030,
and to limit the global temperature rise to 2°C above pre-industrial levels. Each
signatory would be required to set its own targets and roadmap to achieve these
targets, the accumulated effect of which should reach the Agreement’s overall goals.

While these accords and agreements have had little direct impact on the total
amount of emissions thus far, it has had a significant knock-on effect on the research
and development of renewable energy sources via subsidies, emission taxes and other
schemes. In the Netherlands, a combination the European Emission Trading Scheme
[4] and subsidies for renewable energy and energy-saving measures [5] have made
it increasingly attractive from an economical perspective for both businesses and
individuals to dive into renewable energy. Stricter building codes have also lead to
a gradual moving away from gas, with no new permits being handed out to connect
newly built homes to the gas network [6].

1.1.2 Enmnergy Distribution

The effects of these measures are clearly visible in the amount of installed ca-
pacity for renewable energy sources; according to CBS (Centraal Bureau voor de
Statistiek), installed solar energy capacity has gone from 90 MW in 2010, to 14.4
GW in 2021. Likewise, installed wind energy capacity has also increased signif-
icantly (albeit not as rapidly), from 2.3 GW in 2010, to 7.72 GW in 2020, with
several large scale wind farms being planned in the North Sea [7][8]. The differ-
ence in number of installed installations does stand out; while wind energy only



features 2,865 installations as of 2021, solar energy boasts over 1.7 million installa-
tions, indicating a potentially sizeable contribution of individual homeowners and
micro-installations.

This has had an unfortunate side effect for our grid; coupled with the increased
electrification of households, and the constant addition of data centres and su-
permarkets throughout the country, both the transmission and distribution grids
are quickly reaching maximum capacity. As of June 9th 2022, almost half of the
distribution network managed by Liander has no spare capacity [9]. Mid July, Ten-
net announced that no new large scale users could be connected to the transmission
grid in provinces Noord Brabant and Limburg [10]. Additional capacity would solve
this problem in the short term, but in the long term, a different solution would be
needed.

1.1.3 Microgrids

One of the proposed methods to increase grid flexibility without a forced over-
building of capacity is to reshape the energy grid to form microgrids. These are
described as localized grids, containing a set of loads, energy storage devices, and
one or more modes of energy generation [11]. They are capable of operating while
connected to the grid (also known as connected mode), as well as autonomously
(islanded mode) in case the main grid is somehow compromised or for economical
or logistical reasons [12]. To ensure proper operation in islanded mode, communi-
cation between all devices in the grid and a centralized control system is required;
the control system ensures that the grid is maintained within safe operating levels.
They can vary from just a single household with PV systems and a battery in the
garage, to a an entire university campus.

Microgrids solve several problems at once. First and foremost, by putting gen-
eration closer to the loads, the transmission networks linking these microgrids in
general could require less capacity, as most of the demand can be fulfilled by nearby
sources. This also increases overall efficiency; shorter cables mean less power loss,
as well as decreased reactive power needs, depending on whether the microgrid op-
erates using AC or DC voltage.

Microgrids are also much more robust than conventional networks [11]. The
clearest benefactors of this characteristic are institutions that require power at all
times, like hospitals. Instead of being reliant on the main grid, with diesel generators
as a back-up, the focus could shift to having access to their own source of power
at all times, only using the main grid when in-house generation falls short. Small-
scale examples can already be found across the globe; individual households that
have invested in PV panels and a moderately sized battery system can encounter
multiple days where zero exchange with the grid is necessary, essentially becoming
self-sufficient.



1.1.4 Energy Storage

One of the biggest challenges of any type of grid is maintaining the balance
between power production and consumption. Overproduction can cause damage to
valuable infrastructure and devices that are connected to the grid, while overcon-
sumption can cause local or even total black-outs. Demand rises and falls through-
out the day, and currently the balance is maintained by ramping up and down
energy generators to match this demand. This is usually done by gas-powered gen-
erators, as they can ramp up and down rapidly within short time frames (on the
order of several minutes). Having a fully controllable generation side means that
the consumer has no need to keep in mind the grid’s limitations; it is up to the
energy generator to bow to the wishes of the consumer side.

When adding renewable energy into the mix, things get more complicated; solar
and wind energy generation are completely dependent on the weather and seasonal
conditions, and can vary strongly throughout the day and from season to season.
Adding to this the constantly changing power demand creates a wildly fluctuating
situation, going from energy deficiency to surplus within a matter of hours or even
minutes, as well as longer term mismatches as demand increases during winter while
renewable energy generation falls, and vice versa during summer.

With energy mismatches at every level (from seconds to months), it is clear en-
ergy storage systems are needed to maintain balance on the grid. They enable the
grid operator to absorb and store energy when supply outruns demand, and release
it when demand outruns supply, as well as use the available energy to ensure power
quality. in the case of microgrids, energy storage systems can provide ancillary
services to neighbouring microgrids, and more importantly, enable the microgrid to
operate in islanded mode for extended periods of time. This can be done on any
time scale, depending on the technology; fuel cells and potential energy storage de-
vices can solve mismatches on a seasonal scale, while super-capacitors and batteries
can balance out the grid from second to second and provide reactive power, with
batteries potentially making up differences over the time span of a month. In short,
it is these energy storage devices that enable microgrids to operate autonomously
for extended periods of time, if not indefinitely. This body of work will focus on
the analysis of a specific battery.

1.2 Sea-Salt Battery

The battery in question is based on zinc-halide and sodium-halide interactions.
Prior work was done by Homan [13] in developing and characterizing this battery.
The following Section will provide a summary of his work, along with some obser-
vations about said work.

Chapter 2 of Homan’s PhD thesis analyses the performance of the developed
sea-salt battery, applies a model he developed to predict its State of Charge, and
sees the battery used for peak shaving in a real-life situation.



Homan expands on the main design philosophy behind the battery. The bat-
tery was to be environmentally responsible, durable and affordable. The first was
addressed by only using chemicals that have the lowest GHS hazard rating [13].
The full list is shown in Table 1. However, note that the last two entries, ’Amine
complexes’ and ’Organic surfactants’ are not specified, as these are ’company con-
fidential’. Furthermore, Homan mentions that ’due to confidentiality, no specific
concentrations of the various components of the electrolyte are given’ [13]. The
exact half reactions are also a company secret.

Table 1: Components used in the sea-salt battery and their GHS hazard classifica-
tion [13].

Component Role Hazard classification
Electrode

Treated graphite plate Anode/Cathode None

Treate graphite felt Anode/Cathode None

Electrolyte

Water Solvent None

NaCl (aq) Main component None

Warning, Corrosive,
Danger to aquatic life
NaBr (aq) Main component None

Warning, Corrosive,

ZnCly (aq) Main component

ZnBr; (aq) Main component Danger to aquatic life
AlCl; (aq) Catalyst Corrosive

MgBr, (aq) Dendrite prevention agent Warning

Amine complexes Stabilizer n/a

Organic surfactants Stabilier n/a

The affordability of the battery’s design was addressed by using as many low-cost
materials as possible. To that end, indivudual cells were connected with graphite
rods instead of more expensive copper wire, and a custom casing was developed
that eliminated the needs of a filler cap for the electrolyte. The electrodes and
electrolyte are all abundant chemicals, making them cheaper to acquire [13].

Repeated cycling measurements were done to determine the durability. A bat-
tery prototype, rated at 50 mAh, was cycled at 50 mA over 1400 cycles, with a
lower limit of 0.7 V. Figure 1 shows the first and final 10 cycles. Between those
1400 cycles, Homan reported a drop in Coulombic efficiency from 94% to 72.4%, and
a drop in energy efficiency from 65.5% to 31.3% [13]. Homan states that the battery
has not yet failed, as the power efficiency is still above 50% of the original value,
and the Coulombic efficiency is still above 75% of the original value, outperforming
lead-acid batteries, while being slightly outperformed by lithium-ion batteries [13].
Note that the prototype, while similar to the final battery design, does not contain
the amine complexes or organic surfactants.



Voltage [V]

Time [h]

(a) First 10 cycles of the stress test

Voltage [V ]

Time [h]

(b) Final 10 cycles of the stress test. The charge voltage has strongly increased, as has
the overall shape of each cycle.

Figure 1: (a) A comparison between the first cycles and final cycles of a sea-salt
battery [13]. The behaviour of the battery has changed significantly, as the charge
voltage has increased, and the discharge voltage resembles part of an exponential
decay.

Figures 2a and 2b show the charge and discharge behaviour of the final de-
sign of the sea-salt battery. The voltage remains a constant 1.8 V while charging,
despite charging at constant current. When discharging, the voltage follows a be-
haviour similar to conventional battery technologies. The discharge was stopped
at 1.2 V. These results do seem to conflict with Figure 2¢, which shows two con-
secutive charge/discharge cycles. While the discharge phase seems largely similar,
the charge phase sees a slow yet clear and consistent near-linear increase in voltage
over time. Regardless, the behaviour during the charging phase means that using
off-the-shelf equipment to control the battery becomes highly problematic, as exist-
ing equipment generally uses voltage readings to determine the State of Charge [13].

Using a model of his own design, Homan successfully modeled the State of
Charge of the sea-salt battery over a period of 18 hours, with a slight alteration to
the model to accommodate for the deviating behaviour during the charge phase.
The average difference between measured State of Charge and modelled State of
Charge was around 2% [13]. These results indicate that the battery operates con-
sistently enough in combination with the model that viable work can be done.
However, there is no mention on how the State of Charge was monitored when per-
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Figure 2: Different cycling graphs for the sea-salt battery. (a) A single charge
phase at 100 mA, (b) 4 discharge responses at varying applied currents, (c) two
consecutive constant current charge/discharge cycles at 250 mA charge, 100 mA
discharge currents.

forming the comparative measurements. The model itself and its relation to this
body of work will be further detailed in Chapters 2.3 and 3.5.1.
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(b) Homan’s model was able to predict the State of Charge to a high level of accuracy.

Figure 3: Results from the application of Homan’s model on the sea-salt battery
[13]. While there is a clear deviation in the behaviour of the voltage, the State of
Charge prediction seems to be accurate.

1.3 Problem Statement

While Homan has done preliminary work on characterising the sea-salt battery,
there is no data sheet available, nor has any external laboratory or institute had
the opportunity to do any analysis of available data or any in-house testing of
the battery. Inconsistencies in Homan’s data and lack of detailed measurements
performed on a universal platform cast doubt over the capabilities and capacity of
the sea-salt battery.



1.4 Objective

The objective of this thesis is to quantify the behaviour and performance of the
sea-salt battery, and identify its potential for residential applications.

1.5 Research Questions

e What are the energy and charge capacity of the sea-salt based battery?

What is the round-trip efficiency of the battery?

How do different cycling parameters influence performance?

What are the set points to be used for safely charging and discharging the
battery?

Does the battery operate consistently enough to create a usable model?



2 Literature Review

This Chapter gives the necessary background and context to understand the
results and analyses. Section 2.1 will go over the technical aspects of some of the
most common types of batteries. Section 2.2 gives an overview of some sea-salt
batteries currently under development. Section 2.3 will expands on the background
of the DiBu-model, designed by Homan [13]. Finally, Section 2.4 introduces the
concept of Maximum Voltage Time Point, which will be used to quantify some of
the behaviour of the sea-salt battery.

2.1 Common battery types

In the rechargeable battery space, three of the most common types are lithium-
ion, lead-acid, and nickel metal-hydride batteries. This section gives an abbreviated
description of each type, with some performance metrics and general behaviour.

2.1.1 Lithium-ion

Lithium-ion batteries are the most common battery type in today’s society.
They boast high specific energy, specific power and efficiency, which makes them
a prime candidate for a wide variety of applications, from portable electronics to
large-scale power storage [14]. They are also lighter than other battery technologies,
and have a very low self-discharge. They are, however, expensive to produce, due
to the scarcity of the required materials.
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(a) The charge curve for a commercial (b) Discharge curves at different C rates.
lithium-ion battery. Halfway through the Only towards higher discharge capacities
charge time the method changes from con- does the voltage drop sharply.

stant current to constant voltage, to protect

the battery.

Figure 4: Charge and discharge curves for a commercial lithium-ion battery [15].

Li-ion batteries are typically constructed using a carbon-based anode and a
transition metal oxide cathode, with an organic solvent or polymer as electrolyte.



The choice of transition metal for the cathode determines most of the character-
istics of the battery. Typical Li-ion cells have an OCV of either 3.6 V or 4.2 V.
They have an average energy efficiency of over 95%. The organic solvent constitutes
a serious safety risk, as damage to or improper use of the battery can cause the
battery to combust. Polymer-based electrolytes have been introduced to mitigate
this hazard. The polymer electrolyte does introduce structural limitations, as they
cannot be produced as thin as liquid electrolytes, limiting the amount of contact
surface area with the electrode, which decreases the maximum output power. De-
spite this drawback, lithium-polymer batteries are seeing slowly increasing use in
portable electronics. A lack of standardization in both the internal chemistry and
construction makes them hard to recycle, with less than 10% of all Li-ion batteries
being recycled in Europe as of 2019 [16]. Lithium-ion batteries can last up to 1000
cycles, depending on the materials used, operating conditions and charge protocols
[17][18]. Figure 4 shows charge and discharge cycles for a commercial lithium-ion
battery [15], at different discharging rates.

2.1.2 Lead-acid

Lead acid batteries have been around for over a century, both used in deep-cycle
situations (e.g. boats, campers), as well as situations in which short bursts of power
are required, like igniting the engine of a car. Lead-acid batteries are marked by
high toxicity and acidity, and low specific energy, but high specific power, though
this is dependent on the overall construction [14].
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Figure 5: Typical charge and discharge curves for a commercial lead-acid battery.

A single cell has an OCV of around 2 V. Most commercial lead-acid batteries are
designed to deliver 12 V. They generally operate at 85% Coulombic efficiency and
around 70% energy efficiency, though this strongly depends on the applied currents

10



when discharging; both the discharge voltage and available capacity significantly
decrease at higher discharge rates [20][19]. The typical lifespan of modern lead-acid
batteries in commercial applications is between 2000 and 5000 cycles. Despite the
high toxicity and acidity of the battery, standardized internal chemistry and con-
struction makes lead-acid batteries easy to recycle. As of 2013, all lead production
in the US currently comes from recycling lead [21]. Figure 5 shows typical charge
and discharge curves for a lead-acid battery.

2.1.3 Nickel Cadmium/Metal Hydride

Nickelcadmium (NiCd) batteries have been around since the early 20th century,
with nickel metal hydride (NiMH) batteries following in the late 1980s to early
1990s. NiMH are currently more in favour due to higher energy densities, and ab-
sence of the memory effect (partial discharge leading to a reduction in capacity).
They are also less harmful to the environment, replacing highly toxic cadmium with
less toxic transition metals [14].
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(a) A charge curve for a NiMH battery. The
voltage initially spikes, then gradually in-
creases with a bump towards the end. Note
the sudden increase in battery temperature,
as charging the battery is an exothermic
process [22].
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(b) Discharge curves for a NiMH battery at
a range of different temperatures. Signifi-
cant loss of capacity only occurs at extreme
temperatures, making the battery highly
suitable for operation under more severe
weather conditions [23].

Figure 6: Typical charge and discharge curves for a NiMH battery.

Nickel metal-hydride cells have a typical OCV of 1.3 V. This is quite similar
to the sea-salt battery, which when charging had a voltage of around 1.8 V, and
a discharging peak voltage of around 1.7 V. Their specific energy is approaching
lithium-ion batteries (currently 80 - 100 Wh/kg vs 100 - 265 Wh/kg), with higher
maximum specific power (up to 1000 W/kg) [23]. Depending on the depth of
charge and discharge, the energy efficiency can lie anywhere between 60% and 95%.
High-end commercial NiMH battery systems can see lifespan of 10 - 20 years. Per
example, the 2001 version of the Toyota Prius contains a NiMH battery, and it
was found to have negligible to no degradation at all after 10 years [24]. They can
operate under a wide range of temperatures and conditions, which, combined with

11



the high specific power, make them highly suitable as spinning reserves and high-
demand off-grid applications. Figure 6 shows typical charge and discharge curves
of a NiIMH battery.

2.2 Sea Salt Batteries

Aqueous electrolyte based batteries have been a subject of study for several
decades. Hasvold et al. describe a non-rechargeable seawater based battery that
utilizes metallic magnesium as a sacrificial anode to power subsea control systems
[25]. A similar design was proposed by Shen et al., replacing the magnesium with
aluminium [26]. Both designs also rely on the available oxygen in the water, which
severely limits the current density, and are corrosion-based, meant to be used in the
open ocean.

There exist various publications that use unmodified seawater as an electrolyte
as well, in combination with various different kinds of electrodes. Kim et al. pio-
neered a design for a dual-electrolyte flow battery, utilizing seawater at the cathode
side with carbon paper as electron collector [27]. The anode side was composed
of metallic sodium with an organic electrolyte, and a NASICON type material to
separate the two sides. This resulted in a discharge voltage of 2.9 V (see Figure 7a),
with a 73% average voltage efficiency, and 84% Coulombic efficiency. Importantly,
the initial cycle did see an evolution of Cly, judging from the measured decrease
in Cl™ in the seawater electrolyte. Senthilkumar et al. used a similar platform,
replacing the carbon paper cathode with NiHCF [28]. This resulted in an increase
of the discharge voltage at 3.46 V at 10 mA g}, retaining over 60% of the initial ca-
pacity after 200 cycles (see Figure 7b). They also evaluated replacing the Na-metal
anode with hard carbon, resulting in a consistent Coulombic efficiency of 91% after
50 cycles, with an energy density similar to lead-acid batteries. Zhang et al. used
the same platform and Na-metal as anode, but replacing plain carbon felt cathode
with a carbon sponge [29]. This caused a significant reduction of the voltage gap
compared to the original system by Kim et al., from 1.15 V to 0.46 V, with both
an increase in discharge voltage and decrease in charge voltage.

Han et al. also delved into dual-electrolyte seawater flow batteries, designing
a coin-type cell casing, and evaluating its performance under different flow con-
ditions, current densities, and cathode and anode properties [30]. Preheating the
carbon felt cathode decreased the voltage gap significantly between charging and
discharging, as did enabling proper flow of seawater over the cathode. Both the
charge and discharge voltage also reached stable values faster with the flow enabled
(1 hr vs 45 hrs). Finally, it was found that adding an electrocatalyst to the cathode
decreased the voltage difference even further, down to 0.45 V. Lim et al. published
a similar type of battery, using a sulfonated polystyrene based electrode, capable
of absorbing Na™ into its lattice, to decrease the formation of a solid phase bar-
rier around the electrode. Finally, Park et al. explored a version of the seawater
flow battery, using carbon-based materials for both the cathode and anode side,
and comparing the performance between a simple carbon felt (CF) and activated
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carbon cloth (ACC) with a high surface area [31]. Their results showed that the
ACC showed an increase performance, expressed in a smaller voltage gap with lower

nominal charge voltage and higher nominal discharge voltage, as well better energy
efficiency (86% vs 71%) and higher power density (16.2 mW /cm? vs 5.5 mW /cm?).

Seawater has also been proposed as electrolyte in non-Na type batteries. Wei et
al. proposed using seawater in vanadium flow batteries, replacing deionized water
to increase the solvability of VOSQO,. Doing so increased the solubility of V3* but
decreased mobility slightly, leading to a small increase in Coulombic efficiency while
sacrificing energy efficiency (see Figures 7c and 7d) [32]. Yu et al. used seawater as
an electrolyte for zinc-air batteries [33]. This lead to similar results to the vanadium
flow battery; the system saw a slightly decreased maximum capacity and discharge
voltage, depending on the current densities applied.

Considering the charge and discharge behaviour of the different types batteries
seen in literature, it is clear that the behaviour when charging of the seasalt battery
seen by Homan in his studies resembles the later sections of the different versions of
the flow batteries more than lead-acid, lithium-ion or nickel-based batteries. While
the flow batteries see an initial rise of voltage, both Homan’s battery and the flow
batteries subsequently only experience a steady-state level, even if these differ ( 3.8
V for the flow batteries vs 1.8 V for Homan’s measurements). The discharge phase,
however, seems to resemble the discharge phases of the more typical commercial
batteries more, with the slow voltage decrease during most of the discharge phase,
and a sharper drop towards lower SoC values, similar to the designs by two flow
batteries by Senthilkumar et al. [28] and Park et al. [31], as well as the Vanadium
flow battery and the Nickel-air battery by Wei et al. [32] and Yu et al. [33]
respectively.
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2.3 DiBu-Model

There are many different ways to model a battery’s performance, based on the
purpose of the model; whether to represent the chemical processes in the battery
itself, get an electrical representation of the battery to be incorporated in a high-
resolution electrical system, or provide simple inputs for a general socio-economic
model. Considering that modelling the battery is not the main focus of this work,
the decision was made to model the battery with the model that was developed
by Homan [13], named the Diffusion Buffer model (DiBu-model). The model was
developed with implementation in energy management systems in mind, attempt-
ing to balance simplicity and accuracy. It derives its name from how heat storage
devices operate under load.

Both types of storage experience the rate capacity effect, in which the the indi-
cated capacity deviates from the actual capacity, depending on the rate of discharge.
For heat storage devices, low rates of discharge causes reduced mixing of the water
in the tank, leading to a temperature gradient. In batteries, high rates of dis-
charge causes the electrodes to accumulate inactive species, ’artificially” decreasing
the voltage, while plenty of active species may still be present (see Figure 9 for a a
visual representation).

Electrode 2 Electrode 2 Electrode 2 Electrode 2
©090%,%0[[090% 00| [©00%0,%0 | [000°P0s00
ooO'...'.O ©00Q® 90| (00070 ,Q0 0009090
00020 4% (000% %] (00070 %] 00000 %0
.O.. .. .O.. .O oooo .O o© OOO
g ® ® [ 0O O OO o

® .:o.o ’oo.go.o O .:o.o o] .gooo
000 “ee [[C0® %0 o0 ® PY 000 o
000 0,0 000270 ,% ...:...O ooogoooo

o ® o .. o ® o © o ® o O e O O 0
00020 ,%0| 0900%0,%0| (00030 4% (0008000
.. e © .Oo.. ..... 0 O.O

Electrode 1 Electrode 1 Electrode 1 Electrode 1

(a) (b) () (d)

Figure 9: A representation of the active species inside a battery (black) and the
inactive counterparts (white) [13]. (a) Depiction of a fully charged battery. (b)
Low discharge rates allow the battery to equalise while discharging. (c) At high
discharge rates, electrode 2 makes it seem as though the battery is depleted, despite
only being discharged for 50%. (d) Actual depletion of the battery.

The metrics that determine the processes are also similar. Both use a measure
for available capacity (L vs Ah), available energy (L °C vs Wh) and flow (L/s vs A).
The observed discharge behaviour is also similar, with the voltage or temperature
remaining mostly level until sharply dropping when the storage medium is nearly
fully discharged (see Figure 10) [13].
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Figure 8: A schematic representation, showing the similarities between thermal
systems and electrical systems. The thermal system is depicted in red, the electrical
connection in green. Common connections are shown in black [13].
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Figure 10: A comparison between discharge curves for a heat storage device and a
generic battery [13]. The behaviour is nearly identical. Note that the temperature
of the heat storage device cannot decrease beyond the ambient temperature while
the voltage of the battery could technically decrease to 0 V if not for the safety
limits.

The equations that make up the model can be found in Section 3.5.1.



2.4 Maximum Power Point Analogy To Voltage Time

Analysing the data pulled from the data sets and the measurements that were
performed in-house, inspiration was pulled from photovoltaic cells to calculate a
new metric.

In photovoltaics, the main metric that is used to determine the effective power
is called the Maximum Power Point. The blue line in figure 11a represents the IV
curve, plotting the current response to the applied voltage under standard condi-
tions. The red line represent the resulting power, multiplying the applied voltage
with the resulting current. The MPP is labeled, as the peak in the power curve
corresponds to the ideal voltage and current to operate the photovoltaic cell at.

Since the data from both the measurements and the data sets resembles the IV
curve of a photovoltaic cell somewhat, a new metric was introduced to characterise
the curve in the charge and discharge curve, named the Maximum Voltage Time
Point, after the MPP. While this metric holds no real meaning in terms of power
supplied or State of Charge, it does provide a computationally efficient way to
quantify the behaviour of the voltage curve around that point in both the charge
and discharge phase. Figures 11b and 11c show how MVTP would work to quantify
the point at which the transient phase transitions into steady state behaviour.

18



‘ddIN @Y} 09 snosoreue ‘q AN 92 JO UOIRaId oY) pajiaul odeys Ul SOI}LIRIUIS
O], "AIojjeq J[es-eos o1} JO SOAIND 9SIRYDSIP/0SIRYD oY) pue [[00 drejjosojoyd ' JO 9AIND AT oY) Usom)oq uostredwrod y :TT o8I

"SJUSUIINSBIW dSTIOY-UT WOI]
rIR(] "SUIIRYDSIP USyM oAIND JTLAIN UL (°)

"SHUOUWIDINSBIW 9STIOY-UT WOIJ [Le] (dd) yurod
epR(] SWSIEY WoyM oAMD JTLAN UL (q) Tomod wnwixew oy 03 opms [ensia Y (®)

[say] swi [say] swi adeyjop
000%} 000Z} 0000L 0008 0009 000% 000Z O 000/ 0009 0005 000 000€ 000Z 000L O |
0 : : : : : 0 0~ : : : : : : 90
d1AN - R
0002 - ) .7 lzo awil | -ebejjon \ oo
/ Gof dIAN o dLAN,
000¥ auwn]-abe)oA - — / 1v0 juswaINSES|N ——
dIAN o ’ - in

S 0009+ Juswainseapy —| ’ 90 S by , -

5 ’ 5 @ 4 Hek s

§ 0008} ! ’, 180% © - RS

? v 2 9l ~. Q
s | 7’ « ~ o) 0
= L & 3 =~ V= 2
3 0000} ¢ ) , L2 e RS dLAN 2 s
2 \ , dIAN < 2 Sl S ~o / = o
< A . s < ~ . ) 4]
& 00021 ! 4 zl = RS ’ 9l ~
\ \\ S~ ')
000%) | ' ’ 1y ozl DY 5
\ e 8l 3
. — |
00094 D~ 19 el Iz U0 JMOd WNWIXeA| -

00081 yObx

19



3 Methodology

This chapter will detail the analysis methods, battery cycling protocols, and
equipment used to perform the cycling tests. Section 3.1 will briefly mention the
platform used for data analysis. Section 3.2 lists all the equipment that was used
to perform the measurements. Section 3.3 explains the protocols that were used
to cycle the battery and cells in different ways. Finally, Section 3.5 will detail the
equations that make up the DiBu-model.

3.1 Data Analysis

All data was analysed in MatLab, version 2019b. While the software used to
control the hardware that cycles the batteries does give information on charge ca-
pacity, energy capacity, and other metrics, the decision was made to calculate these
quantities in MatLab instead, to keep it consistent with the provided data sets.

3.2 Equipment & Materials

The measured battery was provided by Dr. Ten. It consists of 4 battery cells,
connected in parallel with threaded graphite rods, capped with graphite nuts. The
main body of the battery was taped together using wide transparent tape. A ring-
style wire-end connector was added on each electrode to provide a connection point.

The battery was controlled using an Arbin LBT 22043. The battery was placed
in a cardboard container, inside a temperature chamber. The temperature controls
were connected to an Arbin Temperature Chamber Interface for precise control, but
were ultimately deemed unnecessary due to stable conditions inside the lab. The
battery was connected using crocodile clamps, with the measurement clamps placed
onto the crocodile clamps. Images of the set-up can be seen in figure 12.

3.3 Battery Cycling

The battery was cycled multiple times, at constant current, and at constant
voltage. Section 3.3.1 details the constant current protocols, while Section 3.3.2
details the constant voltage protocol.

3.3.1 Constant Current

To test the battery, a specific charge-discharge cycle was recommended by Dr.
Ten. This involved a simple two-step process. First the battery was to be charged
at 200 mA, for 7 hours, for a total of 1.4 Ah charged. Then, the battery was to be
discharged at 200 mA, until the voltage of the battery reached 0 V. All subsequent
constant current measurements were based on this principle idea; charging with a
time limit, followed by discharging with a voltage limit.
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(a) One angle of the setup. (b) Another angle of the setup.

Figure 12: Two photos depicting the setup used to cycle the battery. The container
was placed inside the steel chamber prior to activating any cycling protocols.

All constant current measurements were programmed to charge the battery for
a specific time duration, and discharge the battery until 0 V was measured. An
equal and opposite current was applied for charging and discharging. Figure 13
shows a flow chart showing the individual steps. A rest period was added in front
of the charging step to be able to record the voltage of the battery before charging.
Table 2 shows an overview of the total charge duration for each measurement at
each applied current.

The battery measurements were performed at 50 mA, 100 mA, 150 ma, 200 mA,
250 mA, and 300 mA. A total approximate amount of 1.4 Ah, 1.12 Ah, 0.93 Ah, and
0.8 Ah was charged at each current level. When programming the charge phases,
a time cut-off was used. Table 2 shows the total charge time for each current level
and total amount of charge.

The battery was then subjected to a repeated set of measurements at 200 mA,
following the corresponding values in the table. Then the battery was cycled 8
times at 200 mA following the constant-current flow chart, charging for 4 hours.
Finally, a last set of measurements was done at 200 mA, in reverse order from the
table (labeled 'Reverse’).

The battery was also cycled between 1.45 V and 1.85 V a total of 10 times.
Figure 13c shows the corresponding flow chart. The results can be seen in Section
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Start

Rest

1 hr

Start

Charge

C; Ah,

Ti hrs @ I, mA

Charge 1.4 Ah,
7 hrs @ 200 mA

Rest 1 hr
Discharge, V =
0V @200 mA
Discharge, V =
End
(a) The charge/discharge Rest 1 hr
cycle as recommended by
Dr. Ten.
End

(b) The generic constant

current charge/discharge

cycle.

Start

Rest 1 hr

Charge, V =
1.85 V @ I; mA

Rest 1 hr

Discharge, V =
1.45 V @ I; mA

Rest 1 hr

End

(c) The charge/discharge
cycle used for the voltage-
limited constant current
charge/discharge cycle.

Figure 13: Flow charts for the constant-current measurements. The initial rest
period was introduced to record the voltage of the battery prior to charging. The
generic cycle used for all measurements after the initial set at 200 mA. In the
actual programming of the charge phase, a specific amount of time was set, but
since these measurements are done at constant current, time and total charge are

interchangeable.
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Table 2: The total charge time in hours for each charge step, for each applied
current level and approximate total charge.

Total charge [Ah]
081093 |1.12 |14
50 | 16 | 18 22 28
100 | 8 9 11 14
Current | 150 | 5 6 7 9
200 | 4 | 467 |56 |7
mA] [250 | 3.2 3.75 | 45 | 5.6
300 | 2.6 | 3.1 |3.75 | 4.6

9.5

4 Individual cells were cycled for a total of 20 times, using the same generic
constant current cycle described in figure 13b. The electrodes were connected in a
similar fashion to the battery, with the aligator clamps directly clamped onto the
carbon paper-based electrodes of the cells.

3.3.2 Constant Voltage

To find the maximum capacity of the battery, a set of measurements was con-
ducted at constant voltage. The battery was first left to rest for 10 minutes. The
intent was to charge the battery at 1.8 V until the current value reached 0 A. How-
ever, considering the data, the decision was made to cut the charge phase when the
change in current approached 0 A/s. Due to software limitations, this had to be
done manually. The battery was then left to rest one hour. It was then discharged
at a fixed 150 mA, until the voltage measured 0 V. Finally, the battery was left to
rest for one hour. This cycle was repeated three times in total. Figure 14 shows
the protocol in flow chart form.

3.4 MVTP Calculations

The process to calculate the MVTP values differs slightly between the charge
and discharge phase. For the discharge phase, the time values were multiplied with
the corresponding voltage values. Then the maximum value was found using matlab
function max. This value was used to find the index number for the corresponding
time and voltage. For the charge phase, the exact same steps were followed, save for
one exception. Before the multiplication of the time and voltage values, the time
axis was first reversed, i.e., the first voltage measurement was multiplied with the
last time value.

3.5 Modelling

The data from measuring the battery at 200 mA was fitted to the DiBu, as
developed by Homan [13]. The equations that make up the model, and the steps
to define its constants, are detailed below.
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Start
Start

Rest 1 hr
Rest 1 hr
Charge, dI/dt
~0Q@V;V
Charge, I =
0AQV; V
Rest 1 hr
Rest 1 hr
Discharge, V =
0V @I mA
Discharge, V =
Rest 1 hr
Rest 1 hr
End
(a) The flow chart for the intended constant End

voltage measurement.
(b) The constant voltage measurement as
executed in practice.

Figure 14: flow charts depicting the constant-voltage measurements. Note the
change in rest period before charging, and the altered end condition for the charge
phase.
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Figure 15: Visualisation for the MVTP concept for charging and discharging.

3.5.1 DiBu-Model

The DiBu-model consists of a set of 7 equations. It separates the operation of
the battery into four different phases; charging, post-charge rest, discharging, and
post-discharge rest. Considering time interval [t’;t], and Fy,.x as the total energy
capacity of the storage device, the time-dependent SoC can be defined as

AE,
SoC, = SoCy + — mt

max

(1)

with
AEt/,t :UT' (t —t/) (2)
with average battery voltage U and applied current I during time interval [t’,t].

Assuming constant I, several equations are defined for each phase in the battery
operation to define the change in voltage in time interval [¢;_1,;.]

While discharging the battery over time interval [¢;_1,%;.], the model describes
the voltage behaviour as

0T (t—t;0)
SOCtj71 ' (3)

When the battery is charging, this model assumes there is a voltage increase
that is strictly linear, following

Utj - Utj_l +

1
j—1 + g (4)
However, this assumes a constant time-step while measuring and/or predicting
the next step. To allow for variable time-steps, an adjustment was made, leading

to the equation

Ut :Ut

J

25



I
Utj = Utjfl + 5 ) (tj - tj—l)' (5)

An alternative is suggested by Homan based on his findings, where the voltage
remains constant throughout the charging phase, with an offset that scales with the
amount of current. This leads to the equation:

Utj =Upcv + 0 1. (6)

If left at rest after charging, the voltage remains unchanged, which the model
describes as

Uy,

J

= U, . (7)

Finally, the DiBu-model uses an first order system approximation for the voltage
during the rest phase after discharging, following equation

/
t—to

Ut:Ut6+(Umax_Ut6)'(1_6 T ), (8)

with Uy the voltage of the battery at time t, and Uy the voltage of the battery at

the start of the rest phase after discharging. U,,., is defined as the highest battery

voltage in the preceding discharge phase. An attempt was made by Homan to define
T as a constant [13], but it was found to be a function of time as well.

T=B-(t—t) +1. (9)

a, B, 7, 0 and o are all presumed to be battery dependent constants.

Matlab was used to identify the model constants for each data set. For the rest
phase after discharging, the built in function lsqnonlin was used to curve-fit the
objective function. For the discharge function, a different approached was used,
due to the recursive nature of the equations. A loop was created to evaluate a wide
range of values. Then the total sum of error was calculated between the large set
of predictions and the measurements. The value corresponding to the lowest total
sum of errors was then used to repeat the process with a more narrow range of
possible inputs, while increasing the amount of significant numbers.
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4 Dr. Ten Data Set Analysis

In this Chapter, all the results from the data analysis of the data sets provided
by Dr. Ten will be presented. Section 4.1 details the general trends and patterns
found in the data sets. Section 4.1.1 briefly touches on the voltage behaviour in
rest. Section 4.1.2 sees the application of the concept of MVTP. Finally, Section
4.2 will detail some of the problems and potential pitfalls found in the data sets.

4.1 General trends

All combined, the three data sets encompass just under 1050 cycles, with the
smallest set, BT1, containing only 26 cycles, BT3 49 cycles, and BT2 964 cycles.
All the full cycles use the same amount of current for charging and discharging, i.e.,
if 200 mA was used to charge the battery, 200 mA was used to discharge the battery
as well. The entirety of BT3 was measured at 200 mA charging and discharging,
while BT1 sees a wider variety, with 200 mA and 300 mA measurements making
up the vast majority of all cycles. BT2 was measured at a much lower current ( 50
mA), possibly due to the battery containing fewer cells than the batteries used in
BT1 and BT3. BT1 was the only data set that used a variety of different currents,
ranging from 100 mA up to 1,000 mA. The measurements at higher currents had a
reduced total charge time.

Almost all charge phases in BT'1 lasted exactly 1 hour, with a small set utilizing
higher currents (>400 mA) lasting half an hour. The voltage follows a consistent
pattern every time; there is an initial transient phase which sees a sharp increase in
voltage, which starts to level off at around 1.6 V. Finally the voltage reaches steady
state at around 1.8 V| correlating to the magnitude of the current. The voltage
behaviour scales with current; higher currents correlate to steeper increases in the
transient phase, as well as higher final voltages.
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(a) Charge curves for all cycles with 0.2 A.
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number 1 (left most solid blue line).
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in voltage change.
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(c) Charge curves for all cycles with 0.3 A.
As with the 0.2 A charge curves, the volt-
age curves show consistency throughout the
experiment, with varying start voltages.

(d) Discharge curves for all 0.3 A discharge
cycles. Note again the sudden decrease in
current at lower voltage levels, as well as the
slightly larger spread in starting voltage.

Figure 16: Charge and discharge curves at 200 mA and 300 mA.

The same pattern can be seen in reverse when discharging the battery; through-
out most of the discharge step the voltage remains almost constant at around 1.7
V, then sees a transient phase as the voltage drops sharply from around 1.55 V.
The long tail at the end of the measurements coincides with a sharp decrease of the
current as the voltage falls below 0.4 V. Similar to the charge phase, the voltage
characteristics correspond to the applied current, with higher currents leading to
lower steady state voltages and sharper transient phases. Note that the voltage
is not cut off at 0 V, contrary to Dr. Ten’s recommendations for discharging the
battery. However, it was communicated that the equipment used to generate these
data sets was meant for testing NiCd batteries, which have a safety cut-off voltage
of 0.3 V.

The charge phases are consistent. The rate at which the voltage climbs in the
transient phase is unchanged between different cycles, and seems to taper off at
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the same voltage every time. The voltage of the measurements at 200 mA do seem
to reach the constant voltage region at different moments in time, which correlate
to the initial voltage. At 300 mA, this difference becomes even smaller, with the
charge voltages nearly overlapping one another despite the deviations in starting
voltage.
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(a) A selection of charge/discharge cycles from the BT2 data set. Cycles 1, 100, 200 and

300 still show unique voltage patterns. After cycle 300, all other cycles are nigh identical
in behaviour.
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(b) A selection of charge/discharge cycles from the BT3 data set. Only cycle 1 and 5 are
distinguishable. All other cycles are nigh identical, and show clear signs that the battery
is not fully discharged during the discharge phase.

Figure 17: A selection of charge/discharge cycles from data sets BT2 and BT3.

The general patterns found in data set BT'1 can also be found in data sets BT2
and BT3. In the case of BT2, all charge and discharge steps were performed at an
average of 0.05 A, with the actual values varying between 0.04 A and 0.06 A. Each
charge and discharge step lasted for 600 seconds, which measurements done every
30 seconds. As such the resolution of the measurements is quite low, as can be seen
in figure 17a.

Although BT?2 uses a different magnitude of current, it shows the same behaviour

in voltage, possibly because of a decreased battery size (perhaps just a single cell),
while the BT3 seems to use a similar sized battery. In all cases, the typical cycle
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starts with a sharp increase in voltage followed by a levelling off at around 1.8 V
while charging, after which follows the same very slow decrease from 1.75 V to 1.6
V and its subsequent sharp drop towards the cut-off voltage during the discharge
phase.

All data sets show remarkably high efficiencies. BT1 peaks at 95% Coulombic
and 85% energy efficiency, BT2 seems to achieve near 100% Coulombic efficiency,
and BT3 consistently pushes 97 % Coulombic efficiency and around 90% energy
efficiency. These numbers are extraordinarily high, especially over repeated mea-
surements like in BT2. Coupled with the consistent amount of energy discharged
over time, the battery shows no sign of aging at all.
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Figure 18: Efficiencies per cycle for each data set.

The efficiency numbers for the first set of cycles of BT2 are low compared to the
rest of the data set. The charge phases only see the end voltage slowly creep up,
at around 0.1 V at a time, with the discharge phases being incredibly short. It is
possible that the battery is grossly undersized for the amount of current pushed into
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it, causing the battery to be operated in an unstable region where charge retention
is low. The fact that the final voltage at the end of each charge phase is a little
higher than the previous charge phase, does mean that the discharge phase does
not fully discharge the battery, leaving some charge for the next cycle to build on.
Unfortunately, due to the low resolution of the data, most of the State of Charge
region that sees large voltage changes is lost, so no further in-depth analysis can be
made.

4.1.1 Voltage Decay & Recovery

BT1 features two Sections in which the battery is left to rest for a period of
6 hours, one after a charge cycle, one after a discharge cycle. After the discharge
cycle the voltage increases strongly, from 0.45 V to 0.81 V. After the charge cycle,
the voltage loss is quite small, from 1.775 V to 1.75 V. Figure 19 shows the relevant
curves.
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Figure 19: Graphs showing the voltage decay and recovery after a charge and
discharge cycle respectively.

While the voltage loss after charging is minimal, the large change in voltage after
discharging is an example of the rate capacity effect, and tells us that the rate of
discharge is outpacing the rate at which internal diffusion mechanisms homogenize
the electrolyte solution. The voltage does not seem to recover all the way back
to near-OCV levels, meaning the difference is not extreme, but lower discharge
currents should be evaluated to see if that increases the amount of usable capacity
in a single discharge.

4.1.2 Voltage-Time

Using the concept of MVTP (as described in Section 2.4), approximate val-
ues were found to characterise the onset of the quasi-constant voltage region when
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charging, and the onset of the hard voltage decay when discharging. These results
could only be found with any resolution for data set BT1, as the resolution of BT2
was too low, and the charging voltage curves for the later cycles of BT3 no longer
show the same behaviour. Figure 20 shows the results for data set BT1, at 200 mA
and 300 mA specifically.
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The other cycles show consistent values. with most reaching 1.55 V, and two outliers
at lower values.

Figure 20

Apart from the very first measurement at 200 mA (also the first measurement in
the data set), the results are remarkably consistent. At 200 mA, the MVPT voltage
occurs around 1.67 V, with one slight dip at 1.65 V. Likewise, when discharging at
200 mA, it consistently hovers around 1.55 V, with some measurement just over
and the other just under that voltage. At 300 mA, the values when charging are
even more consistent, at 1.7 V for every charge phase. The discharge phases also
show consistent results at just under 1.55 V, with two outliers at around 1.5 V.

4.2 Inconsistencies

Despite these findings, the three data sets do contain a number of problems.
The resolution of the data for BT2 is rather poor, with only 20 measurement points
per charge/discharge phase, compared to just over 370 measurements per phase in
BT1. Because of this poor resolution, while general conclusions can be drawn, and
some average efficiency can be calculated, further analysis, e.g. MVTP calculations,
are impossible to perform reliably.

Data set BT3 has its own particular set of problems. All charge and discharge
phases last the same amount of time (maximum of 3600 s), and all are performed
at 200 mA. However, the data shows that there is a steady accumulation of charge
inside the battery, as the terminal voltage at the end of each subsequent discharge
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phase increases, up to 1.4 V. This happens despite the fact that for the first 5 cycles,
the data set reports that the battery reaches the cut-off levels while discharging.
Considering the rate capacity effect, the applied current may be too high, leading
to the measurement reaching the cut-off voltage before the concentrations of active
species inside the battery had time to equalize. This begs the question in what
ways the battery used for BT3 differs in construction and size to BT1.

The discharge phases in BT1 also show some inconsistencies. While the charge
phases are nearly identical apart from the initial voltage and some deviations to-
wards the end of the transient phase, the discharge phases show larger variations;
especially at 300 mA, the initial voltage and the onset of the decline varies greatly
between measurements. At 200 mA, there is a similar spread, although less pro-
nounced. Considering that these measurements were performed back to back, one
could question why these discharge phases do not show identical behaviour.
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Figure 21: The last 50 cycles of BT2. The current during the charging phase is
highly variable, while the discharging current is more consistent. Also note the lack
of data points; the entire phase of rapid voltage increase is reduced to a single data
point.

There also seems to be some form of equipment problem throughout the data
set. Figure 21 shows the last 50 cycles of data set BT2. It clearly demonstrates
the difference in current consistency between the charge phase and discharge phase.
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While discharging the current stays at a consistent 50 mA. While charging however,
the current jumps up and down, between 40 and 60 mA, with occasional outliers
in both directions. This casts some doubt on the results of these measurements.
This instability of the applied current while charging is also found in BT1 and in
BT3. The measured voltages seem stable, but one should wonder to what extent
the results have been influenced by possibly malfunctioning or unsuitable equip-
ment. Furthermore, while the current is clearly set to maintain a consistent value,
many datapoints are missing; in the charge phases measured in BT1, between 4%
and 13% of the current measurements are missing, similar to BT3. Due to the low
resolution, in BT2 the percentage fluctuates between 5% and 20%.

Furthermore, The charging voltage seems to become more reactive to the amount
of current pushed through, even mid-measurement; while it is expected for a bat-
tery’s voltage to scale with the amount of current forced into or out of it, in BT3
this effect becomes more pronounced as shown in figure 22a. However, the voltage
is also starting to show ripples that are not related to current, with an increas-
ing ripple starting to occur towards the end of the charging cycle. Figure 22b
shows an example of this behaviour found in BT1. The resolution of data set BT2
was too low to properly observe this behaviour. What causes this effect is unknown.
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(a) Charge cycle 20 of BT3 shows how
the voltage responds strongly to strong
changes in current, as well as the low-level

(b) Charge cycle 20 of BT1 shows an in-
creasing ripple in voltage levels as the
charge cycles approaches its cut-off time.

ripple throughout the charging cycle.

Figure 22: Graphs showing the increasing voltage ripple as the voltage approaches
peak levels.

Finally, as Homan also showed, the battery does not show the final increase in
voltage towards the end of the charge phase, a trait that Li-ion, lead-acid and NiMH
batteries do have. this is important since it provides an easy way to estimate the
capacity; you simply charge the battery until you see the second voltage spike, at
which point one can safely assume the battery is charged up to, or close to, 100%
SoC. Considering that so far, none of the seasalt battery data (neither Homan’s
work nor the data sets) show this behaviour, which leaves one of twho options. The
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first option is that the battery operates similarly to the flow batteries. However, if
that is the case, one would wonder why the discharge curves do not match. The
second option would be that the batteries have never been fully charged up to
100% SoC, which begs the question why one would make the decision to run such
time-consumings measurements at e.g. 50% SoC, and avoid 100% SoC as much as
possible.
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5 In-House Measurement Results & Discussion

This chapter will describe all the findings from the in-house battery cycling tests.
Section 5.1 will go over general finding from the constant-current measurements,
including the voltage behaviour and how they differ between different applied cur-
rents. Section 5.2 briefly details the results for the MVTP calculations. Section
5.3 will discuss the findings on the battery’s capacity and efficiency. Section 5.4
discusses the results of the constant voltage measurement, while Section 5.5 sees
the battery cycled between two voltages. Section 5.6 contains the results from the
single cell measurements, while Section 5.7 goes over some of the physical changes
the battery has undergone while performing the measurements. Finally Section 5.8
will detail fitting the DiBu-model to the measurement data.

5.1 General Trends

Similar to the data provided by Dr. Ten and Homan’s work, all charging and
discharging curves show the same overall shape; the charge curves start with a
sharp increase in voltage, which proceeds to level out between 1.7 V and 1.8 V.
The discharge curves follow the same pattern in reverse, with the voltage remaining
mostly constant, and a sharp decrease towards the end of the measurement. Figure
23 shows the second charge and discharge step of the experiment at each applied
current.
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(a) Charging voltage curves at each applied
current up until 3.6 hrs. The initial rate of
voltage increase correlates to the amount of
current used, as does the final voltage. Some
measurements did take longer, but are not
fully shown for the purpose of this graph.

(b) Discharging voltage curves at each ap-
plied current. The voltage drops at the end
of the each measurement have almost iden-
tical slopes except for the 50 mA measure-
ment. At higher applied currents (250, 300
mA), the initial near constant voltage region
all but disappears.

Figure 23: Charge and discharge curves at every applied current. The voltage of
the battery follows the same pattern as the data in the provided data sets.

While possibly trivial, it is encouraging to see little to no deviation in trends
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from the provided data sets to the in-house measurements. Similar voltage lev-
els indicate that the internal chemistry is most likely the same, with similar I-V
behaviour, despite using different equipment and possibly measuring the battery
under different circumstances.

When charging the battery, the initial rate of voltage increase correlates loosely
to the amount of current being pushed into the battery, as does the final voltage of
the battery at the end of each measurement; the higher the current being pushed
into the battery, the higher the battery’s final voltage, with all terminal voltages
lying between 1.75 and 1.9 V. Likewise, when discharging, the discharge time cor-
relates to the applied current, with the 50 mA discharge step taking the longest
time. The slope of the transient phase of the battery’s voltage seems largely un-
affected, with the 50 mA discharge step being the notable exception. At higher
applied currents, the initial near-constant voltage phase seems to disappear; at 300
mA, the measured voltage drops noticeably from the start all the way to the end of
the discharge phase. Inversely to the charging phase, when discharging, the highest
applied currents show the lowest starting voltage; at 50 mA discharge current, the
first voltage measurement shows 1.74 V, while at 300 mA, the measurement comes
up at 1.65 V.
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at 250 mA. Note the difference in initial 250 mA. Apart from the elapsed discharge

voltage between the first and subsequent time and the slight differences in initial volt-

measurements. age, there are no other deviations that re-
flect the differences between the first and
subsequent measurements.

Figure 24: Charge and discharge curves at 250 mA. The MVTPs for the charge and
discharge phases are marked by the blue dot.

At all applied currents except 200 mA, the initial voltage of the first charge
phase varies greatly from the other at the same applied current. The subsequent
measurements are nearly indistinguishable, except for the total elapsed time. Figure
24 shows an example of this at 250 mA. This does not seem to have an influence on
the subsequent discharge phases, as differences in initial voltage are almost negligible
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(1 2% difference), and otherwise show similar behaviour.

5.2 Voltage-Time

For all charging phases, the voltages for the maximum voltage-time points cor-
relate to the applied current levels. At lower currents, the voltage at the MVTP
are slightly lower (just over 1.7 V at 50 mA), while the voltage is higher at higher
currents (1.85 V at 300 mA). When discharging, the MVTP voltage hovers around
1.57 V from 50 mA up to 200 mA. At 250 mA and 300 mA however, the MVTP
voltage drops significantly, down to 1.44 V and 1.39 V respectively. Upon closer
look, another trend can be found in some measurement sets; during all except the
200 mA charging phases, the MVTP voltage decreases with each measurement (be-
tween 0.01 V and 0.015 V in total). During the discharge phases, there is some
deviation between each measurement as well, albeit not as consistently as in the
charging phases.
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cycle when charging.

(b) MVTP voltages for the repeat measure-
ments at 200 mA. The x-axis marks the first
measurement of the labeled set. Note the
large decline from the initial measurement
to the first set of repeat measurements.

Figure 25: An overview of the MVTP voltages. The values from the in-house cycling
measurements follow the same trends as the results from BT1.

Figure 25 shows the MVTP voltages for the repeated measurements, both for the
charging and discharging phases. Both when charging and discharging, the MVTP
voltage takes on a variety of different values, ranging from 1.57 V down to 1.45 V
when discharging, and from 1.78 V to 1.84 V when charging. With the points in
the graphs being in order in which the measurements took place, there seems to be
no significant correlation between the order in which the measurements are done
(longer cycles first vs. shorter cycles first), and the resulting MVTP voltage, apart
from the initial set of measurements.
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5.3 Capacity & Efficiency

Table 3 and 4 show the energy and Coulombic efficiencies for the primary mea-
surements from full charge to full discharge, colour-coded from lowest to highest
result. Coulombic effiency results show a clear trend. Applying higher currents to
the battery increases Coulombic efficiency, from below 70% at 50 mA, to above
80% at 300 mA. Energy effiency results show a maximum at around 200 mA,
with shorter charging times being favoured over longer charging times. The recom-
mended charge/discharge cycle makes sense in this context, as the battery operates
under favourable conditions at 200 mA, maximizing the amount of available energy
and charge.

Table 3: Coulombic efficiencies for all experiments, expressed in percentages. The
elapsed charge time is expressed in equivalent time for 200 mA. The actual charge
times can be found in table 2. Note the increase in efficiency with increasing current
and decreasing charging time.

100 mA | 150 mA | 200 mA | 250 mA | 300 mA |
7214 | 7786 | 80.02 8283 |8385
75.60 | 81.06 |83.31 |85.65 |86.61
67.71 | 7843 [8251 |8586 |86.77 | 88.33
4hrs | 69.54 7989 [84.09 [87.30 [87.61 8873

Table 4: Energy efficiencies for all measurement, expressed in percentage points.

There is a maximum at 4 hours of charging at 200 mA.

50 mA | 100 mA | 150 mA | 200 mA | 250 mA | 300 mA |
7 hrs 6390 | 67.94 [69.78 |67.20 [65.13
5.6 hrs 66.84 [ 7034 [71.93 | 6888 [67.20
4.7 hrs | 59.67 | 6881 |[71.15 [ 7393 | 6950 | 68.11
4hrs [61.03 |69.74 | 71.98 [7460 |69.90 |68.26

These results are also reflected in the total amount of discharged energy for
each applied current; at lower applied currents (50 mA to 150 mA), the amount of
discharged energy is remarkably lower than at higher applied currents (200 mA to
300 mA). At 50 mA in particular, only 1.29 Wh was discharged, while at all other
currents, around 1.7 Wh was discharged.

The repeat measurements at 200 mA yields a scale of different results, as shown
in Figure 26. The first of these measurements (200 mA, from 7 hrs to 4 hrs charg-
ing time) show a similar energy and even improved Coulombic efficiency, while the
repeats at 4 hrs are consistent at 70% energy and around 85% Coulombic efficiency
respectively. The reverse order repeat measurement (200 mA, 4 hrs to 7 hrs charg-
ing time), however, see energy efficiency decline quickly (down to 65%), despite
Coulombic efficiency remaining relatively unchanged. The set of eight repeated
measurements at 200 mA, 4 hrs charging time show consistent performance at 85%
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Figure 26: The energy and Coulombic efficiencies at 200 mA throughout the re-
peated measurements.

Coulombic and 70% energy efficiency throughout. However, the final set of cycles at
7 hours charging again shows a decline in performance, with an average Coulombic
and energy efficiency of 66% and 65% respectively.

Comparing the results to the data sets casts some doubt over the original data.
A peak performance of 87 % Coulombic and 74.6 % energy efficiency, while decent,
are lower than the results from the data sets, in which a consistent minimum of 95%
Coulombic efficiency and 85% energy efficiency were seen. This raises the question
whether this is due to equipment, the battery itself, or the cycling protocols (despite
the fact that the most favourable result came directly from the cycling protocol that
was recommended).

5.4 Constant Voltage Cycling

Three constant voltage measurements were performed on the battery to identify
the total capacity. Considering the behaviour of a normal battery, its voltage rises
as the SoC increases, followed by a region where the voltage remains near-constant.
As the SoC approaches 1, the voltage spikes, indicating that the battery is fully
saturated. In this case, a constant voltage measurement would see the current drop
sharply, followed by a steady state region in which the current remains constant,
then drop further to zero as the voltage of the battery exceeds the voltage of the
measuring equipment.

The sea salt battery however, similar to the flow batteries, defies this trend. As
shown in Figure 27, as the measurement proceeds through time, the current does
not drop to 0, but instead tapers off to a steady state level. It does so over the time
span of several days. While the initial fall in current takes the same amount of time
for each measurement, the rate of subsequent decay differs between each measure-
ment, with the first measurement decaying the quickest, and the last measurement
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Figure 27

decaying the slowest. The approximate value it trends towards differs too in each
measurement; the first cycle ends the lowest at 100 mA, while the second and third
cycle both seem to trend towards 120 mA, though over different time spans.

The extent to which the charge phase was allowed to continue also did not corre-
late strongly with the total discharge time. While the cycle with the longer charge
phase also took longer to discharge, the difference in duration was not nearly as
great as the difference between charge phase durations. The longer charge phase
does seem to alter the physical processes somewhat, as the cycle with the longest
charge phase sees a change in the discharge behaviour towards lower SoC values.
Instead of the sharp drop in voltage, it seems to decrease over a longer period of
time, without the more sudden onsets of the previous two cycles or any of the other
measurements.

These findings seem to indicate that while the battery may have a stated ca-
pacity, the constant voltage charging method for determining the capacity does not
work for this battery. Most likely there is some form of side-reaction taking place
inside the battery that absorbs all the power once the battery approaches full capac-
ity, which furthermore happens to have the same energy barrier that the electrical
conversion of the active species has. The change in the discharge curve may indi-
cate that the ideal amount of energy stored lies somewhere between cycles 2 and 3.
Assuming this is the case, this raises two questions beyond the scope of this the-
sis. Firstly, how can we detect when the reaction that actually charges the battery
ends, and the parasitic reaction takes over? Secondly, is this reaction reversible,
and does the presence of whatever products this reaction produces interfere with
the performance of the battery?

41



5.5 Voltage-Limited Constant Current Cycling

To see if Vyyrp would constitute a good approximate cut-off voltage when
discharging, the battery was cycled multiple times between 1.87 V and 1.45 V. The
results of these measurements can be seen in Figure 28.
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(a) The full measurement graph. Each cycle takes less and less time.
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(b) Total charge and discharge times for each cycle, when cycled between 1.45 V and 1.87
V.

Figure 28: The full measurement for the repeated charge/discharge cycles between
1.45V and 1.87 V. Each subsequent cycle is able to charge and discharge less current
and energy.

The transient phase while charging has disappeared completely, with the voltage
immediately jumping to around 1.82 V upon applying the charge current. This value
increases over time, indicating that there is an accumulation of charge throughout
these cycles. This is also reflected by the total duration of each charge phase, show-
ing a gradual but steady decay as the cycles progress. The 1 hour rest period after
each charge phase and discharge phase does not seem to be sufficient time to bring
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Figure 29: Coulombic and energy efficiencies of the voltage-limited constant current
cycles. There is a large spike in Coulombic efficiency, as the first measurement had
the battery charged from being (near) fully depleted. The subsequent charge phases
start at higher voltages, thus take less time to hit the 1.87 V cut-off.

the concentrations inside the electrolyte back into equilibrium. This, combined with
the results from the full discharges to 0 V, may mean that significant capacity is
left unused after discharging. However, this conflicts with the Coulombic efficiency
numbers, which show the lowest values at lower currents. More insight in the con-
sistency of the electrolyte, both its composition and how the composition changes
over time, is needed.

5.6 Single Cell Measurements

Four separate cells were also cycled using the recommended cycle (7 hours of
charging, discharging to 0 V), with an added rest after charging, and an added rest
after discharging. This was repeated 10 times. The results of these measurements
can be seen in Figure 30.

There is some variation in the total length of the measurements for each cell.
Cells 1 and 2 show the largest deviation in length, as well as the largest deviation in
behaviour from the full battery. Cell 2 shows a more pronounced increase in voltage
throughout each charging phase than the full battery, while the measurements on
Cell 1 show interference towards later cycles, as well as showing a similar increased
rise in voltage when charging towards later cycles. It is impossible to say for certain
whether the error is due to battery failure or equipment failure, but it does put into
question the robustness and reliability of the battery.

Figure 31 shows the Coulombic efficiencies of each cycle, for each cell. All
cells perform similarly, with a consistent spread between one another. The only
outlier is Cell 1, the efficiencies of which fall rather sharply in tandem with the
introduction of the voltage interference. Of interest is how the efficiency seems
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Figure 30: Cycling graphs for 4 separate cells
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Figure 31: The Coulombic efficiencies per cycle for each cell. All cells perform
similarly, except for Cell 1.

to increase with each cycle, making it seem as if the cells require pre-stressing to
perform optimally. The average efficiency reflects the aberrant behaviour of Cel
1, with the efficiency increasing up to 16 cycles, then suddenly decreasing. This
is in line with the Coulombic efficiency numbers of the battery at 200 mA, with
the Coulombic efficiencies staying relatively consistent, until the very last set of
measurements (as seen earlier in Figure 26).

5.7 Structural Integrity

Upon performing the cycling measurements, the battery underwent noticeable
changes in colour and structure. There was a shift in colour, as shown in Figure
32; the battery in its untouched state is a dark green, almost black colour. After
the measurements, however, its colour shifted, becoming a more yellow-greenish
colour. The particular shade is reminiscent of different chlorine-based compounds
like sodium hypochlorite or hydrogen chloride. The shift in colour does not seem
to reverse upon discharging; it increases slightly in intensity and does not seem to
fade upon discharging.

Furthermore, there seems to be a build-up of gaseous components in the cells of
the battery. The battery has undergone visual changes, showing a slight bloating,
with increased tension on the tape that is holding the cells together. It also feels
more compressible, although no sloshing noises can be heard when agitating or
shaking the battery. This, combined with the change in colour and findings in
literature, leads us to believe there to be a build-up of Cly. Kim et al. [27] found
similar a build-up of Cly in the initial charging phase, though it was limited to
the initial charging phase only. Though beyond the scope of this project, taking
a sample of the electrolyte for analysis after repeated cycling might provide many
answers to the internal workings.
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Considering the efficiencies measured from the separate cells and the battery
pack as a whole, one could doubt the robustness of the cells. Considering that we
saw a similar drop in efficiency towards later cycles, it could be that one of the cells
in the battery already started to see the same degradation that was visible in Cell
1. Between 8 cells, having 2 fail is discouraging. One would hope that if significant
money was used to purchase a larger bank of these batteries, a good majority would
be fully functional. Assuming the battery does have a rapidly degradating cell, a
25% failure rate would be concerning.

Finally, there is one limitation throughout this whole series of measurements.
All these measurements were performed on the same battery pack, and while the
battery had ample time to rest in between measurements (sometimes up to sev-
eral days), there was no way of knowing with certainty whether the battery was
returned to the same state upon discharging, apart from the voltage of the battery.
Better care could, and should, have been taken to make sure that the voltage was
the same at the start of each measurement, to limit knock-on effects from previous
measurements.

5.8 Modelling

This Section will detail the fitting of the DiBu-model to the in-house measure-
ments.

The decision was made to only find the model constants for measurements at
200 mA. Considering the variation in performance between different measurements,
even when using the same current, a comprehensive model would be beyond the
scope of this project. An overview of all the calculated constants can be found in
Tables 6, 5, 7 and 8. The highest and lowest fitted values are coloured red and blue
respectively. When fitting the charge and discharge curves, a choice must be made
whether to minimize the error in voltage, the error in energy capacity, or find a
balance between both. As such, constants «, § and o have been fitted to minimize
the voltage error (labeled 'dV’), the energy error (labeled 'dE’), and a combination
of both (labeled ’average’).

The equation used to model the recovery phase after discharging was able to
match the results closely, as shown in Figure 33. However, just from the 200 mA
results, neither constants are clearly defined. Constant § varies between 1.83 and
2.5, while v values range from 1873 s up to 5951 s. The fitting is made easier since
battery capacity does not factor into the equations. Therefore it is not necessary to
balance the optimisation between minimising voltage error and capacity error, and
can instead the optimisation be focused on fitting the voltage as closely as possible.

Figure 34 shows an example of fitting Equation 3 to the measurements. The so-
lution seems to fit both the voltage curve and energy curve relatively well, although
towards the end of the measurement, the voltage does accrue a large error. This
is also seen in the energy availability fitting, as the measured capacity approaches
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Figure 33: Equation 8 yields the best-fitting results. While 5 does not vary strongly
in value, v does differ up to 10% between measurements.

0, the model starts to deviate in varying directions, depending on whether it is
optimizing for voltage or energy. It is clear that the model breaks down towards
lower energy capacity values and voltages.

Curve-fitting for the charge phase following Equations 5 and 6, while feasible
from an energy standpoint, causes severe mismatches in the voltage; the Equations
proposed by the authors do not account for the initial transient in voltage, instead
only modelling the period in the charge phase after the initial increase has died
down. As such, one could pick any arbitrary point on the charge curve to fit the
model to, and find a different answer. The decision was made to model the charge
phase starting from the MVTP of the respective charge phase, the results of which
are shown in Figure 35.

From Figure 35, it is clear that despite Homan’s adjustment [13] to fit the sea-
salt battery better, his original Equation to model the charge phase is superior, both
in in terms of voltage and the maximum deviation in energy capacity. However,
that does not take away the fact that there is a large spread in calculated values, as
shown in Table 8. With calculated values for constant ¢ ranging from 10.76 'V /A
up to 18.00 xV/A, and constant ¢ ranging from 2.902 V/A up to 6.428 V/A, the
question is how sensitive the outcome of each modelling phase is to the range of
values of each constant.
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For both charge voltage approximations, the range of values found seem to fit the
data reasonably well. Both the linear increase approximation and constant voltage
approximation maintain an energy capacity error of below 3% in most cases, with
most fits ranging between 2% and 3% energy capacity error. While the energy ca-
pacity model for the discharge curve performs decently well, the voltage prediction
becomes highly problematic. Due to the nature of the equations, and depending on
the value of the constants, the voltage can suddenly spike upwards, as the available
energy in the battery goes below 0 Wh. This could cause major problems if applied
in a broader energy system model.
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Figure 36: Model equation results using the highest, middle, and lowest values
found. The left column shows the voltage response of the Equations, the right
column shows the error in energy capacity.
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6 Conclusion

While the sea salt based battery does seem to be functional, the measurements
so far seem to indicate that it may not be sufficient at providing the performance
that is required. The rapidly diminishing performance casts serious doubts over its
expected lifespan. The lack of a voltage increase towards the end of its charge cycle
complicates the determination of the battery capacity, and it makes the battery
more difficult to control by conventional BESS management systems. The battery
also suffers from slow ion diffusion, as evidenced by the high voltage recovery after
discharging at higher current levels. These two facts combined lead to an increased
risk of overcharging, which may or may not be permanently damaging to the bat-
tery, as some of the observed changes in the structural integrity do not seem to
reverse themselves after discharging. Modelling efforts seem to indicate Homan’s
model puts out decent energy capacity predictions, even if the voltage predictions
are flawed. However, important steps are still missing, most importantly of which
an accurate determination of the State of Charge, which is required to run the
model optimally.

6.1 Research Questions

o What is the energy and charge capacity of this sea-salt based battery?
In this work, the battery was charged up to 2.6 Wh, 1.40 Ah, with a
maximum of 1.9 Wh, 1.15 Ah, discharged. However, with the constant
voltage measurement being inconclusive, it is as of yet unknown what the
real energy and charge capacity of the battery are.

o What is the round-trip efficiency of the battery?
The highest coulombic efficiency measured was at 300 mA, 2.6 hours charge
time, for an efficiency of 88.7%. The highest energy efficiency was measured
at 200 mA, 4 hours charge time, for an efficiency of 74.6%. From the initial
set of measurements, the recommended cycle seems a sufficient trade-off
between efficiency and utilized capacity. However, repeat measurements
show a decline in both coulombic and energy efficiency.

e How do different cycling parameters influence performance?
Lower current values are discouraged. The battery showed the lowest per-
formance at 50 mA, both in terms of efficiency and capacity. The bat-
tery shows an improvement in coulombic efficiency with increasing current.
However, the energy efficiency peaks at 200 mA, then drops back down at
higher current levels. Temperature effects were not evaluated in this work.

o What are the set points to be used for safely charging and discharging the
battery?
The MVTP voltage levels are a first approximation for a possible lower limit
when discharging the battery. Dr. Ten’s recommendation, however, is to
fully discharge the battery to 0 V. This is in conflict with common battery
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technologies, which all have a cut-off voltage at some level to protect the
battery’s internal structure and composition. A set of repeat measurements
between 1.5 V and 1.8 V have shown to be well within safe operating limits,
though the amount of energy that can be charged and discharged does
decrease with each cycle.

e Does the battery operate consistently enough to create a usable model?
The battery seems to operate consistently enough to at least have each of
its phases (charge, post-charge rest, discharge, post-discharge rest) mod-
elled using Homan’s DiBu-model. However, the model itself may be fatally
flawed, as it does not take into consideration the transient phase when
charging, and its prediction for the voltage while discharging becomes un-
stable at lower charge capacities.

6.2 Recommendations

As with any body of work, there are several ways in which it can be improved.
First, several different cut-off voltages should be evaluated for both the charge and
discharge step. This should improve the lifespan of the battery, as well as enable
the user to utilize its capacity to the fullest without reservations.

If full charge and discharge cycles are to be performed, a protocol should be
made to ensure that the following charge phase starts with a fully drained battery.
The results from our measurements show that especially at higher current levels,
the battery was not fully discharged, despite the cut-off voltage having been set at
0 V. Possibly a rest period, followed by a slower secondary discharge could ensure
a full discharge before the next measurement. Considerations should be made how-
ever, that this could possibly damage the battery over time.

Other methods to measure or otherwise evaluate the battery’s efficiency and
total capacity should be considered. Without a full understanding of the internal
electro-chemical reactions and the battery’s composition, the capacity remains im-
possible to calculate. Charge cycles with longer durations than the ones performed
in this work could be considered, to see if there is a limit to how much charge and
energy can be discharged from the battery.

It would be recommendable that destructive tests are performed. Exploring
the upper limits of the battery could help to determine safe operating limits, and
electrolyte sampling from both new and used batteries at various SoC levels could
tell us more about whatever reactions are taking place, and determine the possible
existence of irreversible parasitic side reactions that may hinder the battery’s per-
formance.

The modelling of the battery could be expanded. The DiBu-model could be

applied more thoroughly, running full measurements to see if the model holds up
over longer periods of time, and other models should be considered to model the
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behaviour of the battery, to capture the transient phase when charging, as well as
to find a more robust way to capture the transient phase when discharging.
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