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		  Preface
		  40 photos for $2

When I first experienced crowdsourcing I was amazed by the speed, 
scale, and diversity of  the tasks and activities that people could contrib-
ute. I wondered, “Could this be a tool for user research?”

A test of crowdsourcing as an ethnographic user research tool.

After a little more exploring, I decided to test my idea and posted a 
task on Amazon’s Mechanical Turk (MTurk). In my first attempt,  
I asked people to submit a picture of  what they do to live sustainably.  
I created a Human Intelligence Task (HIT) on MTurk, and offered 
$0.05 USD per photo, for a maximum of  40 photos, and in 3.5 days 
– with no further effort on my part – I approved their submissions and 
downloaded the pictures. The result was a mix of  personal photos, 
images from the Internet, and some trash. The collection provided a 
glimpse into people’s lives and indications of  how they perceive the no-
tion of  living sustainably. The pictures showed diverse impressions of  
sustainability that went beyond my expectations; their responses showed 
a personal relationship between sustainability and their family, employ-
ment, and religion.

The forty images 

submitted by the crowd 

of workers on Amazon’s 

Mechanical Turk 

(a thriving crowdsourcing 

application) in response to 

the task: “Please submit a 

picture of something you 

do to live sustainably.”
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This experience answered my initial question, and demonstrated that 
crowdsourcing could be used quickly, easily, and affordably to conduct 
user research. In contrast to traditional user research methods, this on-
line crowdsourcing approach changed the relationship between the us-
ers and the researcher. In contrast to the trends toward participatory 
design, crowdsourcing emphasizes anonymity and eliminates steps to 
recruit or directly interface with participants. The distinct differences 
save considerable time, and provide an opportunity for designers to 
reach users in the very beginning of  a project. Although crowdsourcing 
does not allow designers to meet users in person, its speed and reach 
gives users to a voice early and more often in a user centered design 
process.

In order to understand the benefits and limitations of  crowdsourcing 
as a new opportunity to conduct user research it is necessary to answer 
several questions. What changes? What expertise is needed to garner 
useful responses from users or have participants answer our questions? 
How do we combine the benefits of  user research with crowdsourcing 
to access and capture the expertise, experience, values, and opinions of  
people to inform the design process? What are the limitations of  this 
approach?

This dissertation uses an explorative research approach to address these 
questions and build an understanding of  how user research techniques 
can be combined with crowdsourcing to inform the formative stages of  
the design process.
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	CHAPTER 1	 Introduction
In any situation our ability to make informed decisions is dependent 
on the availability of  relevant information. When designing a product, 
service, or system, an initial understanding of  its intended users is essen-
tial to ensure their needs are properly integrated into design decisions 
(Gould & Lewis 1985, Beyer & Holtzblatt 1997). The field of  user re-
search provides numerous tools to access various types of  information 
from users to build our understanding and to support design decisions. 
Unfortunately, the time and expense involved, to engage users often 
limits user research (Spool & Schroeder 2001). The necessary time and 
expense can limit or delay the availability of  relevant information about 
users. This delay (or lack) of  information can be especially harmful in 
the formative stages of  the design process where early strategic decisions 
about project direction are formalized (Schrage et al. 1991). In order to 
bring information about users into the process sooner, fast and flexible 
methods for conducting user research are welcomed. The continuing 
evolution of  the Internet is providing new opportunities to access users 
and conduct user research earlier in the design process. 

Over the last decade the Internet has created a variety of  activities 
allowing people to create and share information online (Howe 2008). 
The evolutionary transition from consumption to participation online 
is commonly referred to as Web 2.0, social computing, or the partic-
ipatory web. Among the many forms of  online participation, crowd-
sourcing applications are providing constructs to direct and synthesize 
some of  these contributions into a fast, flexible, and affordable means to 
complete tasks traditionally accomplished by employees (Howe 2006). 
The speed and flexibility of  crowdsourcing provides new opportunities 
to quickly and easily reach many people who are willing to contribute 
their expertise to a wide variety of  tasks and activities. For user research, 
crowdsourcing may provide opportunities to seek insights from users to 
ensure strategic decisions made in the formative stages of  the design 
process are based on relevant insights from users.

The following research will explore the use of  crowdsourcing as a vehi-
cle to accelerate user research and bring information to the early deci-
sions in the design process. My personal emphasis on the early stages of  
the design process stems from my experience working with large-scale 
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military systems. In these complex systems the biggest issues are often 
a result of  incomplete strategic goals and changing requirements. Both 
of  these issues could benefit from early information from users, to avoid 
assumptions and clarify user roles and needs early, preventing costly 
changes later in the process. To this end, the studies that follow, aim to 
provide designers with the knowledge to access the speed and flexibility 
of  online applications to quickly, easily, and inexpensively conduct user 
research. 

The research starts with a literature review on user research in design 
and the information needs in the early stages of  the design process. 
The literature review is combined with the first phase of  research stud-
ies, conducted to distinguish crowdsourcing from other online activi-
ties and, more importantly, to unpack the underlying process. The first 
study contrasts crowdsourcing with web search as sources of  images to 
inform the design process. The second study, examines off-line crowd-
sourcing and the underlying motivations of  participants. The findings 
are consolidated into a framework, which is constructed to reflect the 
goals and language of  user research in design. The resulting framework 
serves as a scaffold for the second phase of  research studies to investi-
gate crowdsourcing as a user research tool for designers to initiate user 
research early in the design process. The results highlight the connec-
tions in the framework and build our understanding of  crowdsourcing 
as a user research tool. In conclusion, the lessons learned through the 
studies are incorporated into the framework and presented alongside 
guidelines for practitioners to use crowdsourcing to access user insights. 

	 1.1	 User Research in the Formative Stages of Design
To appreciate the value of  information in the formative stages of  de-
sign we first look at user research in general and then focus on its use 
in early decision-making. User research refers to a wide array of  activi-
ties that seek out information and increase our understanding of  the 
user in relation to the design of  products, services, or systems (Wickens, 
Lee, Liu & Becker 2004, Kumar 2003, Preece, Rodgers & Sharp 2011). 
Information about users includes their needs, constraints, preferences, 
and context of  use. It “grounds the [user centered design] process in 
information about the people who will use the product.” (UPA 2012). 
The user focus is applied throughout the design process to guide deci-
sions and help ensure the result is a product that is well-suited for the 
user. In order to maintain a user focus, decisions should to be grounded 
in information that accounts for the users. Unfortunately, the time and 
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resources used to conduct user research often limit information about 
the users, especially early on when project direction is often set. 

User research methods elicit insights directly from the end users to 
inform the design process. This is typically accomplished by studying 
users and by incorporating them as participants in the design process 
(Sanders & Stappers 2008). Figure 1.1 depicts the diversity of  methods 
available to engage users in different ways to elicit the desired informa-
tion. Design literature often refers to these as design research methods. 
In the current work, we deliberately use the term user research to avoid 
confusion with research into the design process. Regardless of  the pro-
cedure, user involvement provides insights from the users’ perspective to 
inform the design process.

The Formative Stages of the Design Process

The formative stages of  the design process are often characterized by 
uncertainty as the team begins to understand the unique aspects of  a 
new project and research is begun to understand the users, project, and 
domain. The chaos at the start of  the design exploration is characteristi-
cally depicted by “that squiggle of  the design process” (Newman 2006 - 
Figure 1.2), where new information is continuously changing the course 
or emphasis of  a project
Uncertainty early in the design process is fueled by a combination of  a 
high degree of  design freedom and a lack of  problem-specific knowl-
edge. Inherent in the formative stages of  design is the need to make 
strategic decisions that move the process forward. Additionally, as a 

Figure 1.1.  Landscape of 

user research methods 

being used in the design 

and development of 

products and services 

(Sanders & Stappers 2008). 

These user research 

methods leverage a wide 

range of tools, including 

traditional user observation 

and evaluations common 

in user centered design 

process (lower left) to 

newer methods of early 

engagement and user 

participation (right). What is 

not represented is the time 

and effort associated with 

these methods and tools, 

making use difficult in the 

formative stages of design.
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project progresses, time constraints restrict the opportunity for iteration 
or change. As depicted in Figure 1.3, the necessary project knowledge 
often lags behind the need to make these decisions (Cooper 2011) and 
highlights the value of  increased knowledge early in the design pro-
cess. Making the information available prior to key strategic decisions 
allows for the greatest impact on producing a desirable and successful 
outcome. 

As the design process progresses, the commitment to a design solution 
and to project investment increases. By increasing our project specif-
ic knowledge early on, the knowledge curve moves to the left, ideally 
ahead of  the commitment curve, thus increasing our confidence in de-
sign decisions. The current research investigates the feasibility of  using 
crowdsourcing to shift the knowledge curve to the left by bringing initial 
user insights into the process sooner. The envisioned information from 
this fast, flexible tool can help guide early strategic decisions and sharp-
en the focus of  later, more expensive user research activities. 

Figure 1.3.  The design 

freedom versus 

commitment curves, 

familiar in systems 

engineering, highlight the 

knowledge gap early in the 

design process (Cooper 

2011) where problem 

specific knowledge 

lags behind the need to 

commit to decisions. 

Initial commitments have 

a lasting impact and are 

often costly to change, 

stressing the value to 

provide user information 

earlier in the process.

Figure 1.2.  “That squiggle 

of the design process” 

depicting the uncertainty 

in the initial stages of the 

design process  

(Newman 2006).
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Earlier User Information in the Design Process

The user research community has focused considerable effort on ac-
celerating user research.  Tools such as rapid software development, 
paper prototyping, and quick and dirty usability (Nelson 1992) show 
how initial research efforts focused on simplifying the effort or optimiz-
ing the number of  participants/users. Limiting participants reduces the 
workload and cost, which are both barriers early in the design process.

More recently, user research has turned to the Internet to decrease the 
time and expense of  information gathering through automated and 
asynchronous data collection. Early success has been found through 
the use of  distributed usability testing and digital surveys (Wickens et 
al. 2004). The adaptation of  creative techniques online benefits from 
online efficiencies and the integration of  digital media as stimulus or 
response, e.g. technology probes (Hutchinson et al. 2003), and online 
context mapping (Kaptein et al. 2009). These latter examples glean the 
type of  information desired in the formative stage of  the design pro-
cess, though implementation of  custom platforms requires additional 
time and expertise that may not be available early in the design pro-
cess. While a series of  recent books (Kumar 2012, Martin & Hanington 
2012, Boeijen et al. 2014) assemble functional method collections, there 
remains a gap of  fast and flexible tools to bring user information into 
the initial stages of  the design process and questions on how – if  at 
all – the low commitment inputs of  crowdsourcing could provide the 
desired insights.

User Information Needs in the Formative Stages of Design

As users and their environments are becoming more intertwined and 
dynamic in our increasingly connected world, the knowledge needs of  
designers are shifting to include inspiration, empathy, and understand-
ing (Sanders & Stappers 2008, Hagen & Robertson 2009). Successful 
design is being achieved by gathering deeper and richer information 
from users. Researchers seek to engage users in creative activities and 
increase their role in the design process. 

The landscape of  methods presented in Figure 1.1 includes several ex-
amples of  how deeper information is being accessed. Generative tech-
niques engage users in creative activities to unlock rich information 
(Sanders 2000). Lead User and Participatory Design methods increase 
the involvement of  select users by bringing them into the design process 
as experts (von Hippel & Katz 2002, Schuler & Namioka1993). Probes 
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work to evoke inspirational responses (Gaver, Dunne & Pacenti 1999). 
Meanwhile Mulder and Kort (2008) exploit emergent technologies for 
in situ evaluations of  user experience in context and leverage the ability 
to access more users in the daily context of  their lives. Tools such as the 
Personal Card Set (Sleeswijk Visser, van der Lugt & Stappers 2004) and 
Context Mapping (Sleeswijk Visser, Stappers, van der Lugt & Sanders 
2005) help personalize and communicate the rich user information to 
design teams. While these tools are able to deliver the deep and rich 
information valued in the formative stages of  the design process, they 
involve substantial time, effort, and expense making it difficult to pro-
vide the information in a timely manner.
 

	 1.2	 Introduction to Crowdsourcing
Among the seemingly endless variety of  online activities, applications, 
and services is a vast array of  socially driven, distributed, and participa-
tory activities (Figure 1.4). These activities are often referred to as social 
computing (Erickson 2013). They provide new and exciting ways for 
people to create and share knowledge and skills. Crowdsourcing rep-
resents one segment that continues to receive attention for its ability to 
organize and direct large numbers of  online participants to accomplish 
a wide variety of  tasks. By incorporating different forms of  online par-
ticipation, inherent in the expanding phenomenon of  social computing, 
crowdsourcing provides a unique structure for directing contributions to 
produce desired outcomes.
 
Jeff Howe coined the term “crowdsourcing” in a 2006 Wired Magazine 
article to distinguish the emerging trend of  online production platforms 
from traditional production models:

“Crowdsourcing represents the act of a company or institution taking 

a function once performed by employees and outsourcing it to an 

undefined (and generally large) network of people in the form of an 

open call.” ~ Howe, 2006

The fast, affordable, and flexible characteristics make crowdsourcing 
appealing as a new tool to gather insights from users to inform design. 

Although crowdsourcing is proving to be a powerful method for distrib-
uted production and problem solving, there remains confusion about 
what actually constitutes a crowdsourcing activity (Estelles-Arolas 2012, 
Shirky 2008). The term crowdsourcing is sometimes incorrectly attached 
to other online activities where crowds of  participants make contribu-
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tions: open source commons-based peer production or social networks 
(Sterling 2006). Open-source production (e.g. Linux, Wikipedia) can be 
distinguished from crowdsourcing by the lack of  explicitly defined tasks 
and rewards, instead individuals define their own contributions to add 
to or improve a central objective. Likewise contributions to social-net-
works (e.g. Facebook, Twitter) are individually defined and intended for 
social interaction, not production or extrinsic reward. While these relat-
ed activities have been used to observe users and mine data about users 
(Hossmann, Nomikos, Spyropoulos & Legendre 2011, Barbosa & Feng 
2010) they are not genuine crowdsourcing. While not examined in this 
research their distinctions provide a broader understanding of  online 
participation.

Figure 1.5 has been developed for the current research to visualize the 
basic crowdsourcing process and distinguish it from other online ac-
tivities. The visualization shows a requester who acts as the company or 
institution that has a task or function that needs to be accomplished. 
Through the use of  an online crowdsourcing application the requester 
posts a task in the form of  an open call. The open-call format parallels 
a performance audition that is open to anyone who wishes to tryout.  
In this sense, it is a request where “an undefined network of  people” 
(anyone on the platform) can see the task, and then decide if  they want 
to participate. Those members, also referred to as a crowd, independent-

Figure 1.4.  Social Web 

2.0 tag cloud (Wordle on 

Flicker by daniel_iversen, 

Creative Commons 

Attribution 2.0) depicting 

the wide variety of online 

social and participatory 

activities, applications, and 

services.

Figure 1.5.  A visualization 

of the crowdsourcing 

process depicting the 

online exchange of Task, 

Response, and Reward 

between the Requester 

and Crowd that distinguish 

crowdsourcing from other 

online activities.
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ly choose to participate (or not), submit their response or contribution via 
the Internet and receive the predefined reward.

Recognizing the desire to bring user insights into the formative stages 
of  the design process, and the potential for crowdsourcing to reach us-
ers quickly and easily, the current research will focus on combining the 
benefits of  user research with crowdsourcing to provide fast, abundant, 
flexible user research for design.

	 1.3	 Research Focus
Problem Statement

Users are a valuable source of  information and their insights provide es-
sential contributions to the design process. The ability to access and in-
corporate user information into the formative phases of  a design project 
helps ensure the conceptual and strategic level decisions are based on an 
understanding of  the users, their needs, and the context of  use. Current 
tools and techniques provide a vast array of  options for designers to 
access and engage users to elicit the desired information. Unfortunately 
the time-consuming and expensive process of  soliciting participants, 
conducting fieldwork, and interfacing with users, hobbles these tech-
niques. To help ensure user information is readily available, early in 
the design process, it is desirable for the designers and organizations to 
reduce the time and expense of  conducting user research.

Goal

The goal of  the current work is to combine the benefits of  user re-
search techniques with existing online crowdsourcing applications to 
allow designers to quickly, easily, and affordably bring information from 
users into the formative stages of  the design process. This research does 
not seek to replace or compare crowdsourcing to the valuable insights 
gained through face-to-face user research methods. Instead, the aim is 
to augment existing tools with a fast and flexible tool for the early design 
process to narrow the knowledge gap and focus the design process.

Research Question

In pursuit of  the preceding goal, the current research seeks to answer 
the following question.

How can designers combine the benefits of crowdsourcing 

with user research to bring information from users into the 

formative stages of the design process?
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This main research question is addressed through a series of  six studies, 
conducted in two phases, as shown in the readers guide (Figure 1.6). 
Each study was designed to address specific questions, perceptions, and 
differences to provide the insights necessary for designers to understand 
and utilize crowdsourcing as a user research tool. Since we are not seek-
ing to replace existing tools, we do not compare the quality of  crowd-
sourcing results to the results of  other user research tools. Within the 
chosen scope, phase I examines crowdsourcing in relation to common 
approaches of  information seeking and examines their benefits and 
limitations with regard to user research. The two studies in this phase, 
along with the literature review, provide the insights used to develop 
a framework and understand the crowdsourcing process. The second 
research phase includes four studies that examine the value of  crowd-
sourcing to initiate a user centered design in the design process. The re-
search questions in the second phase were largely derived in response to 
questions and skepticism expressed by designers and design researchers 
as detailed in Chapter 4, and serve as impetus to build our understand-
ing through exploration within each study.

An exploratory research approach was constructed (as detailed in 
Chapter 4) to guide the research process. The exploratory research ap-
proach was selected to provide opportunities to simultaneously build an 
understanding of  how the process changes and the underlying mecha-
nisms of  crowdsourcing as a user research tool.

Scope

The studies examine crowdsourcing as an online approach to pro-
vide designers with timely user insights to inform the design process. 
Specifically it focuses on existing crowdsourcing applications as tools to 
conduct user research for informing the formative stages of  the design 
process. It seeks a fast, abundant, and flexible means for designers to 
access information from users. The use of  existing platforms leverages 
the advantages of  a readily available and diverse crowd of  workers, and 
system support for creating and hosting the tasks to be performed.

	 1.4	 Research Approach
The studies use a mixed methods approach that combines aspects from 
three different research methods:  Action Research, Grounded Theory, 
and Design Research. The approach (as detailed in Chapter 4) was 
assembled to address the research questions, and to build a hands-on 
understanding of  crowdsourcing as a user research tool. Under this 
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umbrella, the first phase research phase (Chapter 3) works in concert 
with the literature review (Chapter 2) to provide the insights neces-
sary to develop a framework of  crowdsourcing (Chapter 4). The sec-
ond research phase (Chapter 5) applies a different combination of  re-
search methods to address the research questions specific to each study.  
The tools selected for data collection and analysis are described in the 
methods section of  each study and aim to examine the outcomes from 
different vantage points. Using a customized approach brings both 
breadth and depth of  information as a means of  answering the research 
questions and building hands-on insight while balancing the limitations 
or blind spots of  a single research method.

	 1.5	 Reader’s Guide
The research follows an exploratory process reflected in the chapter 
outline (Figure 1.6). First, the research begins with a review of  literature 
and practice to build a working knowledge of  current crowdsourcing 
activities. The knowledge gained is used to build a conceptual frame-
work that represents the crowdsourcing process. Phase I then conducts 
two studies that explore what happens when crowdsourcing is applied 
to user research. The findings are incorporated into the framework to 
reflect a designer’s viewpoint. The framework is then used as the foun-
dation for the studies in phase II, exploring the value of  crowdsourcing 
for designers. Each study explores different aspects of  the employment 
of  crowdsourcing for user research. The first six chapters focus on de-
tailing the research process, while Chapter 7 consolidates the results and 
presents a set of  guidelines for practitioners.

The current chapter defines crowdsourcing and the need to bring user 
research into the formative stages of  the design process. The goal and 
focus of  the research are defined, followed by an introduction to the 
exploratory research approach.

Chapter 2 presents an overview of  crowdsourcing literature, practice, 
and experience. This knowledge is incorporated into a framework that 
depicts the current understanding of  the crowdsourcing process and 
contributing factors.
Chapter 3 presents the first of  two research phases. The first phase con-
sists of  two studies in which we apply our knowledge of  crowdsourcing as 
a work production tool and examine what happens and how crowdsourc-
ing is accomplished for user research. The results make an initial link be-
tween familiar research tools and crowdsourcing, while providing insight 
into what changes when crowdsourcing is adapted for this new context.
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Chapter 4 consolidates the findings from phase I into the initial frame-
work (developed in chapter 2) expanding and adapting it into a frame-
work of  crowdsourcing as a means to conduct user research. The con-
ceptual framework serves as the foundation for each study and a means 
to structure the findings. Chapter 4 concludes with a summary of  the 
supporting research approaches.

Chapter 5 presents the second phase of  research studies. Each of  the 
four studies in phase II explores the value of  crowdsourcing for design-
ers. The studies in this phase examine different aspects of  crowdsourc-
ing as a user research tool. The results further inform the framework 
and provide insights into how practitioners could incorporate crowd-
sourcing into the early stages of  their design process.

Chapter 6 presents a refined framework based on the research findings 
from each study. The framework is followed by a discussion of  the im-
plications for research and the implications for design. Chapter 6 con-
cludes with a brief  discussion of  the limitations of  crowdsourcing user 
research as well as reflections on the research process, ethical concerns, 
and potential for future research.

Figure 1.6.  Outline of this 

dissertation
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Chapter 7 consolidates the research findings into a set of  guidelines and 
tips to support practitioners as they apply crowdsourcing to design proj-
ects. Chapter 7 concludes with an overview of  methodological issues, 
ethical concerns, and a glimpse into future research opportunities.

Next, Chapter 2 reviews the state-of-the-art in crowdsourcing literature 
and practice, distinguishing between different forms of  crowdsourcing, 
the demographics and motivations of  the crowd, and a brief  look at 
ethical concerns. The insights are consolidated into a framework of  
crowdsourcing, and defining the elements of  the process. Chapter 3 fol-
lows with the two studies in phase I.  
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	CHAPTER 2	 A Deeper 
		  Understanding of
		  Crowdsourcing

Before delving into the literature, this chapter examines eight common 
crowdsourcing applications and organizes them into four categories. 
These categories provide a view into the underlying process that dis-
tinguishes crowdsourcing applications from other online activities. The 
categories later support the selection of  applications to apply as a tool 
for user research. To date, literature largely focuses on who is in the 
crowd and what motivates them to participate. In addition, the litera-
ture continues to explore the bounds of  what is possible. These insights 
are often applied to optimize the speed and quality of  responses from 
the crowd. Chapter two concludes with the construction of  a frame-
work that consolidates and provides a visualization of  the crowdsourc-
ing process and sets the foundation for the forthcoming research.

	 2.1	 Distinguishing Four Types of Crowdsourcing
A review and exploration of  more than 40 crowdsourcing applications 
reveals a vast and growing diversity. I found it useful to group the var-
ious applications into categories by distinguishing six key elements. 
While these categorizations do not encapsulate all platforms, they help 
differentiate among four common types of  crowdsourcing: labor mar-
kets, problem solving, competitions, and idea markets. Categorization 
into these four types will also inform the construction of  a framework of  
the crowdsourcing process for user research (Chapter 4).

Table 2.1 (on the following pages) breaks down eight example appli-
cations. These eight were selected because they are active and repre-
sentative of  the four primary types of  crowdsourcing. The breakdown 
provides a brief  description of  six key elements of  crowdsourcing, 
which were identified in Chapter 1 (Application, Requester, Task, 
Crowd, Response, and Reward). In distinguishing these common types 
of  crowdsourcing, Table 2.1 also provides a glimpse into the diversity 
in crowdsourcing applications, from many simple tasks completed by 
many different people difficult tasks presented to a crowd in the hope 
of  receiving one viable response. Unlike Howe (2006, 2008) who makes 
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distinctions based on who participates, I adopted these categories with a 
focus on differentiating between what the crowd is being asked to con-
tribute. This distinction focuses on how the process is run and ultimately 
what the crowd produces, thus providing the designer a sense of  how to 
select and use a platform appropriate for their information needs. While 
researchers use a variety of  terms to categorize crowdsourcing applica-
tions, for this research the four types are defined as:

Labor Markets aggregate many small tasks, completed by many mem-
bers of  the crowd, into a single outcome (e.g., translating many sentenc-
es and combining them back into a translated book). 

Problem Solving focuses on accessing the crowd to find someone who 
solves a specific (often difficult) problem (e.g., developing a method to 
eliminate a toxic byproduct from a chemical process, or answering ques-
tions that do not have a searchable answer).

Table 2.1.  Eight example 

applications categorized 

into four common forms 

of crowdsourcing. The 

differences are most 

apparent in the tasks, 

types of responses, and 

how they influence the 

crowdsourcing process

Application Mechanical Turk 
mturk.amazon.com

iStockPhoto
istockphoto.com

InnoCentive 
innocentive.com

Aardvark
vark.com

Design Contests
hatchwise.com

Crash The Super Bowl
Doritos and Pepsi Max 
Commercial Contest

Threadless 
threadless.com

Quirky
quirky.com

Requester A company or researcher 
that needs access to 
a large on-demand 

workforce.

Designers and other 
people in need of inex-

pensive stock images for 
professional use.

Fortune 500 Companies 
seeking solutions to 

technical problems they 
have not solved internally.

Subscribed members of 
Aardvark.

Any company or organi-
zation seeking a logo.

Doritos Marketing 
Department

The Threadless T-shirt 
company and their com-

munity of T-shirt fans.

The Quirky Company.

Task(s) Large projects (e.g. 
transcription, photo tag-
ging, questionnaires) are 
divided into small Human 
Intelligence Tasks (HITs).

Submit photos and 
artwork to sell as stock 

images. No specific tasks 
assigned.

Find a solution to a 
difficult technical or engi-

neering problem.

Answer questions related 
to your expertise.

Submit professional 
quality logo designs.

Submit an ”Awesome” 
commercial for Doritos 

or Pepsi MAX.

Submit T-shirt designs. 
Comment and vote on 

designs. Refine your de-
sign based on comments.

Submit design ideas. 
Comment and vote on 
other ideas. Refine your 
idea based on the influ-

ence of others.

Crowd Many individuals with no 
identified expertise.  

40% American,  
40% Indian.

Photographers and 
graphic artists.

Technically competent 
individuals seeking a 

challenge or opportunity 
to share or develop their 

skills.

Subscribed members 
of Aardvark who self 

identify general topics of 
expertise

People with graphic 
design skills. Often stu-
dents and unemployed 

designers looking to use, 
develop, or share their 

expertise.

Creative people with 
interest in the Super 

Bowl, Doritos or making 
commercials. At least 

basic video production 
skills.

A community of people 
passionate about graphic 

design and T-Shirts.

A community of people 
with product ideas and 

“influencers” that want to 
bring new products into 

fruition.

Response Individually complet-
ed tasks that can be 

aggregated back into a 
complete solution.

Over 500,000 catego-
rized and searchable 

images  
for sale.

A solution to your 
problem.   

50% success rate

1 or more answers. A wide variety of logo 
options to choose from.

Many fully produced 
commercials to select 

from. Additional market-
ing buzz created by the 

contest.

Refined and vetted ideas 
with identified customers.

Refined and vetted 
product designs with 
identified customers.

Reward $0.01 - 0.05 
Higher pay often 

decreases quality of 
responses.

Most images sell for 
$0.24 - $24 depending 

on size. The creator 
receives 15% - 45% of 

each sale.

$10,000 - $1,000,000 
for a proven solution.

$0 
Helping others in 

exchange for answers to 
your own questions.

$100 - $500 
for a winning design.

Top 10 receive $25k,
Top 6 will be played 

during the Super Bowl. 
#1 receives $1,000,000 
#2 receives $600,000 
#3 receives $400,000 

$2000 + $500
Threadless gift card for a 

design that is printed.

30% of direct retail profits 
+ 10% of indirect profits 
go to the participants. 

The idea originator 
usually gets 35% of this, 

the rest is divided among 
influencers.

Type of CS Labor Market Labor Market Problem Solving Problem Solving Competition Competition Idea Market Idea Market
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Competitions allow an optimal solution to be selected from a variety of  
responses (e.g., a new organization wants a logo, they offer a prize for 
the best design, once a number of  alternatives are submitted a winner is 
selected and awarded the prize).

Idea Markets combine the skills of  different people through a collabora-
tive process of  idea generation and refinement (e.g., a product idea for 
reducing in-home water usage is submitted, the idea is discussed and 
refined to make it more appealing to customers and easier to produce).

Differentiating among the different types of  crowdsourcing allows the 
requester to identify applications that leverage the crowd in different 
ways (be it competition or numerous inputs from a diverse audience) 
and ultimately select an application capable of  producing outcomes 
that meet specific needs. In general it is the size and complexity of  the 
tasks that drives different reward structures to motivate participation 

Application Mechanical Turk 
mturk.amazon.com

iStockPhoto
istockphoto.com

InnoCentive 
innocentive.com

Aardvark
vark.com

Design Contests
hatchwise.com

Crash The Super Bowl
Doritos and Pepsi Max 
Commercial Contest

Threadless 
threadless.com

Quirky
quirky.com

Requester A company or researcher 
that needs access to 
a large on-demand 

workforce.

Designers and other 
people in need of inex-

pensive stock images for 
professional use.

Fortune 500 Companies 
seeking solutions to 

technical problems they 
have not solved internally.

Subscribed members of 
Aardvark.

Any company or organi-
zation seeking a logo.

Doritos Marketing 
Department

The Threadless T-shirt 
company and their com-

munity of T-shirt fans.

The Quirky Company.

Task(s) Large projects (e.g. 
transcription, photo tag-
ging, questionnaires) are 
divided into small Human 
Intelligence Tasks (HITs).

Submit photos and 
artwork to sell as stock 

images. No specific tasks 
assigned.

Find a solution to a 
difficult technical or engi-

neering problem.

Answer questions related 
to your expertise.

Submit professional 
quality logo designs.

Submit an ”Awesome” 
commercial for Doritos 

or Pepsi MAX.

Submit T-shirt designs. 
Comment and vote on 

designs. Refine your de-
sign based on comments.

Submit design ideas. 
Comment and vote on 
other ideas. Refine your 
idea based on the influ-

ence of others.

Crowd Many individuals with no 
identified expertise.  

40% American,  
40% Indian.

Photographers and 
graphic artists.

Technically competent 
individuals seeking a 

challenge or opportunity 
to share or develop their 

skills.

Subscribed members 
of Aardvark who self 

identify general topics of 
expertise

People with graphic 
design skills. Often stu-
dents and unemployed 

designers looking to use, 
develop, or share their 

expertise.

Creative people with 
interest in the Super 

Bowl, Doritos or making 
commercials. At least 

basic video production 
skills.

A community of people 
passionate about graphic 

design and T-Shirts.

A community of people 
with product ideas and 

“influencers” that want to 
bring new products into 

fruition.

Response Individually complet-
ed tasks that can be 

aggregated back into a 
complete solution.

Over 500,000 catego-
rized and searchable 

images  
for sale.

A solution to your 
problem.   

50% success rate

1 or more answers. A wide variety of logo 
options to choose from.

Many fully produced 
commercials to select 

from. Additional market-
ing buzz created by the 

contest.

Refined and vetted ideas 
with identified customers.

Refined and vetted 
product designs with 
identified customers.

Reward $0.01 - 0.05 
Higher pay often 

decreases quality of 
responses.

Most images sell for 
$0.24 - $24 depending 

on size. The creator 
receives 15% - 45% of 

each sale.

$10,000 - $1,000,000 
for a proven solution.

$0 
Helping others in 

exchange for answers to 
your own questions.

$100 - $500 
for a winning design.

Top 10 receive $25k,
Top 6 will be played 

during the Super Bowl. 
#1 receives $1,000,000 
#2 receives $600,000 
#3 receives $400,000 

$2000 + $500
Threadless gift card for a 

design that is printed.

30% of direct retail profits 
+ 10% of indirect profits 
go to the participants. 

The idea originator 
usually gets 35% of this, 

the rest is divided among 
influencers.

Type of CS Labor Market Labor Market Problem Solving Problem Solving Competition Competition Idea Market Idea Market
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from the crowd. Understanding these differences also provides a lens to 
interpret the research literature and later inform the construction of  a 
framework of  the crowdsourcing process. Next we look at what litera-
ture can teach us about the crowdsourcing process.

	 2.2	 Research on the Crowd
To date research on crowdsourcing has primarily focused on who is 
in the crowd and what motivates them to participate, often while ex-
perimenting with what the crowd can produce. These insights are fre-
quently applied to optimizing speed and quality of  responses (Poetz 
2012). Literature also examines how participants select tasks (Chilton et 
al. 2010) and the challenges of  organizing crowdsourcing communities 
(Chi 2010). The growing variety and diversity of  the tasks and platforms 
documented in literature is testament to the flexibility and versatility of  
crowdsourcing. 
Figure 2.1 provides a landscape of  the research themes from literature. 
Following the landscape is a discussion of  crowd demographics, motiva-
tions, and ethical concerns of  crowdsourcing. The demographics of  the 
crowd provide insight into who is likely to respond. Since a person’s mo-
tivations for responding can have an impact on the quality of  their re-
sponse, understanding motivations will help in the future development 
of  tasks. Chapter 2 concludes with the development of  a crowdsourcing 
framework. The framework provides a view of  current crowdsourcing 
process, and serves as a foundation for Chapter 4 where it is reframed 
into a tool for conducting user research.

Demographics of the Crowd

In user research, considerable time is often spent recruiting specific par-
ticipants. In crowdsourcing, a crowd of  potential participants is readily 
available; however, the participants choose which tasks to complete. To 
make use of  this juxtaposition for user research it is first beneficial to 
understand who is and is not in the crowd. Understanding who is in 
the crowd will assist the designer in selecting an application, addressing 
the crowd, and motivating participants to respond. Fortunately, there is 
a considerable body of  literature that has studied who participates in 
crowdsourcing.
The crowds who contribute are subsets of  the “Internet elite” (Brabham 
2008). The elite are people who participate online, both as consumers 
and contributors, in a wide array of  online activities. This large and 
diverse group mimics the demographics of  the general population, but 
with some notable differences. The Internet elite tend to be younger, 
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more educated, more international, and highly active online (Brabham 
2008, Lakhani & Panetta 2007, Ross et al. 2010). The distribution of  
household incomes is on par with the general US population (Ipeirotis 
2008), though this seems to be less generalizable across platforms. These 
demographics are evidence that participation is tied to people that have 
spare time and NOT constrained to those seeking incomes (Ipeirotis 
2008 & 2010, Evans & Chi 2009). This decoupling from an income 
source lends insight into the motivations for participation discussed in 
the next section. Aside from generalizations across platforms, each ap-
plication tends to attract a different crowd with unique characteristics. 
Literature provides demographics for popular applications (MTurk.
com, InnoCentive.com, iStock.com, and Threadless.com).

Amazon’s Mechanical Turk is by far the most studied population, and 
boasts a diverse registered crowd of  more than 500,000 workers in 190 
countries (MTurk.com). The crowd is closely aligned to the US popu-
lation of  Internet users, though they do tend to be younger (80% un-
der 35 years old), educated, and female (60%). They also have smaller 
families, and slightly lower income distribution (Ipeirotis 2008 & 2010, 
Evans & Chi 2009, Ross et al. 2010, Kaufmann, Schulze & Veit 2011). 
There is also a diverse mix of  professional sectors (education, finance, 
health, government, etc.) and job roles (manager, assistant, CEO, cus-
tomer support, etc.) (Evans & Chi 2009). More recently MTurk has seen 
an increase in Turkers from India, which has steadily grown from 8% 
to 36%. Indian Turkers tend to be younger (average age 28 versus 35 
in the US), male (65-75%), and more educated (70% have a bachelor’s 
degree or greater) (Ipeirotis 2010, Ross et al. 2010). While this large 
population likely contains the desired knowledge, it may be difficult to 
target specific members of  the crowd.

Figure 2.1.  A landscape of 

crowdsourcing literature, 

grouped into the major 

research themes. Research 

has largely focused on 

who participates, why they 

participate (motivations), 

and assessing and 

refining response quality. 

These studies cover 

a wide assortment of 

tasks and topics across 

various crowdsourcing 

applications.
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InnoCentive specializes in hosting difficult problems and offers large prize 
money for solutions ($5,000-$1 million). The crowd on InnoCentive 
has grown from 80,000 scientists in 150 countries (Lakhani, Jeppesen, 
Lohse, & Panetta 2008), to 250,000 from over 200 countries in 2011 (in-
nocentive.com 2011). Lakhani, et al. (2008) found that 65.8% of  solvers 
hold a doctorate. The challenges on InnoCentive.com include many 
specialized technical topics including chemistry, biology, engineering, 
and manufacturing. Lakhani’s research into how and who wins, shows 
that solvers often have expertise in more than one topic and anecdotally 
fit the image of  tinkerers and inventors. These innovators also demon-
strate that the answer may lie outside the expected domain.

iStockPhoto is a popular repository for photographers (who meet com-
munity imposed standards of  quality) to post their images for sale. 
Demographics outline the population that is primarily male (65%), 
married (50%), white/non-Hispanic (88%), North American (54%), 
European (33%), upper-middle-class (74% indicating “wealthy” or “able 
to pay bills with extra money to save”), educated (63% have bachelor’s 
degree or greater) (Brabham 2008). In addition contributors are NOT 
professional photographers. Only 3.9% identify themselves as profes-
sionals or designers. Other occupations include self-employed (30%), 
professional/technical (28%), and student/professor (8%). This profile 
fits in the category of  elite Internet users who participate and contribute 
online with an observable skill in photography. Sites that require specific 
skills may provide a more focused crowd; however, they may not provide 
an ideal structure to generate responses desired for user research.

Threadless is a T-shirt company that relies on a crowd to contribute and 
select new shirt designs for them to sell. While only minimally studied, 
this active community is divided into designers (40%) who upload new 
graphic designs and a larger group of  enthusiasts (60%) who engage 
with designers by commenting on designs, purchasing, and contributing 
to the blogs. These enthusiasts do not feel they have the necessary skills 
to express or create their own designs (Brabham 2010, Fletcher 2006). 
The enthusiast population tends to be young (18 to 30 years old) and 
evenly distributed between male and female. This division in the crowd 
is seen in other applications and may help in directing activities to the 
appropriate subset within an application’s crowd.

Crowds contain both committed contributors and transient contribu-
tors. Other researchers refer to these groups in different ways and indi-
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cate that the underlying motivations are different, but do not indicate 
how they differ: streakers and samplers (Heer & Bostock 2010), light-
weight and heavyweight (Haythornthwaite 2009), short and long term 
contributors (Huberman et al. 2009). Although there is limited data, 
long time workers, especially in micro task markets, often subdivide into 
different groups. Some stick with a specific company (develop trust, fa-
miliarity with task type/structure), others stick with a specific type of  
task (translation, surveys, link checking, etc.), while others participate in 
a variety or select a few ‘interesting’ tasks.

Considering these examples, we build a sense of  how tasks and the de-
sign of  different applications influence not only what is produced, but 
also who is attracted to participate and what patterns for participation 
they follow. With this in mind we can more purposefully select appli-
cations that are likely to attract people with the skills and knowledge 
that benefit our user research endeavors. The size and diversity of  the 
various crowds make it likely that the people or expertise we seek is 
available.

Motivations of the Crowd

Understanding the motivations of  the crowd is essential to understand-
ing why and what people choose to contribute. This insight can help 
design tasks that generate quality responses from appropriate users. 
Throughout literature the motivations driving participation in crowd-
sourcing are coupled to the quality of  the responses. Insight into who 
is participating in the crowd is helpful in understanding the potential 
knowledge and skills available. More interestingly, knowing why people 
choose to participate allows us to more effectively communicate our re-
quest and entice participation to receive a desirable response. Leimester 
and Huber (2009), in developing an ideas competition platform, suggest 
that supporting user motivations is necessary to stimulate both activa-
tion and participation in crowdsourcing activities. Knowing why people 
participate helps us design an attractive task. 

Motivations are a mixture of  several intrinsic and extrinsic factors, and 
unique to each individual and situation. Think about all the reasons 
why people participate in hobbies, games, philanthropy, and employ-
ment. Add to this the motivations and desires behind socializing and 
being part of  a community and you uncover motives for joining crowd-
sourcing activities. Fortunately, there are some underlying trends that 
can help direct our efforts as we design and host crowdsourcing tasks. 
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Research on the motivations involved in crowdsourcing fall into three 
general segments:  economic optimization, individuals’ motivations on 
a specific service/application, and non-monetary motivations associat-
ed with “open” participation.

Economic Optimization (Speed and quality)

Research on economic optimization seeks to balance the quantifiable el-
ements of  monetary rewards and speed against the accuracy or quality 
of  responses. In other words:  What is the lowest reward that produces a 
fast and accurate response? One study examined Task.cn a Chinese “all 
play auction” site (more commonly known as an online contest) that al-
lows many participants to compete for a single prize. Ignoring all other 
factors, the results clearly showed that larger rewards generated more 
participation, both in terms of  number of  participants and average 
number of  submissions per participant (DiPalantino & Vojnovic 2009). 

Other studies seek a “sweet-spot” for paying workers on Amazon’s 
Mechanical Turk. Using an image labeling game, Feng, Besana & Zajac 
(2009) found that a payment of  $0.05 optimized both speed and quality 
(agreement with expert labels). Based on the task times this equated to 
an hourly wage of  $4.39. The results also demonstrated that paying 
more increased speed, but had a negative effect on quality. While this 
may seem counter intuitive, higher wages attract spamming and satisfic-
ing, meaning that workers will try to collect the big reward without hon-
estly completing the task. This was confirmed by later studies (Kapelner 
& Chandler 2010). At the optimized reward, the non-expert labels had 
a 90-96% agreement with expert labels. 

A similar study also using Mechanical Turk varied both pay (reward) 
and difficulty in the classic speed/accuracy task of  using a mouse to 
click back and forth between two changing target objects (Fitts 1954). 
Using this task, Horton and Chilton (2010) found that less pay produced 
less work, while longer tasks did not reduce work, indicating that once a 
participant committed to a task they generally completed it. They also 
found that on repeatable tasks many workers seemed to work toward 
target earnings. Using a series of  different conditions they calculated a 
‘reservation wage’ of  $1.38/hour. The significant disparity on optimal 
wages between the two studies raises the question of  what other factors 
affect worker participation and motivation.
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Motivations Specific Platforms

A few studies have used surveys and interviews to gain an understanding 
of  worker motivations on different platforms. One of  the first studies on 
crowd motivation, often called the “solvers survey” queried participants 
on Innocentive.com, a well-known site for difficult research and devel-
opment problem solving (Lakhai, Jeppesen, Lohse & Panetta 2008). 
Using an online survey into demographics (as described above), they 
also surveyed reasons for participation. They found that the three key 
motivators were: enjoyment solving a tough problem, the desire to win 
a reward, and having available time. In a related interview, Innocentive.
com CEO Dwayne Smith said:  “They want to work on problems that 
matter.” Marc Hodosh (x-prize of  Genomics) said:  “If  you get the pub-
lic to cheer on scientists like they do runners during a marathon you’ll 
get this moving.” Hodosh referred to President Obama’s call to increase 
the use of  incentives and contests to stimulate technology innovation 
(Maxman 2010).

A study of  the crowd at iStockPhoto.com showed the most common 
reported motivations were making money, improving photography 
skills, seeking a creative outlet, and fun/enjoyment (Brabham 2008). 
In a separate study, Brabham (2010) found similar results when study-
ing participants at Threadless.com, the user designed T-shirt company. 
Top motivations were the opportunity to make money, develop creative 
skills, potential to freelance, and love of  the community. A number of  
participants also stated they had an addiction to the community on 
Threadless.com, with behaviors similar to behaviors exhibited by peo-
ple committed to a hobby.

Going beyond monetary rewards, we see analogous motivation struc-
tures in areas related to crowdsourcing that lack of  monetary rewards. 
In open development sites like Linux and Wikipedia (Haythorthwaite 
2009) and virtual communities like parenting blogs and enterprise social 
media (Huberman, Romero & Wu 2009, Curran et al. 2009), motiva-
tions emphasize recognition, reputation, and intrinsic rewards of  skills 
development/sharing and contributions to meaningful projects.

In her dissertation, Irma Borst (2010) combines several of  these ideas 
on motivation as it relates to both participation and performance. She 
presents a model of  the combined effects of  rewards and other motiva-
tions on voluntary behavior. The results demonstrate how the lack of  
monetary rewards can have a strong positive effect on participation and 
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performance (quality and quantity), assuming you can effectively acti-
vate intrinsic and other non-monetary rewards. When people perceive 
a task to be meaningful and personally rewarding, they are more likely 
to participate and do a good job. Examples that demonstrate this idea 
are Linux, wiki projects, Fold It (Khatib 2011), and Galaxy Zoo (Lintott 
et al. 2008). Each of  these examples offers no monetary reward, and 
derive quality from the participants’ desire to contribute their skills to a 
project they find meaningful or valuable. 

These insights into motivation provide a foundation for requesters to 
use crowdsourcing more effectively. Understanding that it is necessary 
to balance and incorporate motivations into the task increases the likeli-
hood of  reaching workers and producing desired outcomes.

	 2.3	 Ethical Concerns
Ethics and legal concerns are important and widely discussed topics, 
often mentioned in research and debated in blogs, but remain relative-
ly unstudied in crowdsourcing literature. The biggest concerns are the 
abuse of  workers (inappropriate/illegal tasks, underpayment/“slave la-
bor”), job loss and reduced quality of  work (professional photography, 
graphic design, coding/programming), ensuring regulatory require-
ments (e.g. Institutional Review Boards, Information Protection Policy) 
are met to protect private or sensitive information, and unclear intellec-
tual property rights.

From a legal perspective, Intellectual Property (IP) rights are relatively 
straightforward. When a worker submits a response to a task and then 
receives the agreed upon compensation, IP transfers to the requester. 
Simply put, if  you pay for it, it is yours. In practice this usually means 
that if  a submission is rejected and not paid, the response cannot be 
used and ownership remains with the creator. However, IP may be de-
fined differently in the user agreement signed when creating an account 
for a specific crowdsourcing application. For example, when companies 
host their own competition, it is common for IP of  all content submit-
ted transfers to the company as part of  the contest rules. There remain 
areas that are less defined and vary between applications, such as sub-
missions that are submitted without expectation of  compensation (e.g. 
product reviews). The marketing value of  user reviews and contest sub-
missions is significant, and ownership of  these ideas is not always clear 
to participants (Witla 2009). While there is a general standard of  paid 
ownership, details and differences are usually spelled out in the “terms 
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of  use/service” that you must agree to when signing up to participate. 
In addition to legal ownership of  ideas, the intellectual labor of  crowds 
is more valuable than the awards paid to winners (Brahma 2008b). 
However this free labor is not slave labor as there is no evidence that 
anyone is forced to participate (Witla 2009). This imbalance between 
pay and effort can be explained by the diversity of  motivations dis-
cussed previously, pay is not the only or even primary motivation.

Of  specific concern in the research community is the protection of  pri-
vate information, participant and patient confidentiality, and Personally 
Identifiable Information (PII) in accordance with IRB (Institutional 
Review Boards) and HIPAA (Health Insurance Portability and 
Accountability Act) regulations. Most crowdsourcing websites are de-
signed as labor markets and communities of  engagement. Therefore, 
limited attention is given to protecting privacy and many sites inten-
tionally and explicitly identify people and their contributions, for the 
purpose of  giving credit and making connections. Most crowdsourcing 
applications allow people to use an alias or worker ID and expressly 
prohibit the collection of  PII (birth dates, tax identification numbers).

Illegal activities are a growing concern especially in the micro tasks mar-
kets where “click fraud” is occurring. Tasks are posted asking workers 
to post false product or restaurant reviews or to increase web traffic. 
Workers have an ethical responsibility to avoid and report illegal tasks; 
however, it can be difficult to distinguish between legitimate and illegal 
tasks (e.g. transcribing a CAPTCHA for test or research purposes, or 
click fraud).

Finally, a lot of  online discussion and concern stems from professionals’ 
fear of  losing jobs or clients and diminishing their professions (graphic 
designers and professional photographers). The new online labor mar-
kets now allow non-professionals to participate and at far lower wages 
than professionals charge. Currently there is no evidence for either lost 
jobs or reduced quality in the market place. In practice, the opposite 
appears to be true in the emergence of  a new semi-pro, low-cost market 
for design and photography work.

Each of  these ethical concerns is an important consideration and it is 
the responsibility of  the host applications, requesters, and workers to 
ensure a safe and fair working environment for all. While ethics is not 
among our research topics, we do maintain an awareness and obligation 
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to conduct ourselves ethically. Fortunately, the social nature of  crowd-
sourcing applications creates a self-policing effect where the crowd nat-
urally shuns inappropriate actions and hosts encourage participants to 
report those who breach the terms of  service. A reflection on ethics as 
experienced throughout this endeavor is included in the final chapter.

	 2.4	 Building a Framework of Crowdsourcing
The insights gained though my informal participation and literature 
review (sections 2.1 and 2.2) informed my understanding of  the under-
lying processes within crowdsourcing. In Figure 2.2 I use this knowl-
edge to expand the initial visualization (left) into a detailed view of  the 
interactions among the requester, platform, and crowd. The resulting 
framework shows each of  the elements in the process and how they 
interact as a model for production. The goal of  the formwork is to serve 
as an initial foundation to explore the use of  crowdsourcing as a means 
to conduct user research.

A Crowdsourcing Framework

Figure 2.3 presents a framework of  the crowdsourcing process.  
It incorporates the elements identified from literature regarding: who is 
in the crowd; their knowledge, skills and motivations; the effects of  different 
task characteristics (task description and enticements) on participation; and 
ultimately producing a desired result from the responses. In addition we 
see that the role of  the requester goes beyond just outsourcing work. 
They are able to influence the process in a variety of  ways. This new 
framework provides a comprehensive view of  current practice and re-
search, and serves as a foundation for Chapter 4 where it is reframed 
into a tool for conducting user research.

Figure 2.2.  The initial 

visualization (left) of 

crowdsourcing is expanded 

into a framework of 

crowdsourcing as a 

production model (right). 

The expanded framework 

incorporates different 

elements as identified in 

literature; calling out the 

specific knowledge skills 

and motivations in the 

crowd, enticement that 

accompanies the task 

description, a feedback 

loop often incorporated 

into the applications, and 

a result.
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The following list describes each element and its role in the crowdsourc-
ing process (Figure 2.3 above).

1.	 The crowdsourcing application is the heart of any online crowd-
sourcing process and acts as the intermediary platform between the 
requester and the crowd. While a wide variety of applications fit the 
framework above, each is unique. In differentiating their specialties, 
each application constrains the type, size, and structure of the tasks 
they support, creating norms and expectations for both the requester 
and the crowd that participates.

2.	 The requester plays the primary role in the crowdsourcing process. 
The requester selects the application, defines the task, reviews 
responses, provides feedback, and distributes the reward(s). Because 
these responsibilities reside inside the chosen application, a successful 
outcome is contingent upon understanding and working within 
the norms and expectations of the application. Fulfilling the role 
of the requester appropriately is essential to obtaining the desired 
information.

3.	 The task description specifies what is being requested from members 
of the crowd and generally includes embedded rewards (intrinsic and 
extrinsic). The task description is the primary communication from 
the requester to the crowd and will influence how the crowd responds 
(quantity, quality, and speed of responses).

4.	 The enticement is an integral part of the task description used to 
motivate participation. This is where the reward for participation is 
defined, primarily as monetary rewards. However, the requester should 
also consider other motivating factors, both explicit and intrinsic.

5.	 The crowd on each application shows discernible characteristics, for 
any given task only a subset of that crowd will see and then choose to 
respond. This research is focused on the number of participants, their 
demographic composition, and their motivations for participation. 

Figure 2.3.  A Framework of 

the Crowdsourcing Process 

as a production model. 

The lighter (grey) elements 

remain unchanged from the 

original visualization while 

the black elements were 

added to build a holistic 

representation of current 

practice. Each element is 

clearly defined below.
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Understanding the composition of the crowd helps in selecting a 
platform and in creating suitable tasks that achieve the desired result.

6.	 The knowledge and skills inherent in any given crowd shift in 
accordance with the application and the typical tasks requested. 
Research indicates that the background and expertise is more diverse 
and deeper than expected. When choosing an application the requester 
should consider if that application’s crowd is likely to include the 
desired expertise.

7.	 The motivations of participants in crowdsourcing have received 
a lot of attention. The research has explored why people choose 
to participate, how they select tasks to contribute to, and the 
resulting effects on response quality. While the explicit rewards are a 
motivational factor, research shows that the enjoyment of a challenge 
and the ability to contribute also play a significant role. This indicates 
that multiple factors come into play when deciding how to motivate 
participation.

8.	 The responses are the efforts of individual crowd members to 
complete the task. Research into responses has primarily focused 
on increasing the speed and quality. Improvements are seen when 
balancing rewards with perceived effort, using clear wording in the 
task description, and the use of quality assurance mechanisms.

9.	 Most crowdsourcing applications have a feedback mechanism built 
into the platform. Literature into motivations identifies praise and 
constructive criticism as a form of non-monetary reward, especially 
for competitions where only one participant gets rewarded. In 
competitions, feedback is also used to encourage refinement of 
promising submissions. How-to guidance on many platforms also 
encourages this from requesters. Feedback is also used to explain why 
a response will not receive a reward.

10.	Rewards are paid to responses as defined in the task description/
enticement. Research shows that rewards influence the speed and 
quality of responses, and can be optimized (too small, no attention 
or responses; too big, spam and reduced quality). Additionally, 
rewards can include non-monetary compensation such as winning 
a competition, enjoying a challenge, helping a cause, or receiving 
gratitude and praise.

11.	 The result is the cumulative outcome of the crowdsourcing event. The 
individual responses often need to be processed, cleaned, selected, 
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	 or aggregated to reach a result to meet the initial need. The final step 
should be planned and incorporated into the initial task to simplify 
post-processing and produce a desired result.
 
In both crowdsourcing practice and literature, prodigious attention is 
placed on three aspects of  the process: the task description (including 
reward structure), the crowd (demographics and motivations), and the 
responses (speed and quality).  

The task description is the cornerstone of  the process. The task needs to 
be clear, proportional to the reward(s), and account for the norms and 
expectations of  the platform and its crowd. A vague or confusing task 
will receive limited, inappropriate, or difficult to process results. The 
same is true for imbalanced or nonconforming tasks. The next chap-
ter presents the first two studies (phase I) that were conducted to build 
knowledge and experience of  the crowdsourcing process while explor-
ing the relationship of  crowdsourcing to familiar information seeking 
activities. Then in Chapter 4, the studies of  phase I are combined with 
insights from the literature review in this chapter to reframe crowd-
sourcing into a tool for user research. The resulting framework connects 
current use to user research, highlighting differences in the process and 
providing the foundation for the remaining research studies.
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	CHAPTER 3	 Phase I - Studies
This first phase of  studies seeks to gain hands-on experience with crowd-
sourcing and develop an understanding of  its potential connection to 
user research. The two studies presented in this chapter explore the use 
of  crowdsourcing in relation to familiar information gathering methods. 
The research questions for each study were derived to illuminate the 
underlying process of  crowdsourcing, while simultaneously addressing 
skepticism expressed by designers in early conversation about its fit in 
the design process. 

The first study gathers images from four sources that range from simple 
web search to crowdsourcing with varying levels of  crowd participation. 
This explores how the process and results of  different but related sourc-
es compare to one another. The second study uses an off-line crowd 
to explore the relationship between motivation and responses from a 
known crowd of  participants to the reported motivations of  anonymous 
online crowds. In the next chapter, the insights from these studies are 
combined with knowledge from literature to reframe the crowdsourcing 
process into a tool for user research.

	 3.1 - Study #1: 	 Crowdsourcing vs. Web Search

Designers’ skepticism: “Why wouldn’t I just search the internet for 

user information? How is this any different?”

This first study in phase I explores differences between crowdsourcing 
and web search as sources of  user information for design. Increasing 
participation in social web applications (O’Reilly 2005), including var-
ious forms of  crowdsourcing, provides a venue for people to contribute 
to and access a wide variety of  user-generated content. These activi-
ties open up new opportunities to access user-generated information.  
By exploring the use of  four different online sources for images (MTurk, 

Google Images, iStockPhoto, and Flicker) this 
study seeks to highlight the differences in how 
designers view the results as well as the process 
of  gathering images for providing user infor-
mation. This study examines the differences 
between these sources of  online image collec-
tion for informing and inspiring the formative 

This study is based on the following publication:

Tidball, B., Mulder, I. & Stappers, P.J. (2011). 

Inspiring Design: Exploring online sources of 

user-generated information. In Proceedings of 

CHI Sparks 2011, Arnhem, NL, June 2011. 
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stages of  a user centered design process. The results emphasize the dis-
tinct characteristics of  each source, the designers’ preferences, and the 
value of  the crowdsourcing process. 

Research Questions

•	What distinguishes crowdsourcing from web search as a source of  
user information for design?

•	 What sources do designers experience as more appealing to inform design?
•	 What characteristics make the results from one source more appealing to designers than 

another source?
•	How does the role of  the crowd affect the perceived value of  the images?

As described in Chapter 2, crowdsourcing is a fast, flexible, and inex-
pensive method to outsource work. In the context of  user research, the 
speed and economy of  an online and hands-off approach provokes ques-
tions of  how it differs from searching the web. The act of  “Googling” 
has become a natural part of  the information seeking process in design; 
why go to the added effort of  crowdsourcing? In Chapter 1 the dif-
ferences between crowdsourcing and other online activities have been 
defined. The most notable difference is the participation of  the crowd. 
However, it is similar to web search in that the searcher enters a que-
ry and receives results from sources or persons not directly known to 
them. This similarity obscures underlying differences between the two 
processes as they relate to conducting user research. Figure 3.1 depicts 
the differences in participation between web searches, photo sharing 
services, and crowdsourcing.

Context

This study was conducted as an experiment where pictures were gath-
ered from four online sources. The pictures were gathered on the pre-
text of  informing and inspiring designers on the topic of  “family sus-
tainable living,” a popular topic in design and in society. 

Figure 3.1. The differences 

in how the source 

influences the results of 

online user information 

gathering, this study 

looks at three sources 

that primarily differ 

in why and how the 

content is provided to 

the requester: general 

web content, content on 

a specific services, and 

crowdsourcing content 

provided in response to 

a task.

Web Search                             VS.                          Photo Service                             VS.                          Crowdsoursing



39

The four applications are a source of  insight into the everyday lives of  
people, analogous to cultural probes (Gaver, Dune & Pacenti 1999). The 
four sources were selected because they accumulate content in different 
ways, utilizing varying types of  crowd involvement.

MTurk uses crowdsourcing to collect inputs from an on-demand work-
force in response to a task or request. In this case they were asked to 
“Please upload a photo of  something you do to live sustainably.” Each 
person received $0.05 per contribution (Figure 3.2).

Google Images searches out any image on the Internet based on algo-
rithmic relevance to the search terms. In this case the crowd is technical-
ly everything that is online, though results will emphasize images from 
sites that optimize for search-ability. 

iStockPhoto is a repository and storefront to buy and sell stock imagery. 
Primarily amateur photographers populate the site with images and sell 
the rights to use them. The crowd of  photographers is supplying the im-
ages with the hope of  being paid, but not in direct response to a request. 
Designers are familiar with iStockPhoto as a relatively inexpensive and 
readily available source of  imagery for graphic and web design.

Flickr is an online community designed to “Share your photos. Watch 
the world.” (Flickr.com). Images are contributed by people interested in 
openly sharing and commenting on photographs for non-commercial 
reasons. A crowd is supplying the images for purely social reasons, with 
no intent of  receiving financial compensation.

Figure 3.2  Screenshot 

of the task preview, 

just before posting the 

task, showing the set 

up parameters and task 

description posted as a 

HIT (Human Intelligence 

Task) on MTurk.



40

Flickr - Interesting: During data collection a second set of  images was 
collected from Flickr using the “interesting” filter. This filter brings im-
ages that have received the most attention (comments, likes, shares) to 
the top of  your search query. In this way the crowd has not only sup-
plied the images, but has identified the ones they like best or find most 
interesting.

Method

To explore the differences and perceived values of  these online sources 
of  user information, this study was conducted in two segments. First, 
image sets were harvested from the four sources, documenting differ-
ences in the process and experience. Second, six designers of  varying 
experience were asked to explore and discuss the image sets. These ac-
tivities were based on the scenario:  “Design a product to help families 
live more sustainably.” 

Harvesting the Images

The aim was to gather 40 images from each of  the 4 sources: MTurk, 
Google Images, iStockPhoto, and Flickr x2. An assignment was created 
on MTurk to gather responses from the crowd while images were col-
lected from the other sources. The assignment was created on MTurk 
using the standard “file upload template.” The HIT asked people to 
“Please submit a picture of  something your family does to live sustain-
ably.” The HIT offered $0.05 per upload and allowed only one upload 
per participant, with no other filters or qualifications. Table 3.1, pro-
vides an overview of  the setup and parameters used in collecting the 
image sets along with general data about the responses. In 3.5 days the 
HIT was completed and the 40 requested pictures were retrieved (see 
Figure 3.3 in the results). 

Images from the other sources (Google Images, iStockPhoto and Flickr) 
were collected using the default search function on each homepage us-
ing the search terms “family sustainable living.” The first 40 images 
were captured from each source (see Figures 3.3-3.7). While gathering 
images, Flickr offered three filter options (relevant, recent, and interest-
ing). The default was “relevant” (Figure 3.6), “recent” had little effect 
on this particular query, while the “interesting” filter produced a differ-
ent set of  results. As this was an explorative study, a second set of  images 
was gathered from Flickr using the “interesting” filter (see Figure 3.7). 
“Interestingness” is determined by a variety of  factors including num-
ber of  views, comments, shares, and tags a photo receives (Flickr.com).
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Crowdsourcing Search

Application(s): MTurk Google, iStock, and,Flicker

Title: Submit a Photo na

Task: “Please Submit a picture of something your family 
does to live sustainably.”

Search,Terms: ”Family Sustainable Living”

Reward/# Requested: $0.05 each/40 na / 40

Task Duration Max Work Time 45 min na

Scheduled Run Time: 5 days na 

Date, Time (CET): 25 May 2010, 14:06 25 May 2010, ±14:30

Responses Received: 40 40, 7, 40 **

Responses Rejected: 0 * ≈30 million, 0, ≈3000 ***

Average [Work] Time/Hourly Rate: 4 min/$0.74 na/na

Completion Date, Time (CET): 27 May 2010, 00:26 25 May 2010, ±14:30

Runtime: 34hr 20min 0.26 sec

* Chose to accept all submissions ** Only 7 results available on iStock

*** Additional results were ignored

Throughout the harvesting of  the images, specific attention was given 
to documenting differences in the process and how each experience in-
fluenced the perceptions of  images from that source. These were strictly 
researcher observations and they will be noted separately at the end of  
the discussion section.

Designer Evaluation

To evaluate the different image sets, six designers individually examined 
each of  the five sets in random order. The six designers were equally 
divided between male and female, all were part of  the industrial design 
program at Delft University of  Technology (2 masters student, 3 doc-
toral candidates, and 1 faculty). All the designers had academic training 
and professional experience in industrial design; three had specific ex-
pertise in sustainable design. They were not informed of  where or how 
the images had been obtained until they had completed the sorting and 
value judgments for all five sets. 

The designers were individually asked to create a new product to sup-
port families in living more sustainably. They were then given each of  
the five sets of  images and asked to conduct a card-sorting exercise 
(Nielsen & Sano 1994) for each set using printed copies. They were 
given complete freedom in how they chose to sort the images. This al-
lowed the designers to freely explore the images; the act of  organizing 
stimulated them to evaluate each image for meaning and determine 

Table 3.1  Overview of the setup and general results of the image collection activities.
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relationships between images (Keller, Stappers & Vroegindeweij 2004). 
During the card-sorting task the researcher took notes as the designers 
freely commented on what they saw, how they interpreted individual 
images, relationships and contrasts between images, and qualities that 
made individual images more or less interesting or appealing. 

After the sorting tasks were completed, the designers were asked to 
reflect on their preferences and perceived value of  the image sets for 
providing information and inspiration related to the design brief. The 
researcher’s notes captured the designers’ comments throughout each 
session and were later sorted and organized into emerging themes. The 
comments shown in the results section below (Table 3.2 and 3.3) are 
quotes that represent the most common comments and reactions to the 
image sets.

Results

The results for this study include the five sets of  images, researcher ob-
servations from the harvesting process, and finally designers’ percep-
tions of  the image sets as sources of  inspiration and user information.

The Image Sets

The first set of  images was collected from MTurk. After posting the 
task it took 3.5 days to receive the 40 requested images (Figure 3.3), 
at a cost of  for $2.20 (40 responses x $0.05 + 10% fee). Two of  the 
responses were rejected (not paid) because the file did not include an im-
age; these were automatically reposted and replaced by responses with 
images. This set has the most color diversity, includes several religious 
icons, and many pictures of  families. The second set of  images was from 
the Google Image search (Figure 3.4). The color green and pictures 
of  architecture dominate the results. The third set of  images was from 
iStockPhoto. The query returned only seven images that matched the 
search phrase “family sustainable living.” The last two sets are from 
Flickr and include many pictures of  people in outdoor settings. The de-
fault set includes sub groups of  images taken in the same setting, while 
the “interesting” set has greater diversity. 
Each source produced a visibly unique set of  images with different char-
acteristics despite use of  the same search phrase. There are a few images 
that appear more than once (Google) or in more than one set (Flickr). 
The designers’ comments below provide insights into the differences 
they saw and how their observations influenced their perceptions of  
each source.
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Figure 3.3  Images submitted by workers on Mechanical Turk (n=40)

Figure 3.4  Images gathered from Google Images search (n=40)

Figure 3.5  Images 

gathered from 

iStockPhoto search (n=7)
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The second phase of  this study took a closer look at these image sets 
by presenting them to designers, to explore, assess and describe their 
impressions of  the image sets as a source of  information for design.

Assessment of the Image Sets

Throughout the card-sorting task, the designers made many comments 
as they explored the images. Their comments were relatively consistent 
and expressed the distinct characteristics of  each image set. The com-
ments below are a representative sample of  designers’ comments for 
each set.

Figure 3.6  Images gathered from Flickr search (n=40)

Figure 3.7  Images gathered from Flickr using the ‘Interesting’ filter (n=40)
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Many of  their comments described what they liked and disliked about 
individual images as they related to the topic of  sustainable living. In the 
context of  using the images as a source of  information for design, their 
comments show a preference for images that were personal and showed 
people “doing things” (see Table 3.3). They also appreciated contrast, 
tension, diversity, and links or relationships among images. These com-
ments hint at the designers’ appreciation for the contextual insights that 
could be gained from each image set.

Positive “People doing things is nice” 

“Real snapshots of life” 

“Doing’ something is interesting” 

 “Unexpected” 

“contrast is nice…western vs. developing cultures” 

“Interesting’tension…’the’good’and’bad’of’[post’industrialization]”

Negative “Questionable relationship to’sustainability” 

“I don’t want to see typical solutions” 

“I see people, but they are not doing anything” 

“stock photos”

The two image sets from Flickr were appreciated over the other sets for 
their quality, diversity, and depictions of  real people and contrasting 

Table 3.2 Representative Quotes from designers describing the set of images from each source

 Source Pros Cons

Mturk “developing vs. the west… reconsider who is  

consuming” “shows relationship of sustainability to  

social practice and tradition… a part of life”

“some obvious crap” “lacks 1st world contrast” 

“lots of  people, but not doing things” “too easy to 

categorize”  “no connections [between categories]”

Google Images “some nice links between groups” “nature, industry,  

technology” “community projects” “eco can be 

modern  and sexy”

“lacks people” “overview, limited details” “big 

gaps”  “fluff” “I don’t want others’ solutions” “not 

homogenic  [sic.]” “sustainable is more than 

architecture”

iStockPhoto “well composed pictures” “lack quantity” “how does this relate” “obviously 

stock  photos… not personal”

Flickr “idealized, but helps make a vision” “interesting  

contrasts (recycling vs. nature, research vs. life, 

the  good vs. the bad)” “shows all aspects, success 

and  failure” “if only nice pictures you can miss a 

dimension” “lots of people… doing something is 

interesting”

“industrial… lacks depth” “they feel forced” “missing  

tedious photos” 

Flickr ’Interesting’ “interesting clusters with good links” “not what first  

comes to mind” “nice to see people doing stuff”  

“homogeneous set” “makes a nice infoHgraphic” 

“not  redundant” “more inspirational”

“no city stuff, are we all living rural?” “all happy 

brown  people” “far from subject, but interesting”

Table 3.3 Designers’ 

comments on what makes 

a good or poor image 

or set of images, as a 

source of inspiration and 

contextual insights into 

users.
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ideas. On the other side, the small sample from iStock was correctly per-
ceived as stock imagery and, despite high photographic quality, spurred 
little to no interest or insights into users. Similarly, Google Images re-
sulted in largely staged interior design and architectural images show-
ing few people. The image set from MTurk received mixed comments. 
Although not the preferred set, MTurk generated numerous questions 
and garnered additional attention as the designers worked to interpret 
and categorize the highly diverse and unexpected images. The added 
difficulty of  sorting the images from MTurk raised many more ques-
tions and challenged some of  their views of  sustainable living. Two of  
the six designers found the extreme diversity to be a distraction, while 
the other four commented on how the unexpected images while occa-
sionally frustrating, also aroused deeper thoughts on the topic. This was 
especially true trying to tie the unexpected religious iconography into 
their understanding of  “family sustainable living.” Separate form their 
preferences was an empathic engagement with each image seeking in-
sights that resonate and challenge their own knowledge and experience.

Discussion

This study examined four online sources of  images as a source of  user 
information. The results demonstrate how the (lack of) involvement of  
a crowd influences the perceived value of  the images as a source of  
information. Four of  the five sets provided both information and points 
of  inspiration for the designers. The set from iStockPhoto provided little 
of  interest, because the images were staged and there were not enough 
images. To varying degrees, the images in the other sets broadened the 
designers’ vision of   “family sustainable living” and challenged some 
of  their initial assumptions. Their comments highlight image charac-
teristics that affect the perceived value of  the photos as a source of  in-
formation about users. Specifically, the designers preferred photos that 
were personal and showed people “doing things.” They also preferred 
sets that showed contrast, diversity, and links or relationships between 
ideas. They did not appreciate posed or stock photos that showed what 
they perceived to be someone else’s solution or were not “real” people. 

Overall the designers preferred the two image sets from Flickr with a 
slight edge to the “interesting” set, as they felt the images showed real 
people doing things. However, it was the set from MTurk, though not 
as appealing, that triggered the most questions from all six designers. 
Two of  the designers did not appreciate this set, while the others recog-
nized how the incredibly diverse and unexpected images evoked deeper 
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consideration of  their users and their connection to living sustainably. 
The images from Google were far less personal and as a result were not 
nearly as informative. 

These results show how the different types of  crowd involvement influ-
ence the output. In the case of  Flickr, the crowd strictly posted the im-
ages in the interest of  social interaction. As a result, the images empha-
sized real life experiences that provided designers with the contextual 
insights they found informative. The addition of  the “interesting” filter 
highlighted the images that speak to a bigger audience. In contrast, the 
images from Mechanical Turk were individually submitted in response 
to our request. While these images were selected from readily available 
sources, they were selected specifically to answer the specific task. These 
distinctions demonstrate that additional value may reside in using mul-
tiple sources and considering the differences in the results. 

In contrast to online search, the time delay makes MTurk considerably 
slower (three days versus nearly instant). However, it is much faster and 
requires less effort than user research methods involving fieldwork or 
participant solicitation. The image set from MTurk may not produce 
the richness and personal connection with users that can be gained 
though fieldwork, but it does offer an affordable option to access first-
hand responses from real people without leaving your desk. 

After completing the sorting task, the designers were all interested in 
where the images had come from. This led to discussions about the 
additional information that is available from each source by looking at 
the comments or descriptions associated with each image. The fact that 
the images from MTurk were responses from real people give the image 
set increased credibility. These insights show that online sources contain 
additional information that designers can use to gain rich insight into 
users’ lives. .

Observations from Harvesting

During the harvesting process, as the researcher I noted some differenc-
es in how the process influenced my reactions and impressions of  the 
images. The familiar procedure of  searching images on Google, iStock 
and Flickr was no different than any other online search. The final and 
non-standard step of  saving the first 40 images required an additional 
10 minutes per set, and while this is relatively negligible it focused atten-
tion on each image. In addition, the constraint of  saving only the first 40 
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images went against to my natural reaction of  quickly scrolling through 
the list until something caught my interest. 

The additional steps of  crowdsourcing to setup, create, fund, and post 
the task on MTurk altered my perceptions and commitment to the pro-
cess. While the process takes a little more effort than making an online 
purchase, the realization that I was asking people to respond rather than 
perusing images already available created a subtle and unexpected com-
mitment even before I saw any responses. In addition, the time lapse 
between posting the task and receiving the results, combined with the 
recognition that a person rather than a computer algorithm selected 
each image, heightened the attention given to the responses. This was 
especially experienced for those images that did not match my expec-
tations. Instead of  immediately dismissing them as flawed/spammed 
results, they raised questions of: Why this image? How does this fit? 
What is the connection? These experiences gave an increased sense of  
meaning to the photos and sparked an interest in the people who sub-
mitted them.

Implications for the Framework

This study shows how the involvement of  the crowd takes a deeper look 
into the information that is available online. For the framework we see 
that different forms of  the crowd’s involvement, purpose, and aims of  
a platform fundamentally alter what is produced and what it conveys to 
designers. These distinctions are apparent in the designers’ preference 
for sources that are more closely tied to people (Flicker, MTurk). 

For the purpose of  informing design, Flickr provides a searchable col-
lections of  images curated by the crowd for social engagement. And 
while the images were not intended for our purpose, the underlying 
social interactions encourage sharing images that are personal and pro-
vide contextual information, both of  which are beneficial to designers. 
In contrast, MTurk bridges a gap between the availability of  content 
shared for a different purpose and the time and effort involved in engag-
ing participants. MTurk provides an opportunity to gather inputs online 
in direct response to your information needs.

It is the structure (though minimal) imposed by crowdsourcing that pro-
vides two distinct benefits over online web search as a source of  user 
information. First, is the process of  asking people (not searching) for 
information that encourages the researcher to pause and consciously 
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consider what information they are seeking. Second, the realization that 
you are asking real people to respond to your task, and not simply ac-
cessing information posted for different purposes, increases the connec-
tion to the results. They are not something found by a search algorithm, 
but human (and potential end user) responses to a specific request.

Figure 3.8  The value 

of online information is 

linked to the reason it has 

been shared online. For 

crowdsourcing there is 

added value in the role of 

the crowd and the process 

of asking (not searching) 

for information, providing 

a connection to people 

and their responses.  

It is also observed that 

synthesis and post 

processing on the part of 

the designer are distinct 

steps in this information 

seeking process.

Study 1: Crowdsourcing vs. Web Search: Tips for Design Practice

Based on the results and experiences from this 

study the following tips and lessons learned are 

shared to help future designers in adopting and 

making the best use of crowdsourcing in their 

own design projects.

Tip 1: The formulation of a task for the crowd is 

an opportunity to consider what information is 

truly needed.

Tip 2: Take the time to examine all responses 

from the crowd. Considering why people 

respond in a certain way may provide insight 

beyond the response itself.

Tip 3: Take the time to explore the reasons 

behind search results. Search is so easy it 

garners little commitment from the designer; 

quickly scrolling through the results can miss 

information attached to images in the form of 

comments and context.

Tip 4: Waiting for responses from people in 

the crowd reinforces that they are not just 

searchresults, and increases the connection to 

the responses and the information they provide.

Tip 5: Consider the limitations of a platform. 

There is a threshold where tasks are not 

appropriate for a selected platform. “Click 

workers” on MTurk cannot be expected to get up 

from their computer.

Tip 6: Each crowdsourcing task is a “request” not 

a “requirement” and should to be treated as such 

and align with norms on the platform.

Tip 7: When seeking images to inform design, 

use sources that are social (e.g. Flickr, Instagram) 

or sources where users are responding to a 

request (e.g. MTurk).

Tip 8: On MTurk, people will not get up from 

their desk to take a representative picture. They 

will select from existing images either from a 

personal collection or online.
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	3.2 - Study #2: 	 Crowdsourcing Off-Line

Designers’ Skepticism: “Why ask a crowd of online strangers 

when I have an audience at hand? What differences should I 

consider?”

This study examines the use of  an existing physical audience to source 
contextual insights from users. This provides a point of  contrast between 
online crowdsourcing and a more familiar way to access participants. 
One of  the big advantages of  online crowdsourcing applications is elim-
inating the steps to find participants. A convenient method to decrease 
this burden is to reach out to our social network or a known audience 
as a source of  participants. In this case, a class of  200 industrial design 
students functioned as the crowd of  potential participants. Rather than 
spamming friends and family with a survey request or seeking live au-
dience participation (e.g. voting), we have defined a task where they can 
contribute at a later time, allowing the crowd the choice to participate. 
By examining the processes and motivations governing online partici-
pation in crowdsourcing when applied to an off-line crowd (of  students), 
our goal is to understand the role of  the platform in crowdsourcing 
activities.

Research Questions

•	What distinguishes online crowdsourcing from questioning a known 
audience (or off- line crowd)?

•	 In the absence of  a crowdsourcing application what happens between designer and 
crowd?

•	How does moving off-line affect motivations for participation and quality?

As summarized in chapters 1 and 2, literature has primarily examined 
the role of  motivations in relation to participation and quality of  online 
crowdsourcing applications. While the earliest examples of  crowdsourc-
ing (Howe 2006) occurred prior to the advent of  the Internet, current 
literature does not address the differences between motivations and 
participation on- and off-line. In addition, off-line crowd participation 
historically emphasizes the all-play auction format where the first or best 
solution wins. In contrast this study examines the aggregate approach 
where each participant chooses to contribute his or her small piece to 
the greater whole. While there are observable similarities in the struc-
ture of  the process, does an offline audience share enough similarity to 
digital crowdsourcing to operate in a similar fashion?
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Context

This study was conducted in conjunction with an ongoing research 
project planning future workspaces based on the relationship between 
a person’s digital and physical environments. The lead designer on the 
workspace project was a doctoral candidate with significant design ex-
perience. That project hypothesizes that there are recognizable similari-
ties in organizational structure of  workspace elements, such as cluttered 
versus organized. To test this idea the project wanted to gather image 
pairs of  personal computer desktops and at home workspaces. 

Past experience with crowdsourcing on MTurk showed that this plat-
form was a good fit for efficiently gathering these images. However, 
although the API (application programming interface) on platforms 
like MTurk would accommodate the task, the effort expected of  the 
participants (retrieving a camera, taking, uploading, and submitting 
the photos) is far greater than typical tasks on MTurk, which involve 
a few mouse clicks. In the search for an appropriate platform, we were 
presented with an opportunity to explore the use of  a physical off-line 
crowd, to gather information from users. We opted to use the largest 
course available (N = exactly 200 registered students) as our crowd.

Method

The students in one of  the largest lectures in our faculty were selected to 
be the crowd. They were judged to have the tools necessary for partic-
ipating and there was an acceptable communication structure in place 
(email). This was necessary to replace the communication functions reg-
ularly provided by a crowdsourcing application. After coordinating with 
the course professor, at the beginning of  a lecture we asked the students 
to support our study. We described the task of  taking and sending two 
pictures, and a flyer was handed out as a reminder of  the requested 
task,  (see Figure 3.10) and orally described. The students were asked 
to email two images: a picture of  their computer desktop, and a picture 
of  their workspace. No physical or monetary reward was offered, the 
only reciprocity was the offer to share the results of  the study in a later 
lesson. The professor reiterated that participation was appreciated, but 
would not be graded.

Figure 3.9  This figure 

visualizes crowdsourcing 

with a physical crowd 

where there is a shared 

physical connection, but 

lacks support of an online 

platform.
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Those students who emailed their pictures received a follow-up email 
thanking them for their contribution and asking a single follow-up ques-
tion “Why did you choose to participate?” The results were compiled 
and are presented in the results section below.

Platform Course lecture and email

Title Computer Desktop and Workspace

Task (pic, survey open closed # Qs) 1. Take two pictures and submit via email  
2. Answer the question “Why did you choose to participate?”

Reward/# requested $0/200 picture sets (offered to’ show pictures and present 
research goal and conclusions)

Assignment Duration Max work time n/a

Scheduled run time 7 days

Date and time 1-Sep-10

Assignments Requested 1 from each of the 200 students

Assignments Received 95 picture sets/66 follow-up answers

Assignments Rejected 1 picture set was corrupt, 1 was unusable

Average [work] Time/Hourly Rate NA/$0

Completion Time 3 responses arrived after the deadline

Runtime 10 days

Results

From the physical crowd of  200 students 95 responded with the request-
ed picture sets (47.5%). One response had corrupt files, however they 
were resubmitted upon request. A second submission did not minimize 
open programs, thus blocking the view of  the desktop configuration, 
and was the only unusable result. Fourteen responses used a screen cap-

Figure 3.10  A copy 

of the physical task 

description given to 

students as a printed 

postcard requesting their 

participation and providing 

instructions.

Table 3.3  A summary of 

the details used to setup 

the crowdsourcing activity 

and summary of the 

responses..
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ture rather than a picture of  the computer desktop; this deviated from 
the instructions, but did not affect their use in the study. A sample of  
nine photo pairs is shown in Figure 3.11.
The 95 image pairs provided the means for the lead project designer to 
visually compare the organization of  both digital and physical desktops. 
The analysis revealed that most pairs did not have obvious similarity 
in their organizational structure, but they often had a similar aesthetic. 
Thus, they provided an answer for the hypothesis, though not the de-
sired or expected result.
 

Of  the students who submitted pictures, 69.5% (66/95) also responded 
to the follow-up question asking why they chose to participate. Of  these 
65% (43/66) gave more than one reason (see figure 3.12).

The students who reported their motivations showed considerable di-
versity in their reasons for participation (see figure 3.13). Their reasons 
included: interest or curiosity, supporting research, ease of  the task, pay-
ing-it-forward, or a false impression that the task was obligatory or a 
required class assignment.

Figure 3.11  A sample of 

nine of the 95 desktop 

photo pairs, providing 

a snapshot of the 

differences and similarities 

between the students’ 

computer desktop 

and their surrounding 

workspace.

Figure 3.12  The number 

of reasons reported by 

each participant for why 

they chose to participate.  

Of the people who 

responded 65% reported 

more than one motivation.

0	
  
5	
  

10	
  
15	
  
20	
  
25	
  
30	
  
35	
  

no	
  response	
   1	
   2	
   3	
  

Number	
  of	
  	
  Mo+va+ons	
  per	
  Par+cipant	
  	
  
(N=95	
  par+cipants,	
  n=124	
  reasons)	
  



54

 

 

 

Discussion

The results showed that physical crowds operate under similar princi-
ples to the crowds on online crowdsourcing applications, though there 
are some distinct differences. In this off-line setting, common motiva-
tions included:  interest, little effort, and helping out. Those motiva-
tions align with previous research on reasons for participation in online 
crowdsourcing. What is missing in this setting is an explicit reward for 
participation, but this appears to be replaced by a sense of  obligation, 
even though their participation had no relationship to their course 
grade. This sense of  obligation is likely responsible for increased quality 
(followed instruction and no spam) and a higher response rate.

The complete absence of  spam responses and the high quality of  the 
images creates a clear and useful dataset for analysis. Only one partici-
pant provided an image that could not be used. This level of  quality was 

Figure 3.13  The 

distribution of motivations 

reported by participants 

for why they chose to 

participate. Note that 

interest, simplicity, and 

helping out are the key 

motivators. 

Figure 3.14  The first 

(possibly primary) 

motivation reported by 

each participant reiterates 

that interest, simplicity, 

and helping out are the 

key motivators. 
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not expected. Past experience with picture submission tasks on MTurk 
resulted in approximately 10% of  the responses being unusable (do not 
match the request, few images, low resolution). If  possible, evoking a 
sense of  obligation may decrease the incidence of  spam from online 
crowdsourcing applications. 

Also of  interest was the high rate of  participation, nearly half  (47.5%) 
of  the students responded to the initial task and 69.5% of  this first set 
responded to the unexpected second task (question on participation). In 
contrast online participation in crowdsourcing often refers to “the 1% 
of  the 1%” (Howe 2008): this is a generalization that 1% of  Internet us-
ers contribute online and 1% of  those participate in crowdsourcing ac-
tivities. In comparison, a meta-study of  email surveys revealed a mean 
response rate of  34% (SD 15.7%) and that the number of  contacts, per-
sonalized contacts, and pre-contacts are the primary factors that affect 
response rates. This study was conducted along similar lines. 

The higher response rate of  this study appears to be linked to multi-
ple motivational factors since many participants (65%) expressed mul-
tiple motivations. The most common reason was “interest in the topic” 
(24.2%). This coincides with crowdsourcing literature that emphasizes 
the combination of  motivations to activate participation and encourage 
quality (Bernstein et al. 2010, Kittur et al. 2011, Lahkani & Panetta 
2007). The reported motivations suggest that this task found a “sweet 
spot” for the crowd. Not only was it interesting, it was also perceived to 
be a “low effort” opportunity to “support research” and to just “help 
out.” These factors are also reported as motivations in other crowd-
sourcing activities (Kaufmann et al. 2011, Kittur et al. 2011, Lahkani & 
Panetta 2007), but they do not account for all of  the respondents. 

The other predominant motivation reported was a sense of  obligation 
25.8% (“required” 2.4% + “participation credit” 10.5% + “asked in 
class” 12.9%). While they were not told it was required nor would they 
receive course credit, the classroom setting  (where completing assign-
ments for a professor is likely) influenced at least a quarter of  the partic-
ipants. This hierarchy or sense of  social obligation toward participation 
does not exist in online platforms. 

Overall these results support existing research on motivations in online 
participation and the activation of  multiple motivating factors (easy, 
fun, interesting, etc.). This study also provides insight on how motiva-
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tions may be used to influence respondents, including appealing to the 
intrinsic motivations of  the crowd and leveraging social obligation re-
gardless of  where the crowd resides.

Expecting the unexpected, the pictures revealed far more insight into 
their workspaces and how they lived, emphasizing that these workspaces 
were not at an office. This bias precluded our ability to compare office 
workers. A physical crowd logically has some homogenizing/biasing 
characteristics that are arguably more pronounced than the “online 
crowd” (they are in the same room for known reasons).

Connection Between Digital and Physical Desktops

The analysis of  the submitted picture pairs did not show a clear re-
lationship between the organizational structure of  computer desktops 
and workspaces, though they often had similar aesthetic characteristics. 
While this was not the desired or expected result, it did provide an an-
swer to the user research question without having to visit the homes of  
95 people. We received a unique and surprisingly personal view into the 
way participants live and work without physically intruding into their 
homes. 

Conclusions for the Framework

The results demonstrate that in general the principles governing moti-
vation and participation in online crowdsourcing activities clearly relate 
to an off-line crowd. The key difference with engaging a physical crowd 
is not in the crowd itself, but the removal of  a mediating platform that 
typically acts as a level of  separation from the crowd lending the re-
searcher (and the crowd members) anonymity. With a physical crowd, 
the researcher has a closer connection with participants, increasing 
the sense of  obligation of  the crowd to participate and submit work of  
appropriate quality. The downside to this stronger sense of  obligation 
is a devaluing of  individuals’ intrinsic motivations, which are unique 
motivators on crowdsourcing applications where people elect to partic-
ipate in tasks that align with their interests and their perceived ability 
to contribute. 

Figure 3.15  Without the 

support of a mediating 

platform the requester is 

left to devise a method 

of exchange and 

post processing, and 

mechanism for explicit/

financial reward.  The 

results also show how 

motivations play a 

significant role in how 

and why people respond, 

showing links between on 

and offline participation. 
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 The lack of  a mediating crowdsourcing application also requires alter-
nate methods to communicate and gather responses from the crowd. 
In this case the initial announcement was given orally and accompa-
nied by a small printed flyer. The study later relied on email to submit 
and gather responses from participants. This solution worked well for 
this crowd whose members were physically available and not associated 
with a specific crowdsourcing application. On the other hand it was 
cumbersome for dealing with responses from a crowd of  this size. In the 
future a web-form, photo stream, or shared folder would more efficient.

 Study 2: Crowdsourcing Off-Line:  Tips for Design Practice

Based on the results and experiences from this 

study the following tips and lessons learned are 

shared to help future designers in adopting and 

making the best use of crowdsourcing in their 

own design projects.

Tip 1: A physical crowd is motivated similarly to 

online crowds. The removal of the platform as 

a mediator increases the connection between 

crowd and requester altering motivations 

for participation. This increases the sense 

of obligation and improves response rate 

and quality, but offsets the typical intrinsic 

motivations that drive self-selection in online 

crowdsourcing participation. 

Tip 2: A physical crowd will inherently have less 

diversity than an online crowd, which may or 

may not be desirable.

Tip 3: The lack of a crowdsourcing application 

creates a need to define alternate means to 

manage the communications and responses 

from the crowd. A large number of email 

responses is cumbersome and inefficient to 

manage, if not planned for in advance and/or 

automated in some way.
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	CHAPTER 4	 Framing 
		  Crowdsourcing 
		  for User Research 

The results from the studies in Phase I (Chapter 3) in combination with 
literature and our initial framework (Chapter 2) provided the insight to 
develop a conceptual framework of  crowdsourcing as a tool for user 
research (developed below). The framework developed here serves as a 
foundation for the remainder of  the research, providing three key func-
tions. First, it provides the initial connection between current use of  and 
research on crowdsourcing to support a transition into a tool for user 
research. Making this transition is the first step in answering the main 
research question and provides a vision of  crowdsourcing in a design 
context. Second, the framework highlights differences in both typical 
crowdsourcing and common user research processes. These distinctions 
serve as an impetus for the research questions addressed in the next 
Chapter. Finally it provides a structure to organize the studies and find-
ings into a cohesive whole. 

	 4.1 	 Reframing Crowdsourcing for User Research
The framework presented at the end of  Chapter 2 provides a clear de-
piction of  the crowdsourcing process. It shows the exchange of  task, re-
sponse, and reward between the crowd and host via the crowdsourcing 
application as a tool for production. However, it does not reveal how 
crowdsourcing could function as a tool for user research. Reframing the 
framework is more than a simple renaming of  elements. As experienced 
by the researcher in phase I, the transition starts with a shift in mind-
set away from work production and toward an explorative process of  
accessing users and seeking their insights. These considerations help to 
reflect on the goals and perspective of  user researchers. 

The framework is relabeled, shifting our perspective to fit into the lan-
guage of  design and user research. This represents how the actors and 
their goals differ from production crowdsourcing. As shown in Figure 
4.1, four elements in the framework are relabeled: Requester, Crowd, 
Responses, and Result. In a design context, the role of  the requester be-
comes the responsibility of  the designer or user researcher. The crowd 
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becomes an audience of  people and potential users, and their responses 
become user insights. The end result becomes information from and about 
users. These new labels, though generic, allow us to begin thinking 
about crowdsourcing in this new context as a tool for accessing user 
information. 

	 4.2 	 A Conceptual Framework of Crowdsourcing for 
		  User Research

The conceptual framework of  crowdsourcing for user research shown 
in Figure 4.2 shows the result of  the preceding transformation. The 
combination of  these changes into a framework provides a view of  this 
new use of  crowdsourcing and serves as a foundation for the remainder 
of  our research. 

 The transition of  crowdsourcing, away from production into a design 
mindset, highlights several key changes and provides insight into the use 
of  crowdsourcing for user research. First, the requester is now identified 
as designer, emphasizing that the designer is in the driver’s seat for the 
process and is creating the task that addresses their unique information 
needs. Second, the crowd is no longer a homogeneous entity; instead it 
is a group of  people and users. This distinction recognizes that the crowd 
is composed of  a diverse population of  real people who respond to the 

Figure 4.1  Transforming 

the Crowdsourcing 

Framework for User 

Research. The changes 

specify who is involved 

and the information needs 

of user research. 

Figure 4.2  The 

Conceptual Framework, 

depicting crowdsourcing 

as a tool for user research 

in design. The colors 

highlight the people 

involved (black), the role 

of the applications as 

the interface between 

designer and users 

(blue), and the handling 

of insights from the 

users (yellow). It is this 

framework that serves as 

the foundation for each 

study and is part of the 

core of our research.
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tasks. These fundamental changes have a ripple effect throughout the 
framework, altering what is asked for (Task Description), how users respond 
(User Insights), and ultimately how their individual responses (Information 
and Inspiration) are viewed and processed (Synthesis). While the basic 
structure of  the process appears to remain the same, this transition is 
not simply a renaming of  elements. It is a realization that the transition 
evokes changes throughout the process that need to be clarified and 
understood in order to address the goal of  this research (Chapter 1.3):  
apply the benefits of  crowdsourcing to user research to bring informa-
tion from users into the formative stages of  design. Figure 4.2 is a visual 
overview of  the changes followed by a description of  each element and 
how they have changed to reflect the application of  crowdsourcing as a 
user research tool for design.

In this transformed framework, each of  the elements takes on new char-
acteristics, reflecting the shift in mindset of  the overall process toward 
user research. The list below highlights the changes in each element.

1. Designer (previously the Requester): This was renamed to clearly 
show the placement of  the designer (or design researcher) in the central 
role of  the process, and their connection to all the other elements. As 
the initiator of  the entire process, designers select the platform, develop 
the task, synthesize the insights, and provide feedback and reward. All 
of  this now centers on the designer’s information needs. Placing the 
designer in the role of  requester brings him into the information seeking 
process and emphasizes the desire for a fast and flexible process that fits 
the designer’s process and information needs.

2. Crowdsourcing Application (unchanged): While this is not renamed 
it is important to note that there are many applications and each is dif-
ferent (e.g. GUI, typical tasks and rewards, size and makeup of  crowd). 
These differences influence the feasibility and appropriateness of  a spe-
cific platform for different tasks and user populations. 

3. People and Users (previously the Crowd): The crowd is renamed to 
emphasize that it is not a single entity, but rather a group of  individual 
people, including members of  the desired user group. This emphasizes 
that we are asking people for their unique insights (no longer seeking 
task completion) and recognizes that who responds is often a critical 
component of  the insights they provide. The dual label highlights that 
not all of  the people in the crowd will be members of  the target user 
group. 
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4. Knowledge, Skills and Experience (expanded to include Experience): 
As with any crowdsourcing task, only a subset of  the knowledge and 
skills inherent in the crowd are of  interest. For informing the design 
process, certain experiences may be key to providing relevant informa-
tion to designers.

5. Motivations (unchanged): Again the people contributing on a crowd-
sourcing application do not change, but we are likely interested in only 
a subset that represents a desired user group. Understanding their mo-
tivations helps develop the task description and encourages quality in-
puts, and may also help in reaching the desired user group. 

6. Task Description (unchanged): The role of  the task description (com-
municating the task) remains the same. In the new context, the task 
being requested changes to meet the information needs of  the designer.

7. Enticements (unchanged): The role of  enticements to encourage ap-
propriate/desirable responses remains the same. The implementation 
may shift to encourage responses for a specific group of  users and to 
seek the information desired for user research.

8. User Insights (previously Responses): As a tool for user research 
the responses are no longer just task completions or work production. 
Therefore, they are renamed to distinguish the types of  responses that a 
designer will solicit from users. 

9. Feedback (unchanged): The feedback mechanism built into most 
crowdsourcing applications may serve as a communication link between 
the designers and people and users.  Often it is used to explain why a 
response did not receive the reward or, in crowdsourcing competitions, 
to help refine responses.  

10. Reward (unchanged): The reward remains unchanged in name and 
role, but it remains an important consideration that plays a significant 
role and influences response rate and quality. Balancing reward with in-
trinsic motivations may also encourage users to provide the rich insights 
desired by user research.

11. Synthesis (new element): This new element was added to show 
that there is an added level of  analysis involved with interpreting in-
puts from users that goes beyond the typical filtering and consolidation of  
crowdsourcing responses. Synthesis is the process of  translating the user 
insights into information and inspiration that can be used to influence 
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the design process. It is this essential process that is both the motivation 
and the goal of  conducting user research in the first place. 

12. Information and Inspiration (previously the Result): The end result 
of  the process is renamed to reflect the designers’ information needs:  to 
inform and inspire the design process based on a better understanding 
of  the users and their needs. 

	 4.3 	 Role of the Framework
The transition of  the crowdsourcing framework provides a foundation 
for the second phase of  research studies (Chapter 5) that seek to explore 
the value and usefulness of  crowdsourcing user research in a design 
context.  In addition, the framework will help organize the findings so 
they can be useful to designers. The framework already reveals changes 
in how the elements operate and raises questions about whether crowd-
sourcing can meet the information needs of  designers and fit within a 
user centered design process. Consequently, the framework as well as 
the questions it supports becomes the focus and emphasis for the re-
mainder of  our research. 

	 4.4 	 Research Questions 
Crowdsourcing literature, as described in Chapter 2, illuminates who 
participates, why, and the diversity of  what they contribute. Existing 
literature, however, does not address the use of  crowdsourcing in the 
context of  design; to reach users and gather insights for the design pro-
cess. The framework provides a visual map to begin building our knowl-
edge of  how crowdsourcing may be applied to user research in design. 
To focus the second phase of  studies and provide designers the desired 
information, our research questions were derived from designers and 
design researchers as they expressed concerns about using crowdsourc-
ing. These concerns were captured early in the research process as our 
research ideas were met with apprehension and questions from design-
ers. These questions and concerns consequently providing a goal that 
would aid designers in adopting crowdsourcing for user research. Table 
4.1 connects the research questions to the conceptual framework and 
to the designers’ questions and skepticism as it relates to crowdsourcing 
as a user research tool. These research questions serve as the starting 
point for phase II (studies 3-6) and guide the research exploration of  
crowdsourcing in a design context. The questions are answered at the 
end of  each respective study and summarized in the beginning of  the 
conclusions (Chapter 7).
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In Table 4.1 above, we can distinguish between the studies in phase 
I (Chapter 3) and phase II (Chapter 5). Phase I strengthened our un-
derstanding of  what happens and how it is accomplished, while the 
studies in phase II will explore the value of  crowdsourcing for designers. 
The table above also shows the connection between each study and its 
link to the conceptual framework. As presented in Chapter 2, the first 
two studies seek to understand the process and mechanisms of  crowd-
sourcing user research by examining different types of  crowdsourcing 
in relation to activities familiar to designers. The third study looks at 
what designers can gain from outsourcing design work and gathering 
information. The fourth study examines the use of  crowdsourcing in 
design projects. The fifth examines the design of  the task description to 
test just how fast user insights can be gathered. Finally the sixth study 
looks at mechanisms to see if  a specific set of  users or expertise can be 
identified and reached from within the crowd.

	 4.5 	 Supporting Research Approaches 
Although each study uses a different research approach, three methods 
are used to provide a unified foundation: Action Research, Grounded 

Table 4.1 The research questions and their relation to questions and concerns raised by designers during this research, 

and how they connect to the framework. The phase I studies seek to build our understanding of crowdsourcing in 

relation to familiar user research activities, the remaining four studies in phase II then explore the value of crowdsourcing 

for designers.

 Study Research Questions Designers’ Questions/Skepticism Connection to Framework

1. Crowdsourcing vs.  
Web Search (Ch 3) 

What distinguishes crowdsourcing 
from web search as a source of 
user information for design?

“Why wouldn’t I just search the  
internet for user information?  
How is this any different?”

Distinguish crowdsourcing from 
web search, and the role of the  
crowd in producing the result.

2. Crowdsourcing Off-Line 
(Ch 3) 

What distinguishes online 
crowdsourcing from questioning 
a known audience (or off-line 
crowd)?

“Why ask a crowd of online 
strangers when I have an audience 
at hand? What differences do I 
need to consider?”

The role of the application as the 
connection between designer 
and crowd, and participant 
motivations.

3. Online Design Contests to 
Inform Design (Ch 5)

What can designers gain from 
hosting a crowdsourcing design 
competition?

“Why would I outsource my own 
job to a bunch of amateurs?”

The designers’ role and influence 
throughout the process, and the 
role of the feedback in improving 
responses.

4. Formative User Research 
with MTurk (Ch 5)

What is the value of 
crowdsourcing as a user research 
tool in design?

“How should I use crowdsourcing 
in my design process? Where 
doesit fit?”

The role of crowdsourcing to 
provide user insights in the design 
process.

5. Fast and Good (Ch 5) How fast is crowdsourcing for 
user research tasks?

“So it’s faster than most user 
research, but how fast? And won’t 
the increased speed ruin quality?”

The role of the crowd’s 
motivations in writing the task 
description to influence speed 
and quality to responses.

6. Finding Target Users (Ch 5) How can crowdsourcing reach 
people with specific expertise or 
knowledge?

“How do I get responses from a 
specific user group, not a crowd?”

Using qualifications to target 
users and identifying useful  
responses from the crowd.
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Theory, and Design Research. In addition, each study includes a meth-
od section that details the specific research approach. To understand the 
basis of  each study it is beneficial to first summarize the three underly-
ing research methodologies.

Action Research

Action research, a qualitative research approach from social science, 
was selected as the predominant approach. Action research emphasiz-
es the embedded role of  the researcher, providing an ideal means to 
gather data by participating in the decisions and implementation of  
crowdsourcing as a user research tool. As originally described by Lewin 
(1946), action research consists of  iterative cycles of  “planning, action, 
and fact finding about the result of  the action.” Through these cycles, 
action research seeks to build understanding of  a social construct by 
trying to change it (Brydon-Miller 2003). The act of  change and obser-
vation of  the effects is accomplished through active participation of  the 
researcher within the phenomena or context of  interest. This method 
is sometimes referred to as participatory action research, to emphasize the 
active role of  the researchers throughout the process in deriving, select-
ing, applying, and reflecting on the outcomes of  the actions. Integration 
with practitioners produces outcomes that are more likely to be valid 
and usable (Argyris 1999). 

Through the use of  action research, I as the researcher play a role as a 
member of  the design team, assisting in the design process as the host or 
requester of  the crowdsourcing activities, and working with the designers 
(as study participants) to create the crowdsourcing tasks and provide 
insights into the process, raw outcomes, and application of  the results. 
This separation in roles deviates from pure action research in that the 
designers are not fully integrated into the research process. However 
designers assisted in the refinement of  the research questions and pro-
vided an additional lens to examine the use of  crowdsourcing to gather 
insights from users. The iterative nature of  action research is applied in the 
individual crowdsourcing activities conducted within and across each 
study. Each iteration contributes insights that are incorporated into later 
iterations as we learn more about the application of  crowdsourcing as 
a tool for user research. The added breadth aims to provide results that 
support user research in design projects with a wide variety of  topics 
and information needs.
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Grounded Theory

Grounded theory is a research method that seeks to develop a new the-
ory that identifies and then describes the general features of  a phenom-
enon. The explorative nature of  grounded theory provides a means to 
experience crowdsourcing with an eye to uncovering the unexpected. 
This is contrary to scientific method, which uses a carefully designed 
experiment to test a predefined theory or hypothesis. Instead, a theory is 
derived through inductive analysis of  empirical (observation and expe-
rience) data from multiple sources (Glaser & Strauss 1967). Theory for-
mation uses coding and categorization analysis techniques that do not 
rely on existing theory or predefined categories, allowing the features of  
a new theory to emerge from the data. The grounded theory approach 
asks the researcher to be open to new discoveries (Corbin & Strauss 
1990), while limiting theoretical preconceptions. Uncovering emergent 
themes enable us to develop a framework of  crowdsourcing as a user 
research tool. The discoveries are incorporated as individual data points 
to inform the framework.

Design Research

This research also borrows from the different approaches to design re-
search, as distinguished by Horvath (2007): Research in Design Context, 
Design Inclusive Research, and Practice-based Design Research. 
Research in Design Context, refers to the application of  scientific research 
methods to gain insight into various aspects of  the design process. What 
distinguishes this approach from the classical empirical approaches is 
that the research is not de-contextualized; the inquiries are conduct-
ed specifically to gain insights into the phenomena of  a specific design 
context, with all the clutter and distractions of  reality intact. We recog-
nize that the context of  each study (topic, designers, the crowdsourcing 
application, and numerous uncontrolled factors) cannot be separated 
from the research and influences the outcomes and their interpretation. 

Design Inclusive Research combines design practice and fundamental re-
search. At this intersection, the design process is considered to be a 
“knowledge synthesis process” conducted within the research setting. In 
this way, the process of  design is used to provide knowledge to test the 
research hypothesis. This resembles the 

Research Through Design approach where the act of  designing and creat-
ing solutions is in itself  a knowledge generation process (Archer 1995, 
Stappers 2007, Sleeswijk Visser 2009). The iterative process of  design 
reevaluates assumptions and refines the design as knowledge is gained. 
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I did not study the act of  design itself; instead we captured the process 
and decision-making in creating and completing the crowdsourcing 
activities. It is the refinement of  this process through experience that 
reveals knowledge about crowdsourcing in this new paradigm. The iter-
ations then refine the framework and inform later activities.

Practice-based Design Research positions the designer as an observer or re-
searcher. This approach, appropriated from research in fine arts, thor-
oughly plans the design process to create a work of  art with a certain 
objective. While this approach does not follow classical research meth-
odologies, the designer thoroughly documents the design iterations, thus 
generating knowledge into how (or if) the design objectives were met. 
This cycle of  documenting the actions and decisions made while trying 
to reach an objective is reminiscent of  an action research approach that 
plays a prominent role throughout our research. 

By combining select aspects of  these broader research methods, I was 
able to develop an exploratory approach to examine the process and 
mechanisms of  crowdsourcing. This approach provided a means to cap-
ture the insights necessary to address the research questions while con-
ducting the research in realistic settings and in conjunction with design 
projects. 

	 4.6 	 Role of the Researcher
In using an action research paradigm, as the researcher, I embedded 
myself  in the crowdsourcing process and as a member of  the design 
team (where possible). This decision provided greater opportunity to 
observe and collect data throughout the entire process. The user infor-
mation collected during the studies was often used in design projects. 
These two influences induced a desire for success, a bias common in 
participatory research. Persistent awareness of  this influence helps mit-
igate its effects during collection and the analysis of  each study. The act 
of  balancing involvement with observation of  self, team, and outcomes 
was a unique and informative challenge. The specific research methods 
and data sources for each study are described in detail just prior to their 
results (Chapters 3 and 5). Insights gained though my perspective as a 
researcher and playing different roles in the process added to the under-
standing of  crowdsourcing user research. 

Transitioning the crowdsourcing framework for user research provid-
ed a foundation to organize the research questions and findings. The 
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adoption of  an exploratory research approach that combined aspects 
of  action research, grounded theory, and design research provided the 
opportunity to participate in the research to gather insights and seek 
out the unexpected. In the next chapter, four studies seek to answer the 
main research question:  How can designers combine the benefits of  
crowdsourcing with user research to bring information from users into 
the formative stages of  the design process? The studies examine the 
role of  the designer, the ability to provide user insights, task design in 
relation to speed and quality of  responses, and how crowdsourcing can 
reach target users. 
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	CHAPTER 5	 Phase II - Studies
In order to answer the research questions highlighted in the preceding 
chapter, four studies were conducted. This chapter details the four main 
studies designed to understand how designers can use crowdsourcing 
as a formative user research tool. The studies explore and clarify differ-
ent aspects of  the crowdsourcing framework constructed in Chapter 4. 
Not only do the studies inform the framework, they also address com-
mon perceptions, misconceptions, and questions expressed by designers 
when considering the use of  crowdsourcing as tool for conducting user 
research (Table 5.1). Each study focuses on different aspects of  the pro-
cesses, interactions, outcomes, and fit in the design process. In addition 
to addressing the key questions and concerns, the explorative research 
approach (as described at the end of  Chapter 4) allows examination 
of  the research questions from the perspective of  the participating 
designers. 

The studies are presented in chronological order; as the experiences 
gained through each helped inform the next. At the end of  each study 
the results were fed back into the framework in Chapter 4. We conclude 
the presentation of  each study with a list of  tips or lessons learned to 
guide designers in their future use of  crowdsourcing. 

Table 5.1 (next page) provides an overview of  all six studies (including 
the first two formative studies presented in Chapter 3). The table ex-
pands on Table 4.1 shows the main research question, designers’ ques-
tions related to their skepticism, connections to the framework, adding 
the context of  each study and the related publications. Chapter 6 then 
provides a general discussion of  the implication of  the results for both 
research and design, and closes with a discussion of  limitations. 
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Study Research 
Questions

Designers’ 
Questions/
Skepticism

Connection to 
Framework

Context Related Publications

1. Crowdsourcing vs. 
Web Search (Ch 3)

What distinguishes 

crowdsourcing 

from web search 

as a source of user 

information for 

design?

“Why wouldn’t I 

just search the 

internet for user 

information? How is 

this any different?”

Distinguish 

crowdsourcing from 

web search, and the 

role of the crowd in 

producing the result.

4 sets of 40 

images were 

gathered using, 

MTurk. Google 

Images, Flickr (x2)  

iStockPhoto.

Tidball, Mulder, 

& Stappers (2011) 

Inspiring Design: 

Exploring Online 

Sources of User 

generated Information. 

Proc. CHI Sparks 2011, 

Arnhem, NL.

2. Crowdsourcing 
Off-Line (Ch 3)

What distinguishes 

online 

crowdsourcing 

from questioning a 

known audience (or 

off-line crowd)?

“Why ask a crowd 

of online strangers 

when I have an 

audience at hand? 

What differences do 

I need to consider?”

The role of the 

application as the 

connection between 

designer and crowd, 

and participant 

motivations.

1 off-line 

crowdsourcing task 

using a course of 

200 students as the 

crowd.

3. Online Design 
Contests to Inform 
Design (Ch 5)

What can designers 

gain from hosting 

a crowdsourcing 

design competition?

“Why would I 

outsource my own 

job to a bunch of 

amateurs?”

The designers’ 

role and influence 

throughout the 

process, and the 

role of the feedback 

in improving 

responses.

1 logo design 

contest, conducted 

by a student design 

organization.

Tidball, Mulder, & 

Stappers  (2011) Online 

Design Contests: A 

Network of Inspiration 

for Designers. Proc.

IASDR, 4th Intl. Conf., 

Delft, NL.

4. Formative User 
Research with MTurk 
(Ch 5)

What is the value of 

crowdsourcing as a 

user research tool in 

design?

“How should I use 

crowdsourcing in 

my design process? 

Where does it fit?”

The role of 

crowdsourcing to 

provide user insights 

in the design 

process.

7 design projects 

hosted 27 

crowdsourcing tasks 

on MTurk

Tidball, Mulder, & 

Stappers (2017) 

Crowdsourcing as 

an On-demand 

User-research Tool. 

Submitted to TOCHI

 5. Fast and Good 
(Ch 5)

How fast is 

crowdsourcing for 

user research tasks?

“So it’s faster than 

most user research, 

but how fast? And 

won’t the increased 

speed ruin quality?”

The role of the 

crowd’s motivations 

in writing the task 

description to 

influence speed and 

quality to responses.

6 crowdsourcing 

tasks hosted on 

MTurk during design 

workshops.

Tidball, Mulder, & 

Stappers (2017) 

Crowdsourcing as 

an On-demand 

User-research Tool. 

Submitted to TOCHI

6. Finding Target 
Users (Ch 5)

How can 

crowdsourcing 

reach people with 

specific expertise or 

knowledge? 

“How do I get 

responses from a 

specific user group, 

not a crowd?”

Using qualifications 

to target users and 

identifying useful 

responses from the 

crowd.

6 crowdsourcing 

tasks on MTurk, 

conducted in 

connection with 

two established 

research projects.

Tidball, Mulder, & 

Stappers (2017) 

Crowdsourcing as 

an On-demand 

User-research Tool. 

Submitted to TOCHI

Table 5.1.  An overview of the two research phases and the six studies (expansion of Figure 4.1)    
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 	5.1 - Study #3: 	 Online Design Contests to Inform Design 

Designers’ Skepticism: “Why would I outsource my own job 

to a bunch of amateurs?”
 
The preceding two formative studies (Chapter 3) highlighted how 
crowdsourcing, in the form of  micro-tasks (both online and off-line), 
can be used to gather insights from users to inform design. In a similar 
vein, the current study looks at how design contests intended to generate 
solutions can be used as a source of  information for designers. By exam-
ining the effects of  this role reversal – from designer (creating solutions) 
to client (communicating the goal to other designers) – I expect to illu-
minate how crowdsourcing can inform the design process.
 
To explore these ideas, this study observed two masters level design stu-
dents and a staff graphic designer as they collaboratively hosted a logo 
design contest on hatchwise.com. Rather than selecting a winner, the 
aim of  the researcher during the contest was to observe how the design-
ers deal with other peoples’ solutions as a source of  inspiration and an 
opportunity to broaden their view of  potential solutions (see Figure 5.1). 
Due to the contentious nature of  this topic, specific attention is given to 
potential ethical concerns and this is discussed at the end of  this study. 

Research Questions

•	What can designers gain from hosting a crowdsourcing design 
competition? 

•	What is the role of  feedback (beyond “thanks”) in communicating with contributors?
•	What value do the submitted designs contribute to the design process?
•	What are the ethical considerations of  using a contest to inform design?
	
The growing popularity of  online design contests (a common form of  

crowdsourcing) often evokes negative reactions 
from veteran designers. Concerns about being 
replaced with cheap amateur design work, 
reduced job opportunities, and a watering 
down or devaluing of  their skills and profes-
sion are common (Grefe 2011, ycombinator.
com 2013). However, research is inconclusive 
on the impact online contests have on the de-
sign profession. Research literature shows that 
contributors generally have some training or 
qualification and that they produce quality de-

This study is based on the following publications:

Tidball, B., Mulder, I.  and Stappers, P.J. (2011). 

Online Design Contests:  A Network of 

Inspiration for Designers. In Proceedings of 

IASDR, 4th International Conference, Delft, NL.

Tidball, B., Mulder, I.  and Stappers, P.J. (2017). 

Crowdsourcing As An On-demand User 

Research Tool. Submitted to ACM Transactions 

on Computer-Human Interactions. 
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signs. Rather than pick sides, this study examines how a designer could 
put these contests to use to inform their own design projects. 

As shown in Figure 5.1, specific attention is given to the communication 
elements of  the process and interactions between participants (the de-
sign brief  and feedback loop) and potential sources of  information (the 
submissions and synthesis of  the results).

Context

This study was conducted in connection with the development of  a new 
interaction design community within the Industrial Design Engineering 
Faculty at Delft University of  Technology. This community planned 
to host “4 Interaction,” an online magazine dedicated to interaction 
design. This magazine and community needed a logo to identify events, 
publications, and projects associated with it. To facilitate the process of  
creating a logo, the faculty offered the student organization an oppor-
tunity to host an online design competition to quickly generate a wide 
variety of  proposals. The contest was then studied to develop an under-
standing of  the communication and interactions with contributors and 
the potential benefits for informing the design process. Hatchwise.com 
was selected because it is a popular, active, and inexpensive crowdsourc-
ing application that specializes in logo design contests. 

Method

To explore the research questions, this study focuses on observing two 
aspects of  a crowdsourcing design contest as a source of  user informa-
tion for design:
•	The benefits of  conducting a design contest as a source of  

information and inspiration for designers, including what was 
learned from hosting a contest and how designers use the results.

•	The interactions and communication between contest hosts and the 
contributors, as well as the impact they had on the contest and its output.

Figure 5.1  The focus 

of this study is on the 

designer’s role as the 

host – rather than the 

contributor in an online 

design contest – as an 

opportunity to gain insight 

and broaden their view 

of potential solutions. 

It also explores their 

communication with 

contributing designers 

through feedback as 

an additional means 

of interaction with the 

contributors. 



73

Data Collection

The data for this case study were collected from three sources: the con-
test website, researcher observations, and student experience papers. 
The contest website provided an automated and structured way to cap-
ture information. This information included the design brief, the num-
ber of  contributors, their submissions (logo designs), feedback from the 
contest hosts, and comments between contributors. In addition, as lead 
researcher, I acted as advisor to the two students who hosted the online 
logo contest. In this role, the researcher provided “how to” support and 
was able to observe and document their activities and discussions. The 
staff graphic designer also assisted with common terminology and rec-
ommendations for clarity. The researcher observations primarily cap-
tured preparation activities and discussion of  the results. To document 
the contest from the hosts’ perspectives (and to promote a learning ex-
perience) each student host wrote a paper providing personal insights 
and reflections on their experiences. In combination, these sources of  
information provided insights helpful in developing answers to our re-
search questions.

Setup of Crowdsourcing Activity 

The contest was setup on hatchwise.com following the built-in logo de-
sign options. Figure 5.2 shows the setup parameters as displayed by the 
initial posting and Figure 5.3 shows the full design brief  (next page) 

The contest description was designed to encourage variety while staying 
within desired boundaries “You should take a look at the TU Delft website 
www.tudelft.nl. The logo you create should feel like it is part of  the same “family.” 
For reference the blue color is Process Cyan (RGB 0/166/214).” 

Results 

For $129, the contest developed 120 logo designs (see Figure 5.4) sub-
mitted by 32 contributors (approximately a $1 each). While the con-
test ran for 10 days, administering the contest involved a little more 
than six hours, divided evenly among preparation, observation and 
feedback, and synthesis. For this limited effort and expense the student 
hosts and researchers were impressed with the variety, and quality of  
the submissions. 

Figure 5.2  The posting of 

the design contest on the 

hatchwise.com website, as 

it appeared on the website 

to potential designers.
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Figure 5.3  The Design 

Brief: the details of the 

task description as seen by 

contributing designers.
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Figure 5.4  The 97 logos 

contributed to the contest 

(not including the 23 of 

120 submissions that were 

withdrawn during the 

contest).
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Figure 5.6 shows the number of  designs submitted by each contrib-
utor, including designs withdrawn prior to the close of  the contest. 
Contributors occasionally withdrew submissions after submitting a re-
vision (20 withdrawn designs), two additional designs were withdrawn 
without submitting a redesign, and one was withdrawn due to accusa-
tions of  “copying” from another contributor, captured in the general 
contest comments. The designers were surprised by the commitment of  
some of  the contributors, demonstrated by the number of  designs they 
submitted, especially one contributor who submitted 31 logos (see far 
right of  Figure 5.6).

 

Alongside the logo designs, an array of  comments was captured on the 
contest website. These comments included thanks as well as construc-
tive comments from the student hosts on the majority of  submissions. 
The last minute submissions did not receive feedback.

“Dear [Redacted], we really like the idea of adding a rounded shape … 

it gives it dynamism and makes the logo more complete as a whole.” 

Figure 5.6  Number of 

designs submitted (n=120), 

and withdrawn (n=23) per 

contributor (N=32). Many 

designers submitted only 

one design, and only 5 

designers submitted more 

than 5 designs. Withdrawn 

designs were usually 

due to submission of an 

improved version.
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Figure 5.5  The summary 

conclusion of the contest 

once a winner had been 

selected. 
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After receiving feedback from the contest host, 11 contributors provided 
21 comments of  appreciation for the feedback received for their efforts 

“Thanks for the feedback, here are changes, what do you think?  

There will be more versions if you want…” 

In addition four comments from contributors provided details or de-
scribed their intention/vision of  a particular logo.
	

“I purposely chose the letter N… what I did is a roman numeral of 4,  

IV [to make the N]”. 

While it is not possible to precisely quantify, a little more than half  of  the 
iterative logo submissions appear to be responses to specific feedback, 
while the others are variations on an idea submitted as alternatives.

Figure 5.7 shows the distribution of  original design concepts (46 logo 
designs) and the additional iterative logo designs (74) per contributor. 
The high number of  iterative designs highlights a favorable response to 
feedback, since contributors used additional effort in refining and resub-
mitting their designs. Figure 5.7 also shows that only two contributors 
produced three or more original concepts, indicating a relationship be-
tween the number of  original concepts and the number of  participating 
contributors. 

Observations

In addition to the results from the contest itself, researcher observations 
and the student reflection papers revealed three noteworthy develop-
ments during the design contest. The development of  the design brief, 
the feedback process, and the discussion of  the results all provided in-
sight into the benefits of  a design contest. 
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Figure 5.7  The distribution 

of original designs (blue) 

in relation to iterations 

(orange) submitted per 

contributor (including 

withdrawn submissions). 

The diversity in the designs 

comes from the number 

of designers participating. 
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Initial observations noted challenges as the student hosts developed the 
task description (design brief). Their initial design brief, while clear, pro-
vided considerable detail and was highly constraining, reflecting specific 
ideas from their own initial design attempts. After this was pointed out 
and the guidance on the contest website was reviewed, they simplified 
the brief  to clarify their need at a more strategic level. Avoiding stifling 
the contributor’s creativity was appropriate since the team was seek-
ing inspiration and diverse designs. This indirect step in the process 
encouraged the contest hosts to more clearly identify and discuss their 
information needs. This in turn led them to reflect on and refine their 
project goals in a manner that could be shared with others. In the end, 
the brief  described the intended use and audience and included a state-
ment that it should be in the “family” of  the university’s logo (as shown 
previously in Figure 5.3). 
The second notable observation occurred as the hosts began providing 
feedback to contributors during the contest. They initially expressed ap-
prehension about providing feedback, but with a little encouragement 
and the guidance of  the website, they provided thanks and constructive 
criticism for most of  the submissions. The students later confirmed their 
apprehension that as design students, “we are used to receiving not giv-
ing criticism.” They also said that once they started commenting and 
received appreciation for their feedback, it became easier. These obser-
vations were reiterated in their reflection papers. The student hosts later 
stated that providing feedback strengthened their confidence in their 
own design knowledge and skills, and helped them think critically about 
the vision they had for the end result of  the project.

The third observation of  interest occurred at the end of  the contest, 
when the design team (student hosts, researcher, and a staff graphic de-
signer) met to discuss the results and select a winner. The meeting began 
with all of  the submissions on the table and the student hosts and the 
staff designer identifying their five favorite designs and describing what 
they liked about each selected design. The limited overlap in their pref-
erences made it difficult for the team to reach a consensus on selecting 
a winner, but the discussion enabled and evoked by the submissions 
proved to be highly beneficial. The large and diverse collection of  op-
tions provided the team the content and freedom to candidly discuss the 
branding of  their interaction design community and what role the logo 
can and should play. In the end they did not use the winning design, 
but the process and resulting discussion provided a wider view of  the 
possibilities, implications, and considerations for developing their logo.
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Discussion

The results above address the research questions for this study and pro-
vide insights into the interaction between host and contributors, as well 
as the benefits of  the process itself. Everyone involved was impressed by 
the quantity, quality, and diversity of  the designs, especially considering 
the limited effort and expense of  hosting the contest (10 days to run, 6 
hours of  work, and $129). The hosts received 46 original designs for 
±$2.80 each. 

Communication and interactions with the contributing designers oc-
curred in two primary ways: the design brief  and feedback during the 
contest. As described, the design brief  encouraged careful consideration 
to balance a clear statement of  the desired outcome without unnecessar-
ily constraining the skills and creativity of  the contributors. The wording 
of  the brief  appeared to be key in enticing contributors to participate for 
motivations beyond a financial reward (interest in a particular challenge 
or topic). These factors are related to the quantity of  original designs 
submitted: more contributors, more designs. 

In addition to providing a communication link and motivation for par-
ticipation, the open discussion and considerations uncovered during the 
refinement of  the design brief  provided additional benefits for the hosts 
and the design team. While it was difficult to give up control and allow 
the contributors to present their own ideas, creating the design brief  
helped clarify what they wanted and needed from their logo beyond 
their initial ideas. Refining the brief  in order to balance needs without 
stifling creativity forced the hosts to think critically about their desired 
outcome. This process of  simplifying the instructions, eliminating ex-
traneous details, and communicating their desires encouraged fresh 
insights and a commitment to what considerations were of  central im-
portance to their project.

Feedback provided a second communication channel between partici-
pants. It was used to thank contributors for their efforts, provide con-
structive comments, and encourage refinement of  their concepts. Their 
comments were rewarded with re-designs and thanks from 21 of  the 
32 contributors. These activities confirm the ability of  the contest host 
to effectively motivate the outcome (designs and redesigns). As demon-
strated by the positive responses from contributors, this feedback was 
appreciated and corroborates its value as added motivation for partici-
pation, in the form of  praise, recognition, and skill development. A few 
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comments also included details and vision behind some designs. While 
not utilized in this study, there is a future opportunity to seek and use the 
additional insights from the contributing designers.

The process of  providing feedback as the designs were submitted also 
proved beneficial. By taking the time to give constructive criticism, the 
hosts were forced to individually consider how each submission related 
to their needs and preferences. Unexpectedly it also developed the con-
fidence of  the students who were accustomed to receiving, not giving, 
criticism. By providing feedback they became aware and more confi-
dent of  their own knowledge and design skills.

In the end it was not the logos themselves that were most beneficial, but 
the discussion they evoked among the design team. The number, diver-
sity, and anonymity of  the custom set of  design possibilities provided 
the content and freedom to address many issues concerning the design: 
what the design should say about the magazine and community, what 
constituted a good logo for gaining recognition, and the impact the logo 
would have on the design of  the web-magazine and vice versa. This dis-
cussion gave the students a much broader understanding of  the solution 
space and a more informed view of  how to reach their objective.

Ethical Considerations

The approach described in this paper has some complications that 
need to be considered as research and use of  online design contests 
continues. The ongoing discussion about the rights and responsibilities 
of  both contributors and hosts includes concerns of  fair compensation, 
inappropriate and possibly illegal tasks, intellectual property rights, and 
information privacy (von Ahn et al. 2008; Lakhani & Panetta, 2007; 
Schmidt, 2010). If  the non-winners contribute substantially to the out-
come of  the process, do they deserve more recognition or remuneration 
than the “constructive feedback” they receive now? Or is the continued 
activity of  these online contests evidence that contributors receive suf-
ficient fulfillment and reward? This problem is not new. In traditional 
contests, the spinoff value of  the multitude of  ideas generated has been 
an important – if  downplayed – motivator for organizations to hold 
contests. With the increasing popularity and visibility of  online crowd-
sourced competitions, ethical concerns deserve renewed attention and 
study.



81

Conclusions for the Framework

The results of  the current study contribute three key insights for the 
framework (Chapter 4) and support the value of  a design competition 
as a source of  information for the design process. First, the development 
of  the design brief  (task description), plays a key role as the primary 
communication to the crowd. Building the brief  provides the need and 
structure to consciously consider and clarify project goals. This includes 
considerations to attract and motivate participation. To do this well en-
courages the design team to clearly define their goal along with their 
information needs and desires, which can help ensure the whole team is 
on the same page, form the beginning of  the project. Second, the feed-
back mechanism built into crowdsourcing applications is customarily 
limited to reward or praise. In this study, actively providing feedback on 
the submitted designs resulted in numerous refinements, but had limited 
value in seeking new designs or information for the design process. The 
feedback loop primarily provided opportunities to reward, develop, and 
refine the skills of  both the host and contributors. Finally, the synthe-
sis of  the large and diverse set of  custom design solutions evoked rich 
discussions among the designers. This was in contrast to observational 
and participatory techniques where the individual(s) involved in the user 
research derive their own inferences before data collection is complete; 
influencing what information is presented and processed to the rest of  
the design team. In this case the anonymity of  the designs allows for 
candid discussion that would not likely occur if  the contributor were 
present. This study informed a beneficial discussion focused on the stra-
tegic implications of  design elements and the influence on future web-
site and print publications. 

The benefits of  this study also included insights and considerations into 
other crowdsourcing activities. It highlighted the benefits of  communi-
cation among all participants, and the value of  different types of  mo-

Figure 5.8  The framework 

highlighting four elements 

that were central to the 

results of this study. 

The development of 

task description helped 

the designers critically 

consider what their design 

goals were. Recognition 

that the crowd was 

comprised of graphic 

designers, the use of 

the feedback loop to 

encourage refinement 

(but not new designs), 

and the freedom they had 

during the discussion and 

synthesis of the results 

were of key benefit to their 

design process. 
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tivation. Equally notable are the often-ignored byproducts of  hosting 
a crowdsourcing activity: in developing the task description, engaging 
in feedback, and synthesis of  the results. This suggests the value of  de-
sign contests and crowdsourcing activities may go beyond accessing ex-
ternal talent by providing a framework for processing and discussing 
information.

	

Study 3: Online Design Contests - Tips for Designers

Based on the results and experiences from this 

study the following tips and lessons learned are 

shared to help future designers in adopting and 

making the best use of crowdsourcing in their 

own design projects.

Tip 1: The task description (design brief) can be 

used to promote or restrict the diversity of the 

submitted designs while still focusing on your de-

sign goal. More importantly, carefully crafting the 

brief affords an opportunity to clarify and refine 

your information needs and design goals. 

Tip 2: The feedback loop is beneficial for refine-

ment and as appreciation and reward mecha-

nism. It is likely possible but would take concert-

ed effort to use it as a communication channel to 

gather additional information from the designers.

Tip 3: The contest can be a great source of con-

tent for critical and candid discussion within the 

design team without having to worry about in-

sulting or critical comments about the design 

efforts of a team member. It also facilitates stra-

tegic level considerations and discussion among 

the design team.

Tip 4: Selecting an application that allows for flex-

ible reward structures ($ for each submission + $$ 

for the top three) helps to address some of the 

ethical concerns of rewarding all contributors.
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5.2 - Study #4: 	 Formative User research with MTurk 

Designers’ Skepticism: “How should I use crowdsourcing in my 

design process? Where does it fit?”

The fourth study examines the value and fit of  crowdsourcing as a tool 
for gathering formative user inputs for the design process. The preced-
ing studies looked at specific types of  crowdsourcing and their potential 
for gathering information from users. In contrast, this study embedded 
crowdsourcing as a user research tool in seven student design projects 
to observe how it works. Designer students were given the freedom to 
employ crowdsourcing as they saw fit for their projects and informa-
tion needs. The research questions below help guide the current study 
toward its goals to determine if  MTurk is a valuable tool for formative 
user research, to see how it integrates into the design process, and to 
provide recommendations for future use. 

Research Questions
•	What is the value of  crowdsourcing as a user research tool in design?
•	 What are the strengths and weaknesses of  crowdsourcing within a design project?
•	 How does crowdsourcing integrate with or detract from other user research?
•	 What are the recommendations for future use?

Figure 5.9 (next page) provides a simple visualization probing the ques-
tion of  where – if  at all – crowdsourcing belongs in the chaos of  the 
design process. More critical than its fit in the process is the question 
of  the value it can provide as a means to bring user insights into design 
decisions. 

 This study is based on the following publications:

Tidball, B., Mulder, I. and Stappers, P.J. (2017). 

Crowdsourcing As An On-demand User 

Research Tool. Submitted to ACM Transactions 

on Computer-Human Interactions.

Tidball, B., Mulder, I. and Stappers P.J. (2011). 

Online Design Contests:  A Network of 

Inspiration for Designers. In Proceedings of 

IASDR, 4th International Conference, Delft, NL. 
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Motivation

An examination of  crowdsourcing in design projects is a critical ele-
ment in determining how and where it can be used to inform the de-
sign process. In contrast to the preceding studies that explore the inner 
workings of  the crowdsourcing framework, this study examines how the 
framework as a whole fits into the design process. For those well versed 
in crowdsourcing as a means of  production, the results largely reinforce 
previous findings from other contexts, and add insights necessary for 
crowdsourcing to become part of  the user research arsenal. To take 
that next step, this study aims to examine the feasibility, strengths, and 
limitations of  such an approach. 

Context

This study was conducted in conjunction with seven student design 
projects. Student projects were selected because they are relatively ac-
cessible and observable, they provide diverse project topics, and they 
have constrained time lines. The students, as relative newcomers to de-
sign and user research, can also provide a less biased (though somewhat 
naïve) assessment of  crowdsourcing as a novel approach in contrast 
to other methods. There are, however, limitations to this choice. The 
approach lacks the depth of  design knowledge and industry experi-
ence that comes from professionals. Students lack the depth of  design 
knowledge and industry experience that comes with time in a career. 
Additionally, our findings in the controlled class project environment 
do not automatically translate to industry. The expectation is that any 
advantages or shortcomings identified by the students, despite their lim-
ited experience, can serve as a foundation for experienced designers 
and user researchers to build upon without overlooking the needs of  
novice researchers. 

Figure 5.9  Does 

crowdsourcing provide 

user insights for the 

formative stages of the 

design process? How 

does crowdsourcing fit in 

the chaos of the design 

process (Design Squiggle, 

Newman 2006)?
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Participating Courses

The three courses involved in the project are the Joint Master Project (4 
projects), Exploring Interactions (2 projects), and a Master’s Graduation 
Project (1 project). These particular courses were selected because the 
projects emphasize user research, especially for the purpose of  inform-
ing the early or formative stages of  the design process. In addition, 
the courses required each project to conduct multiple forms of  user 
research, ensuring crowdsourcing would not be the only method used, 
and allowing for later comparison. Finally, all the topics had a spon-
sor agency or corporate client, providing some sense of  “real world” 
project requirements. Table 5.2 shows the seven student design projects 
who volunteered to participate and followed through to the comple-
tion of  this research project. Five other projects were initially involved, 
but dropped out of  the research primarily due to time constraints and 
other end of  term course obligations, and one project simply stopped 
communicating.

The Joint Master Project is one of  the final courses in the master’s pro-
gram. In this 15 credit course, projects of  six master’s students are as-
signed a client and follow a design process from inception through sev-
eral iterations, resulting in a design proposal for the client. The second 
course, Exploring Interactions is a 9 credit first year master specific de-
sign course. In Exploring Interactions, students are introduced to user 
research and complete a self-selected collaborative design project. The 
third course is the 230 credit Master’s Graduation Project, a one semes-
ter solo design project that is the culmination of  their master’s program. 

Table 5.2  An overview of 

the seven project topics, 

sponsors, and associated 

courses included in this 

study.

 Project Topics (Project Sponsor)  Course Name  (team size)

Furniture Concepts for Future Work Environments 
(High-end Contemporary Furniture Manufacturer)

Joint Masters Project  
(1 semester, 15 EC course, 6 person team)

Airport Retail - Premium Products for Women 
(International Duty Free Retailer)

Joint Masters Project  
(1 semester, 15 EC course, 6 person team)

In-Flight Experience for Chinese Passengers 
(Major World Airline)

Joint Masters Project  
(1 semester, 15 EC course, 6 person team)

Market Entry Plan for Car-Sharing Services 
(European Car Manufacturer)

Joint Masters Project  
(1 semester, 15 EC course, 6 person team)

Insurance Policy Design, for Gen-Y Customers 
(International Insurance Conglomerate)

Exploring Interactions  
(1 semester, 9 EC course, individual project)

eHealth for Digital Natives  
(European Healthcare Provider)

Exploring Interactions  
(1 semester,  9 EC course, individual project)

Stimulate Contact between Neighbors  
(Regional Municipality & Urban Design Agency)

Masters Graduation Project  
(1 Semester, 30 EC,  Independent Design Project)
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This project is a collaborative effort with the sponsoring organization, 
and ends with a final design that is supported throughout the process by 
user research and has gone through several iterations. 

Method 

Amazon’s Mechanical Turk (MTurk) was selected as the crowdsourcing 
application for this research because it has a large, active population 
and a flexible interface. The micro-task structure of  MTurk may limit 
the length or complexity of  what can be requested, but this was an 
acceptable limitation in contrast to other applications whose special-
izations allow for greater complexity but limit crowd diversity and task 
flexibility. 

Role of the Researcher

In keeping with the action research method, as the researcher, I imbed-
ded myself  onto the student design projects as a mentor (in addition 
to the mentoring of  the professor and corporate sponsor). In this role 
I was able to participate in the projects and observe the students’ user 
research activities. As project and crowdsourcing mentor, I provided 
an initial overview of  how crowdsourcing works, using the framework 
presented in the previous chapters. The students then developed their 
own tasks and questionnaires. They received limited guidance in task 
design, I only pointed out typos or confusing instructions and questions 
(allowing them to rectify if  they chose), and I helped them post their 
tasks on MTurk. The latter occasionally required limited HTML pro-
gramming to customize formatting not provided by the existing tem-
plates on MTurk, or to customize the labels in the results table. (Note: 
It is recognized that the API on MTurk allows extensive flexibility and 
customization, but this study intentionally limited the use of  coding to 
make the approach available to a wider audience.) Finally, I made sug-
gestions for task reward and timing parameters, to align with common 
practice for posting survey type tasks on MTurk.

Process

Participation of  the student design projects was solicited from the three 
courses described above during a five-minute presentation at the be-
ginning of  the semester’s first lesson. The projects that expressed initial 
interest in using crowdsourcing were asked to participate in the study 
after explaining the research commitment for this research study. 
Once the students were familiar with their project topics, they each 
scheduled one or two meetings with the crowdsourcing mentor.  
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In these meetings, the students described their project topics, their user 
research needs, and their planned sources. These meetings discussed 
crowdsourcing in general, how MTurk functions, and how the students 
wanted to use crowdsourcing. The projects independently developed 
the tasks and questions they wished to post on MTurk. The tasks were 
primarily exchanged via email, with occasional feedback. The researcher 
limited comments to clarifying confusing terminology, and providing 
format recommendations to help fit the survey template on MTurk. 

The HITs (Human Intelligence Task - MTurk vernacular for tasks) were 
posted on MTurk by the researcher; this was a pragmatic choice to en-
sure the researchers had access to of  the process and results. The stu-
dents oversaw the posting of  at least one HIT, where I explained each 
step and choice as it related to their task. The HIT results were down-
loaded and sent to the students, as they were completed. The research-
er only rejected (did not pay) incomplete responses; additional quality 
judgments and analysis of  the responses were left to the projects. After 
the projects completed all of  the user research activities, they were asked 
to take a digital survey focused on their overall user research process and 
the strengths and weaknesses of  the each method used. The survey was 
followed by a semi-structured interview that clarified answers but em-
phasized their experiences with crowdsourcing user research. 

Data Collection

To answer the research questions this study primary focuses on partic-
ipant responses to the end of  project survey and follow-up interviews. 
Additional data was collected from a number of  sources including: tasks 
and results on MTurk, observations, email exchanges, and project de-
liverables. These additional sources served as contextual support and a 
lens to help interpret the results of  the survey and interviews. 

The survey was setup on Google Docs and all student design project 
members were emailed a link. Between one and three students from 
each project responded to the survey. The survey covered project goals 
and information needs, but focused on the user research methods used, 
their perceptions (strengths and weaknesses) of  the methods used, and 
how the results were applied to the project. The responses to the surveys 
were analyzed and consolidated to identify the way each method was 
used as well as its strengths and weaknesses. Each survey response was 
followed by an interview.
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The interviews began by asking the students to draw their project pro-
cess indicating where and what user research took place. This served 
both as a priming tool (as there was often a one to two week gap be-
tween survey and interview) and as a visual reference during the inter-
view. The interview was divided into two sections, first I reviewed their 
survey responses, asking them to expound on their previous answers. 
The second half  was focused specifically on four phases of  their crowd-
sourcing experience: initial perceptions, use, results, and future use. The 
interviews followed a script, but took opportunities to explore relevant 
topics. The interviews were digitally recorded for later transcription and 
analysis. 

Interview Analysis

The interviews were transcribed using three separate online crowd-
sourced transcription services (speachpad.com, transcriptionstar.com, 
and castingwords.com). Several checks were conducted to ensure the 
quality of  each transcript. The overall quality of  the transcripts was 
high, although some errors were found, most were related to topic jar-
gon and colloquialisms, and were easily understood. The interviews 
were analyzed using qualitative content analysis (Elo & Kyngäs 2008). 
This approach is similar to grounded theory (Glaser & Strauss 1967) 
and is used to uncover emergent themes in the results without the use 
of  predefined coding or categories that may preemptively constrain the 
results. The distinction is that qualitative content analysis leaves the 
emergent themes as data points and does not codify them into a theory. 
To conduct the qualitative content analysis each transcript was loaded 
into a spreadsheet with columns for line number, speaker, quote, and 
paraphrase. The researchers used this last column during analysis to 
paraphrase all quotes they felt contributed to the understanding of  the 
research questions. These paraphrases would later be card sorted into 
themes.

To help establish validity of  the transcript, three researchers familiar 
with this study independently analyzed the first three transcripts. All 
three researchers analyzed the first transcript. During this analysis they 
each paraphrased any quotes they thought contributed to understand-
ing crowdsourcing as a user research tool. The three sets of  paraphras-
ing were then compared and discussed by the researchers. Quotes with 
more than one paraphrase (identified by more than one researcher) were 
compared to see if  corresponding interpretations had been reached 
through the independent reviews. Quotes with only one paraphrase 
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were examined to determine why the others had not commented. Two 
additional transcripts were similarly paraphrased by two researchers 
each and reviewed following the same process of  comparison. 

From these three interviews only a handful of  mismatches were found. 
Where these occurred, they helped to clarify the paraphrasing. Quotes 
that were selected by only one researcher frequently had a matching 
paraphrase (from another researcher) attached to a neighboring quote. 
After the joint review of  three interviews, key trends were emerging and 
only minor differences in paraphrasing were found. The lead researcher 
paraphrased the remaining eight interviews. 

The 11 interviews contributed an average of  40 paraphrased quotes 
each. The quotes were grouped into themes using a card-sorting tech-
nique as shown in Figure 5.10. Each theme was individually analyzed 
and subdivided to identify common contributing factors, which are de-
scribed in the results section below. 
  

Results

The results for this study start with the fundamental data captured 
through MTurk to get an idea for the scope and quantity of  activities 
involved. Next, the survey responses show how MTurk was incorporat-
ed. I then focus on the strengths and weaknesses of  crowdsourcing as 
a user research tool. The qualitative content analysis of  the interviews 
provides detail on the value and fit of  crowdsourcing in a design proj-
ect. A list of  recommendations based on the participants’ experience is 
included. 

Figure 5.10  The card 

sorting process. Each slip 

of paper is color coded by 

participant and includes 

the original quote and the 

researcher paraphrase. 

They are shown in stacks 

representing different 

topics.
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The data from MTurk (Table 5.3) shows the seven student design proj-
ects hosted a total of  26 individual HITs. Projects ran between one and 
four unique HITs each, but often ran iterations with minor changes to 
target a particular country or visual stimulus. In total, 810 responses 
were received; of  these 98 were rejected as incomplete. Design students 
later reported discarding an additional 2% to 10% of  the responses as 
unusable. Most of  the HITs paid $0.05 per response; although eight 
were paid a bonus due to added length or to attract attention when 
seeking target groups. The 98 incomplete responses highlight the diffi-
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Furniture 
Concepts

1 Short Survey w/2 stimulus images Brand awareness & impression $0.05 50 50 1 5 3:34 0.84 All

2a

Medium > Multiple Choice 
Rating Survey w/Stimulus Image

Impressions of work 
environment [picture] + 
Comfort

$0.05 20 20 0 5 2:32 1.18 not India

2b $0.05 20 20 0 5 2:38 1.14 not India

2b $0.05 20 20 0 5 3:17 0.91 India

2c $0.05 20 20 0 5 2:19 1.30 not India

2d $0.05 20 20 0 5 3:30 0.86 not India

2d $0.05 20 20 0 5 3:17 0.91 India

2e $0.05 20 20 0 5 2:38 1.14 not India

2e $0.05 20 20 0 5 3:13 0.93 India

AirPort  
Retail

1 Upload picture
Favorite shopping experience

$0.05 50 50 0 5 na na All

2 Upload pic + bonus $0.05 50 13 0 5 na na All

3 Short - survey
Your favorite shop & why

$0.05 50 50 1 5 2:06 1.43 All

4 Link to short web survey $0.10 30 20 1 5 2:19 2.59 not India

In-Flight 
Experience

1a
Long - Mixed Survey

Flying Preferences + 
Impressions of other Cultures

$0.10 40 40 2 5 9:52 0.61 USA

1b $0.05 40 40 1 5 12:51 0.23 India

Car Sharing

1a
Long - Quantitative Survey

Transportation habits + 
Impression of car sharing

$0.07 50 50 0 5 4:21 0.97 not India

1b $0.10 50 50 1 5 3:11 1.89 NL

2 Long - Quantitative Survey Transportation solutions $0.25 20 6 0 5 2:31 5.96 NL

Insurance 
Policy

1a
Short - Mixed Survey

Love/hate about insurance 
company

$0.10 20 1 0 7 2:19 2.59 NL

1b $0.05 20 20 1 7 4:17 0.70 not India

2a
Short - Open Question Survey What makes you curious

$0.05 20 2 0 7 3:25 0.88 NL

2b $0.05 20 20 0 7 3:56 0.76 not India

eHealth 1 Medium - Mixed Survey Computer habits $0.07 40 40 0 5 4:31 0.93 not India

Neighbors &
Community

1 Short - Open Question Survey Describe your neighbors $0.05 50 50 0 5 3:40 0.82 not India

2a
Short - Open Question Survey Discovering the good in people

$0.05 24 24 0 5 6:00 0.50 All

2b $0.05 26 26 1 5 5:28 0.55 not India

Table 5.3  An overview 

of all the 27 MTurk HITs 

posted by the projects 

during this study, showing 

the parameters, topics 

and number of questions 

asked by each tasks.
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culty in gathering responses to tasks that deviate from standard practice 
(upload a picture and send a message for a bonus) or that highly con-
strain geography (Netherlands only). The overall success of  these HITs 
(as perceived by the design projects) demonstrates the diversity of  what 
is possible, in terms of  both topic and format of  the tasks.

Survey Results

In addition to HITs on MTurk, each student design project used two 
to five additional research methods (Table 5.4). These methods include 
expert interviews, literature study (journals and books), interviews, focus 
groups, contextmapping (Sleeswijk Visser, 2009), observation, and field 
studies. While not reported as a formal method, all projects spent some 
time gathering background information online. These methods served 
as both information sources for their projects and a point of  comparison 
for judging crowdsourcing as a user research tool. 

The relationship between the methods employed is not readily appar-
ent in Table 5.4. The students described substantial diversity in each 
project’s employment of  different methods. Some projects selected spe-
cific methods to target different information needs, others applied the 
methods in complementary fashion to gain multiple viewpoints, while 
others simply replicate questions with multiple methods to increase 
participants. While there is significant diversity in topics, information 
needs, and application of  crowdsourcing, the common thread among 
the design projects is their use of  crowdsourcing as an early explora-
tion tool, pretesting for later activities, and adding diversity or quantity 
(including users who are typically out of  reach of  traditional methods).

Going beyond implementation, the research survey focused on the per-
ceived strengths and weaknesses of  each method based on each proj-
ect’s experiences. Table 5.5 lists the responses specific to crowdsourcing. 
Commonly expressed benefits emphasized the ability to obtain a lot 

Project Topics CS MTurk Web 
Search Interview Focus 

Group
Context 
Mapping Literature Survey  Field 

Study

Furniture Concepts ✓ ✓ ✓ ✓ ✓
Airport Retail ✓ ✓ ✓ ✓ ✓ ✓ ✓
In-Flight Experience ✓ ✓ ✓ ✓
Car-Sharing Service ✓ ✓ ✓ ✓ ✓
Insurance Policy ✓ ✓ ✓ ✓
eHealth ✓ ✓ ✓ ✓
Neighbors ✓ ✓ ✓ ✓ ✓ ✓

Table 5.4  An overview of 

the various user research 

methods used by each 

project as reported in the 

follow-up surveys. Each 

project used between 

three and six different 

methods.
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of  results quickly from a large, diverse, and international population. 
MTurk was seen as a valuable addition to other methods, as confirma-
tion, and an outside (non-target user) perspective. There was less agree-
ment regarding reported weaknesses are, but the student design projects 
highlighted the lack of  control in selecting participants, less depth or 
richness in the responses, difficulties in developing “good” questions, 
and instances of  unusable responses. The interview analysis below pro-
vides additional insight into these and other limitations.

Interview Results

Since these projects were tied to course requirements they all followed 
a similar design process (Client Brief, Vision, User research, Analysis, 
Concept, Development, and Materialization). The process diagrams 
drawn at the start of  each interview confirmed this consistency. The 
diagrams also showed relative consistency in the timing of  each meth-
od and its duration, revealing the fit of  crowdsourcing in the user re-
search process. Figure 5.11 depicts the methods used during the re-
search process along with relative placement, overlap, and duration. 

 Project Topics   Strengths   Weaknesses

Furniture Concepts for 
Future Work Environments

Short & fast, results quickly, diverse & International 
participants, surprised by results [the crowds 
awareness of a small brand]

Responses less rich [in contrast to interviews and 
context mapping], not every participant is serious 
about responses

Airport Retail - Premium 
Products for Women

A lot of entries allow you to generalize insights, 
confirm findings, down select from suggestions in 
literature, considerably quicker, many people, 
international [responses]

Some entries need interpretation, little to no 
quality control when respondents not socially 
bound, hard to steer, misuse

In-Flight Experience for 
Chinese Passengers

Ability to reach outside known associates, many 
responses

You must ask the questions properly or you will 
get answers that are lacking

Market Entry Plan for 
Car-Sharing Service

Lots of information, no waiting, no recruiting, 
quickest and easiest way to collect [user] data for 
statistical analysis, supported findings from 
context mapping

Challenging to target the ’right’ users [drivers w/o 
cars within a small geographic region], need to 
spend time to properly develop a good 
questionnaire and evaluate responses.

Insurance Policy Design, for 
GenerationCY

Data from people not on your list (inspiration or 
point of comparison), ability to use media, no 
search for participants, answers wellCthought 
(not on the spot like interviews), participant 
freedom to answer 

Can’t ask follow-up questions, no giving 
direction/clarification of questions, cannot 
empathize

eHealth for Digital Natives Quite informative Initially struggled to interpret [qualitative 
responses] 

Stimulate Contact between 
Neighbors

A lot, quickly, structured results No control over who answers [can’t hand select]

Table 5.5  The strengths and weaknesses of crowdsourcing as a user research tool, as reported by students each project 

in the surveys. They appreciated the speed, reach, diversity, and insights they were able to receive, but did not like giving 

up control of who answers, filtering out unusable responses, or the inability to clarify responses.
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It shows crowdsourcing early in the process though usually after some 
initial Internet research and field observations when possible. These 
initial observations were usually followed by either interviews or con-
textmapping. A couple of  groups chose to re-employ crowdsourcing for 
additional inputs or to confirm findings from other methods. Informal 
analysis was often conducted during the research phase and later for-
malized at the conclusion of  user research.

Not surprisingly, the interviews largely echoed the survey results, but 
provided depth and additional insights into the value and fit of  crowd-
sourcing as a user research tool. The interviews expound on the strengths 
and weakness student designers experienced while using crowdsourcing 
to inform their projects. The transcript analysis revealed a number of  
recommendations that served as a refresher on survey design as well as 
highlighting some important considerations when gathering user inputs 
online. 

The value of  crowdsourcing as a user research tool is observed in the 
descriptions of  how the results contributed to each project. The tran-
script analysis revealed how the projects appreciated crowdsourcing’s fit 
into their research as groundwork to formulate questions for study by 
other methods, as an additional or expanded source, to gain a broader 
or external perspective, and to confirm or “down-select” results gath-
ered through other methods. Each project was able to accomplish spe-
cific information goals and incorporate the users’ insights into their 
projects. The Furniture project was able to connect user impressions 
of  the brand to the desired corporate image. The Airport Retail proj-
ect looked at user experience in shopping to down-select from com-
mon retail design elements. The crowdsourcing results provided the 
Car Sharing group “statistical proof ” for the insights gained through 
interviews. This was significant because the corporate sponsors were 
accustomed to numeric market data. Crowdsourcing became the pri-
mary source of  information and inspiration for the Insurance Policies 

Figure 5.11  An averaged 

alignment of the user 

research employed by the 

student design project. 

While each project did 

not use all methods 

shown the relative timing 

and duration of the tools 

used was consistent 

(consolidated from 

interview diagrams). 
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project. The anonymity allowed the Neighbors project to gain more 
candid responses to personal questions about prejudices toward people 
in the respondents’ community. 

While these insights demonstrate the value and fit of  crowdsourcing 
within each project, the interviews also provide detail into specific 
strengths and weaknesses. The additional detail also highlights contrib-
uting factors and connects them to different phases of  the user research 
process. Figure 5.12 maps the strengths and weaknesses on a represen-
tative timeline showing where and how they impacted the user research 
process, and calling out some of  the contributing factors that support 
the benefits and concern

The benefits emphasize the speed, simplicity, and flexibility of  crowd-
sourcing as well as the quantity of  responses. The speed and low effort 
are primarily a result of  eliminating participant solicitation and adding 
asynchronous or automated data collection. The relative ease in analyz-
ing results comes from concise responses and structured results. Because 
of  the relative ease of  the process, three of  the projects conducted less 
formal analysis and placed less value in the results. Receiving a high 
volume of  responses from a large and diverse group of  users provid-
ed a much broader picture by gathering insights from users who are 
generally out of  reach of  traditional methods. The flexibility of  the 
MTurk application allowed the student design projects to gather the 
information they desired by deploying a wide variety of  tasks to fit their 
projects’ needs. 

Figure 5.12  Strengths 

and weaknesses of 

crowdsourcing as a user 

research tool, as reported 

in interviews, mapped 

along a notional timeline 

of the user research 

process. Benefits include 

the speed, ease, and 

flexibility of crowdsourcing 

as well as the abundance 

of responses. Weaknesses 

focus on a lack of control 

in who responds and the 

variable quality of their 

responses, which also 

tend to be less rich.  
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The primary weaknesses are largely connected to a general lack of  trust, 
an inability to hand-select and meet participants, and navigating an un-
familiar and untested tool. The lack of  control in selecting participants 
evoked concerns over reliability and representativeness of  the results. 
For some groups (despite preconceptions) the analysis of  the results al-
leviated these concerns and revealed unexpected value in providing a 
broader perspective. In addition, the results uncovered similarities (and 
differences) in responses from people outside the target group. While a 
benefit to some projects, for other projects the diversity of  respondents 
caused difficulty or confusion interpreting the results. 

In addition to the desire to control who responds, there was a concern 
regarding useless or spam responses. In the end, less than 10% of  the 
responses were considered spam, and they found the spam easy to iden-
tify and discard. The presence of  spam, however, induced concerns of  
trust in the cumulative dataset (they asked: How do you know the others 
are legitimate?). Interestingly, two projects noted that they had a similar 
problem with interview participants providing appeasing responses. 

Despite the reported appreciation for the crowdsourcing results, the 
student designers consistently perceived them as providing information 
that was less deep or rich than the information gathered from methods 
where they are face-to-face with participants. The in-person methods 
benefit from a shared experience or context, knowing or meeting the 
person, and nonverbal cues. In addition, the ability to clarify questions 
and answers reduces confusion or ambiguity during analysis. In con-
trast, two of  the projects thought the large number of  diverse responses 
provided depth and richness, though it was seen as an addition not a 
replacement for the richness gained through interaction with users. 

Three participants with no programming experience expressed appre-
hension over HTML programming. While programming is not strictly 
necessary on MTurk, it is definitely beneficial (for customizing HITs 
and formatting output). This would be a significant barrier for people 
uncomfortable with even basic programming. 

Recommendations for Use

Based on their experiences with this study, the student design projects 
provided a number of  insights for success when using crowdsourcing as 
a user research tool. Those familiar with guidelines for survey design 
or general crowdsourcing will not be surprised. The recommendations 
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highlight elements of  the process that are especially beneficial at this 
unique intersection (with examples, and how they support crowdsourc-
ing for user research). 
•	Write clear instructions and questions (avoids confusion, helps them 

think about topic, is easier to answer properly, improves response 
quality, simplifies analysis)

•	Combine different types of  questions (short/quantitative for fast 
analysis, open for qualitative context and quotes)

•	Include demographic questions that help interpretation (nationality 
or location)

•	Be aware of  your audience (cultural differences)
•	Let people share, simple open-ended questions (What makes you 

curious?)
•	Avoid complex questions that can be confusing and hard to answer 

(Describe several factors of  a pleasurable shopping experience? Vs. 
Why do you love shopping?)

•	Allow people to complain about unpleasant topics (Why do you hate 
your insurance company?) 

•	Provide other (and null) response options
•	When asking for pictures, provide space for description (ask why/

describe)
•	Use a stimulus image to encourage responses
•	Improve and repost questions (learn from your mistakes)
•	Run multiple HITs (parallel or sequential) as needed

In short, be clear and ask an interesting mix of  questions to encourage 
people to share personal insights.

Discussion

This study establishes that crowdsourcing can be valuable tool for user 
research. The seven student design projects primarily employed crowd-
sourcing as an early exploration and survey tool. The inherent speed, 
flexibility, and ease in reaching a large and diverse population allowed 
them to gather a lot of  information from people who were typically 
beyond their reach. 

The flexibility of  MTurk is reinforced by the wide variety of  formats 
and topics hosted by the projects: from simple demographics and rating 
scales, to describing preferences and reflections on personal experienc-
es. Also included were three HITs that asked participants to upload an 
images or links to images. The responses served as an early foundation 
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to broaden each project’s understanding of  the project context, as well 
as enriching, expanding, or confirming insights gained through other 
sources. The large, concise, and structured results made them easy to 
absorb and incorporate into the project. 
While there are several benefits of  this approach, it is not without 
drawbacks. These include a lack of  trust, both in who participates 
and the quality of  their responses; lack of  control over selecting par-
ticipants (akin to coordinating interview participants); and not recog-
nizing the potential benefits of  participant self-selection. Additionally, 
the lack of  contact with users diminishes the perceived depth and 
richness of  the information that is gathered. These barriers run con-
trary to a research goal that aims to build a more complete under-
standing of  the user to inform the design process. While some stu-
dent design projects posed questions that gathered deeper responses 
and others found richness in the diversity of  responses (Figure 5.13),  
crowdsourcing did not replace the emotional connection and contextu-
al insights gained through meeting and observing users in person.

Some issues identified by the student designers have more to do with 
inexperience than with crowdsourcing. This was observed in their 
struggles to design questions and to analyze responses. Receiving the 
crowdsourcing results built an understanding of  how people respond to 
different types of  questions. This insight led to many comments on the 
importance of  good and clear question design. The students learned 
that the quality of  questions greatly influences the quality of  the an-
swers. To ensure you receive the type of  information you need, you 
should develop questions that encourage people to share their insights 
into your topic.

While half  of  these results may not surprise the crowdsourcing commu-
nity, and the other half  may not surprise seasoned user researchers, it 
is the intersection of  these two fields that provides new insights. These 
insights reveal crowdsourcing as a fast and powerful tool to be added to 
the arsenal of  user research tools. 

Figure 5.13  A visual 

depiction of gaining 

rich information from 

users. The left shows a 

question that is answered 

by traveling a single path 

that winds through a 

specified design space in 

order to reach a richness 

of information, desired in 

the answer. In contrast 

the diagram on the right 

depicts a crowdsourcing 

paradigm where richness 

can be gained by 

collecting numerous 

inputs throughout the 

design space.
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Conclusions for Framework

The value of  crowdsourcing as a user research tool comes from the 
speed and ease with which designers can reach a large diverse pop-
ulation that includes people willing to answer questions and provide 
information. The crowd adds significant breadth and quantity to user 
research results. The flexibility of  the MTurk application supports a 
wide variety of  tasks and topics making it possible to gather information 
in multiple methods or formats. These characteristics of  a crowdsourc-
ing application remove the need to find participants and also automate 
data collection, making it a fast and flexible addition to the user research 
process. This newfound access to users fundamentally changes the user 
research paradigm providing an option to access users early and often 
throughout the design process. Rather than spending significant time 
and energy digging for the rich insights of  a few select users, designers 
can ask a huge audience of  potential participants, making it possible 
engage users in an iterative cycle as knowledge grows and the design 
evolves. The richness of  the insights no longer comes from how deeply a 
designer explores a topic with a few people, but from the amalgamation 
of  insights from a much broader and diverse pool of  participants, both 
inside and outside the target user population.

Figure 5.14  

Crowdsourcing as a user 

research tool provides a 

fast and simple way to 

access a lot of diverse 

participants, providing the 

opportunity to iteratively 

engage users and provide 

timely user insights 

throughout the design 

process with minimal cost 

and effort.
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	5.3 - Study #5: 	 Fast and Good 

Designers’ Skepticism: “So it’s faster than most user research, 

but how fast? And won’t the increased speed ruin quality?”

This study examines the speed of  crowdsourcing for gathering user in-
puts. The preceding studies have gathered user information faster than 
many user research methods by eliminating the need to identify and so-
licit participants, and by automating data collection. While results from 
the preceding studies have consistently received the desired number of  
responses within a week, these speeds are conservative in comparison 
to other crowdsourcing activities. This study examines the speed of  six 
user research tasks specifically designed for speed. I will explore the 
upper limits of  speed for gathering user information with the goal of  
increasing access to user information in the initial phases of  the design 
process. 

Research Questions

•	How fast is crowdsourcing for user research tasks?
•	What are the implications to bring user inputs into the early stages of  the design 

process?
•	Does the emphasis on speed negatively impact response quality?	
	
Literature has a number of  examples demonstrating the speed of  
crowdsourcing with response rates as fast as 50 to 170 submissions per 

hour, but these are generally “click-work” tasks 
requiring little effort. Some of  these studies 
manipulate the reward to measure the effect 
on both speed and quality (Borst, 2010; Feng, 
Besana & Zajac, 2009). The results show how 
higher pay produces faster results, but excess 
reward decreases quality. The decrease in 

Study 4:  Tips for Design Practice

Tip 1: Be clear when developing tasks. 

Tip 2: Embrace the opportunity to reach outside 

your target population to compare and contrast 

and develop a broader perspective.

Tip 3: Depth can be found in letting people 

share (simple open questions). 

Tip 4: Richness can be found in the 

amalgamation of many diverse responses.

Tip 5: Post early and often throughout the 

design process.

Tip 6: See above for recommendations for use 

as identified by the study participants.

This study is based on the following publication:

Tidball, B., Mulder, I. and Stappers, P.J. (2017). 

Crowdsourcing As An On-demand User 

Research Tool. Submitted to ACM Transactions 

on Computer-Human Interactions. 
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quality is a result of  attracting spam responses from people trying to 
game the system, because the possibility of  a reward outweighs the po-
tential of  being rejected for unacceptable responses. In addition 

DiPalantino and Vojnovic (2009), show how word choice within the task 
description can influence participation. Schwarz (1999) shows how the 
questions shape the answers, recommending clear and concise phrasing. 
These findings have led to recommendations in the “how to” guidance 
on many crowdsourcing applications. 

Context

This study was conducted in conjunction with two workshops within the 
Industrial Design Engineering faculty at Delft University of  Technology. 
The workshops were designed as an introduction to crowdsourcing as 
a method for gathering inputs from users to inform design. In order to 
demonstrate the process, live crowdsourcing activities were conducted 
during each workshop. The live demonstrations would need to generate 
results quickly (within the 2-3 hour workshops) driving an emphasis on 
the aspects of  task design that would accelerate response time. 

The first workshop was an optional element in a first year design course 
called Exploring Interactions for students of  the Design for Interaction 
Master (DFI). In this course students are introduced to user research 
and complete an individual design project. This workshop had two 
sessions, with 13 and 16 first year design students respectively. Due to 
the time constraints of  the workshop and the students’ limited experi-
ence with user research, the crowdsourcing tasks and questions were 
designed in advance and without their input. The tasks were setup, 
built, posted, and run as a demonstration during the session with the 
incoming responses displayed live. While waiting for the responses, the 
students participated in a paper crowdsourcing exercise. The exercise 

Figure 5.15  This study 

focuses on the speed of 

responses. Based on what 

literature and the previous 

studies illuminate about 

the crowd workers and 

their motivations, that 

knowledge can be applied 

to the Task Description, 

Enticements, and Reward 

to entice much faster 

responses.
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introduced some fundamentals of  survey writing followed by the group 
participating as a crowd in three of  the paper crafted surveys. At the 
end of  the sessions, the crowdsourcing responses (received during the 
first hour) were examined with discussion on their quality as perceived 
by the students. 

 
The second workshop had one session with nine students, divided into 
two teams. This workshop was one of  several options offered as part 
of  “DFI Master Identity Day,” a semester kickoff event hosted by the 
industrial design faculty. The teams were a mix of  design students from 
each year (undergrad through masters). During the three-hour work-
shop the student teams had to create their own crowdsourcing tasks 
(with guidance on crowdsourcing and hosting support) and use the re-
sults to develop and present a poster. Figure 5.17 shows the posters cre-
ated by the students to summarize the user insights they gained from the 
responses to their crowdsourcing tasks. 

Method

Each of  the crowdsourcing tasks conducted for this study used Amazon’s 
MTurk. The workshops took place in early afternoon central European 
time, and tasks were constrained to Turkers registered in India (the larg-
est population of  Turkers available at that time of  day).

Figure 5.16  Students 

participating in the 

Exploring Interaction 

workshop, participating as 

crowd-workers, selecting 

and responding to their 

choice of available tasks.

Figure 5.17  Students 

presenting the processed 

results they received 

through crowdsourcing 

tasks during the “DFI 

Thursday” workshop.
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For the crowdsourcing workshop for the Exploring Interactions stu-
dents, the tasks were created in advance without input from the stu-
dents. Special attention was given to developing tasks that were likely 
to generate responses within minutes (not days). To accomplish this, the 
list below identifies several recommendations (along with their intended 
benefit) from literature, MTurk’s best practices guide, and previous ex-
perience were applied: 
•	Broad topic (wide audience)
•	Slight overpayment (attract attention, but limit spam)
•	Clear and concise title and description (set expectations of  effort)
•	Clear and concise questions (limit effort and avoid ambiguity)
•	Short task with common/familiar structure (limit effort) 
•	Ask questions that allow people to share experiences or opinions 

(enjoyable)
•	Entire task (including submit button) visible in task preview (known 

effort)
•	Appropriate answer box size (indicate appropriate length of  expected 

answers)
•	Short task time (indicates limited time/effort to complete)
•	Short run time (indicates limited task availability, now or never)
	
Two generic topics – vacations and gadgets – were chosen for these tasks 
to allow a broad audience to respond. The tasks were built in MTurk, 
starting with the standard survey template (familiar format for partic-
ipants on MTurk), which includes basic demographic questions. The 
task properties were set as prompted by MTurk with an emphasis on 
clarity. Figure 5.18 shows a screenshot of  the settings for reward, num-
ber of  assignments, time allotted, expiration, and auto approval time 
for the HIT. 

Gender and age questions from the template were kept but the other 
template questions were deleted. Three topic questions were added in-
cluding two short answer questions with a representatively small space 
to enter their answer and one longer question with an answer box ap-
propriate for a one-sentence description (see Figure 5.19). 

At the end of  the workshop, the responses were shown to the students 
who then discussed the various quality and utility of  the responses as 
well as an expectation of  how users respond to survey tasks.
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For the DFI Thursday workshop the students were asked to identify 
their own topic for the crowdsourcing task. They developed five ques-
tions that would be added to four demographic questions preselected 
from the MTurk survey template. They were given a brief  overview of  
best practices for creating a HIT with recommendations geared toward 
speedy responses. To aid in the process (and ensure data capture for this 
research), I posted the surveys with an existing MTurk account. The 
parameters and settings for the tasks were set identically to the previous 
workshop (Table 5.5). 

Once the survey tasks were posted a couple of  the students asked if  
they could create a second task requesting pictures, as they had seen 
results from one of  my of  previous studies. For the picture tasks the “file 

Figure 5.18  A screen shot 

of the settings used on 

MTurk (parameters for all 

tasks shown in Table 5.5). 

The simple text, attractive 

pay, and short durations 

were all selected to 

encourage participation 

and indicate low effort.

Figure 5.19  Printed copies 

of the survey tasks as 

they appeared to users 

on MTurk for both the 

Exploring Interactions and 

DFI Thursday workshops. 

They included basic 

demographic questions 

followed by two to five 

user research questions.
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upload” template was used with a single statement of  “Please submit a 
picture of  _____.” Previous experiences with picture tasks had returned 
slow response rates so the reward was doubled to $0.10 per picture and 
only asked for 20 responses, with all other settings remaining the same. 

As the responses were received they were given to the student groups to 
be analyzed and incorporated into a poster and presentation.

Data Capture and Analysis 

Timing data was collected automatically by MTurk and is part of  the 
standard results spreadsheet (*.csv file). The “file upload” template re-
turns fewer data columns and some of  the results had to be calculated 
separately. 
Responses were judged by the author on a three-point scale of  use-
ful, ambiguous, or reject. The simplicity of  these tasks made judgment 
straightforward. The most obvious junk was rejected and anything 
questionable was labeled ambiguous (see results below). 

Results

In response to the six HITs in this study, 240 responses were received. 
Eleven were discarded, 10 were identified as ambiguous, and 11 pic-
tures were redundant. This left a total of  202 useful responses at a cost 
of  $15.40. Table 5.6 shows a breakdown of  the results for each study. 
The average response rate across all six studies was 13.8 responses per 
hour, or 11.6 usable responses per hour, with the first hour being the 
most productive with an average of  19.2 responses. The picture tasks 
received a slower response despite the higher reward.

To visualize these responses, Figure 5.20 shows the cumulative number 
of  responses received over time. Not surprisingly the response rates for 

Table  5.5  The setup parameters for each of the six crowdsourcing tasks. 

 Title Vacation Gadgets Drinking Tea Kitchen Tea Pic Kitchen Pic

Date 6-Oct-11 10-Oct-11 9-Feb-12 9-Feb-12 9-Feb-12 9-Feb-12

Qualification Requirement HIT Approval Rate > 95%, Location is India none (not an option)

Number of Assignments 50 50 50 50 20 20

Reward $0.05 $0.05 $0.05 $0.05 $0.10 $0.10

HIT expires in 1 Day 1 Day 1 Day 1 Day 1 Day 1 Day

Assignment Duration 15 Minutes 15 Minutes 10 Minutes 10 Minutes 10 Minutes 10 Minutes

Auto Approval Delay 1 Day 2 Days 2 Days 2 Days na na

Task Design 5 Questions 5 Questions 9 Questions 9 Questions 1 Picture 1 Picture
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each pair of  tasks show similar trend lines suggesting that the type of  
task and when it is posted will influence the speed of  responses. Next 
Figure 5.21 shows the distribution of  usable responses per task. As can 
be seen, the question-and-answer tasks had few unusable (rejected) 
responses, while the picture submissions had far more ambiguous re-
sponses with questionable utility.

Overall, 84.2% of  the responses were judged to be useful, meaning they 
provided coherent answers to the questions asked. Looking solely at the 
survey responses, 90.5% (181/200) were judged to be useful. On the 
other hand, the picture tasks had substantially fewer usable pictures 
52.5% (21 of  40), where two were rejected, 11 were ambiguous, and 

Table  5.6  Summary of the results for all six crowdsourcing activities, including time data and quality assessments.

 Title Vacation Gadgets Drinking Tea Kitchen Tea Pic Kitchen Pic Average

Avg Time Per Response: 2 min 19 sec 2 min 25 sec 2 min 0 sec 3 min 25 sec 1 min 39 sec 1 min 40 sec 2 min 15 sec

Number of Assignments 
Request/Receive/Reject:

50/50/0 50/50/0 50/50/1 50/50/0 20/20/11 20/20/11 40/40/3.5

Effective Hourly Rate: $1.30 $1.24 $1.50 $0.88 $3.63 $3.61 $2.03

Time to Complete All Tasks: 5 hr 11 min 3 hr 57 min 2 hr 8 min 2 hr 24 min 2 hr 21 min 2 hr 37 min 3 hr 6 min

Response( Rate (per hr): 9.6 12.7 23.4 20.8 8.7 7.6 13.8

Usable Responses: 46 45 49 41 9 12 202

Reject Responses: 2 3 1 3 0 2 11

Ambiguous Responses: 2 2 0 6 5 6 21

Redundant Responses: - - - - 6 - 6

Figure 5.20  The cumulative 

number of responses received 

over time for all six studies 

(note: the time access is not 

linear, on a linear scale the 

response curves start off with 

high response rates and then 

slowdown). 
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six were redundant (Figure 5.21). Despite the high number of  irrelevant 
pictures, the students found the remaining images helpful for their un-
derstanding and they provided a visual context for the survey responses. 

Discussion 

The results above demonstrate how crowdsourcing can be used as a 
near on-demand user research tool. Through conscientious design of  
the task we experienced response times that averaged 5 responses in10 
minutes. While not instantaneous, it is fast enough to receive user inputs 
during the course of  a meeting. This speed provides a means for users to 
inform the early stages of  the design process, ensuring that early project 
decisions are user centered. Early user input can help inform founda-
tional strategic decisions that often set the direction of  the design proj-
ect. Additionally, the emphasis on speed did not have a negative effect 
on the quality of  the responses. During the synthesis of  the responses 
student designers were able to easily identify and discard spam and low/
no value responses. The unused responses accounted for roughly 15% 
of  all responses; in contrast, we discarded 10% of  responses generated 
though our other research activities on MTurk. Due to the increased 
payment, we expected significantly more spam responses. But the re-
sults indicate that the same considerations that help encourage faster re-
sponses (clear tasks that require minimal effort) also allow or encourage 
users to provide clear and useful responses. The higher rate of  spam for 
picture responses is likely because the task is quicker (than the survey) 
and more difficult for the requester to justify rejecting a response. 

Conclusions for the Framework

This study was able to show how crowdsourcing as a user research tool 
can be greatly accelerated through conscientious task design. To en-

Figure 5.21  The judged 

quality of responses to 

all six tasks. The text 

responses were mostly 

usable while the picture 

submissions were far more 

ambiguous in their utility. 
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courage fast responses, tasks should seek a wide audience appeal with 
clear wording, ample reward, and minimized time and effort indicators. 
As highlighted in Figure 5.22, careful attention given to these param-
eters in the design of  the task description and the corresponding en-
ticements also appears to encourage quality responses (average 84.2% 
usable). In other words, the careful attention given to designing a faster 
task by clearly stating what is desired makes it easier for responses to be 
accomplished, improving both their speed and quality. 

With some response rates approaching 20 responses per hour, crowd-
sourcing can be used to gather inputs from users as questions arise 
throughout the design process. This enables designers to bring user 
insights into the initial and conceptual stages of  the process to help in-
fluence critical strategic level decisions with user provided information. 
This early and flexible opportunity can aid projects in starting off on 
the right foot and can answer questions as they arise without the typical 
delay incurred for most user research methods.

While the speed demonstrated here was aided by the simplicity of  the 
tasks and topics, careful attention to the design of  tasks can improve the 
results of  any crowdsourcing activity. Longer, difficult, or nonstandard 
tasks will decrease speed. This was demonstrated by the picture upload 
tasks which, despite having double the reward, had a significantly slower 
response rate of  eight responses per hour. Attention to task speed actu-
ally taps into a number of  motivational elements that benefit both speed 
and quality, including the simplicity and clarity of  the title, description, 
and questions. 

	

Figure 5.22  By focusing 

on creating user 

research tasks paired 

with enticements for fast 

results, the tasks averaged 

more than 13 responses 

per hour without negative 

impacts to quality, though 

the response rates did 

not reach the speed 

of click-work. For user 

research, this provides an 

opportunity to gather user 

insights anytime questions 

arise throughout the 

design process. 
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	5.4 - Study #6: 	 Finding Target Users  

Designers’ Skepticism: “How do I get responses from a specific 

user group, not a crowd”

This study examines the use of  qualification tasks as an approach to 
reach and identify target users in crowdsourcing activities (Figure 5.23). 
Once experts or target users are identified they are asked to complete 
a second task that seeks expert-user inputs. Through the previous stud-
ies the topics of  the crowdsourcing tasks were largely open or generic, 
meaning most people should be able to provide input, and demographic 
characteristics were used to parse the responses as needed for compar-
ison. However, there are times when inputs are needed from a highly 
constrained user group. 
 

The expense of  engaging people in common user studies often necessi-
tates that researchers find and filter participants in advance. In crowd-
sourcing this paradigm is upended, shifting the role of  selecting who 
participates to the participants themselves. Even with this role rever-

Study 5:  Tips for Design Practice

Tip 1: To encourage fast responses, design tasks 

for a wide audience with clear tasks, ample 

reward, and minimize time and effort indicators.

Tip 2: Set task parameters to reflect a fast 

and simple task. Be sure the task matches the 

settings.

Tip 3: Take time to design clear tasks. Clear 

simple questions result in clear simple answers, 

and are easier to sort and analyze. Overly 

specific or detailed questions add confusion. 

Tip 4: When deeper more thoughtful responses 

are desired, use simple priming questions to 

initiate thinking, or use open questions that 

allow people to express themselves freely. These 

responses will be broader and more ambiguous 

requiring additional analysis.

Tip 5: Ask for pictures especially for unfamiliar 

contexts or cultures, but expect a slower 

response rate and more spam. (You can repost 

pictures as stimulus images).

Figure 5.23  This study 

examines the use of 

qualification tasks to 

identify experts or target 

users. Once the experts 

are identified they are 

asked to complete a 

second task that addresses 

the specific expert-user 

inputs to determine if 

highly specific expertise 

can be reached from 

within the crowd. 
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sal, it is still valuable and often necessary to know who is responding 
and whether they possess the necessary expertise from the researchers’ 
perspective.

Research Questions

•	How can crowdsourcing reach people with specific expertise or 
knowledge?

•	What is the role of  qualification tasks in identifying specific expertise?

In the how to guidelines on MTurk, and in lit-
erature (Alonso, Rose, et al. 2008; Kittur, Chi, 
& Suh 2008) it is possible to create “qualifica-
tion tasks” as training or filtering tools to cre-
ate a pool of  qualified workers for future tasks. 
These qualification tasks are employed as a 

barrier for entry, where the training helps ensure subsequent tasks are 
completed properly. The intent is that future work is of  higher quality. 
For conducting user research, the qualification task may be an effective 
method to seek out and identify people who have the desired expertise 
and represent a target user group. 

Context

This research was conducted in cooperation with two pre-existing us-
er-centered design projects. The projects were selected because they 
had user groups that were constrained and difficult to reach, but for 
different reasons. The researchers for these projects were both doctoral 
candidates in industrial design, who had conducted several iterations 
of  user research, design, and prototype testing. As with several of  the 
previous studies, data collection was accomplished through HITs posted 
on MTurk.

The first topic was designing for children with autism spectrum dis-
order. Designing for these children is difficult because their ability to 
interact socially is highly constrained and they are not always able to 
answer questions. Instead designers need to engage caregivers (parents, 
teachers, therapists, etc.) who live, teach, and play with these children. 
These caregivers are a small subset of  the general public.
The second topic was on social connectedness and how to design prod-
ucts so people can feel and be more connected to loved ones who live in 
different places. While most people want to stay connected with friends 
and family, it is difficult to find and identify people who understand and 

This study is based on the following publication:

Tidball, B., Mulder, I. and Stappers, P.J. (2017). 

Crowdsourcing As An On-demand User 

Research Tool. Submitted to ACM Transactions 

on Computer-Human Interactions. 
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can communicate the emotional, technological, and generational differ-
ences involved with helping people feel more connected. 

Method

This study was designed with three phases, while running the two topics 
(autism and connectedness) in parallel. The first phase was a qualifica-
tion task designed to determine the expertise of  respondents as it related 
to the respective topic. This was followed by a second task designed to 
gather user inputs. The second user research tasks were first available 
to the respondents of  the qualification phase. For the third phase the 
user research tasks were made available to the public. The responses to 
all follow-up tasks were also rated on expertise to allow for comparison. 

Tasks

The qualification tasks were designed by the topic experts with some 
guidance from me to ensure fit with the crowdsourcing application. The 
goal of  the qualification tasks was to allow the researchers to assess if  
respondents possessed the appropriate expertise to be included in fu-
ture studies. Figure 5.24 shows a screenshot of  a qualification task. The 
qualifications included basic demographics and open-ended questions 
to help reveal respondents’ experience on the topic not a self-report of  
their perceived knowledge or abilities. 

The two qualifying tasks were posted on MTurk, seeking 150 responses 
per topic and offering $0.05 per response. The number of  responses for 
each task was divided evenly between the US, India (the two primary 
groups on MTurk), and everywhere else (50/50/50). This division was 
done to receive a more even distribution of  responses and help identify 
cultural differences in the results.

The second set of  tasks was adapted from research previously con-
ducted by the topic experts. The tasks were similar in effort and easily 
adaptable to an online survey format (see Figure 5.25). The task for the 
autism study consisted of  rating six lunch box designs aimed at sup-
porting children with autism. The social connectedness task was split 
between asking about the important aspects of  communication related 
to feelings, technology, and limitations and then asking them to evaluate 
a design concept aimed to support passive communication.

Rating Responses

The responses were given to the respective researcher for evaluation 



111

and to rate the apparent expertise of  each response. Responses that 
were incomplete or obvious spam (e.g. answering “asdf ” (the four left 
fingers on the keyboard) to several questions) were rejected (not paid). 
The topic experts were then asked to rate each response as it related 
to their topic on a “High-Medium-Low” scale. While conducting the 
ratings both topic experts decided that the initial “High-Medium-Low” 
scale was insufficient for classifying the responses in a way that was 
meaningful for their research, and they expanded the rating system to 
meet their needs. 

In rating of  expertise for the autism responses a fourth level of  ‘None’ 
was added to the initial scale. In addition, a second binary rating (yes/
no) was added to separate responses deemed useful regardless of  ex-

Figure 5.24  Screen shot 

of the qualification task for 

the autism topic. Asking 

for both demographic 

information and questions 

helped determine 

the expertise of the 

respondents with regard 

to the topic.
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pertise. Similarly, for the topic of  social connectedness the researcher 
also added a null category to rate expertise, but discarded the High-
Medium-Low scale. Instead he classified the responses as providing 
“functional” or “experience” information and just like the autism rat-
ings added a binary useful rating. The ratings were recorded for later 
comparison to future responses.

Using the MTurk web tools, all participants (regardless of  expertise) 
were assigned a qualification and invited to participate in the second 
task for the same topic. The qualification not only granted them access, 
but can also be used by the participants as a filter to find tasks that they 
are qualified to accomplish. To further encourage participation, invita-
tions were sent in the form of  a $0.05 bonus, along with a brief  message 
thanking them for their previous response and requesting their partic-

Figure 5.25  Screen shots 

of the follow-up task for 

the autism.
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ipation in the follow-up task. The follow-up task paid an additional 5¢ 
per response. After collecting pre-qualified responses for 14 days, the 
second set of  tasks was opened to all workers, using the same procedure 
as the qualification task and requesting 150 responses.

These last two sets of  responses were then given to the topic experts, to 
be rated using the same method used to rate the qualification responses. 
The analysis and comparison of  the results of  all three phases is pre-
sented in the results.

Results

Table 5.7 shows the number of  responses received for each task.  
In total this study received 534 responses. 

Figure 5.26 shows the distribution of  the response ratings for both use-
fulness and expertise. To begin 63 (12%) were rejected as incomplete or 
spam responses, the remaining responses were rated on both expertise 
and usefulness. From the accepted responses, 280 (59%) demonstrat-
ed some level of  expertise related to the topic, and 170 (36%) were 
identified as containing useful information. The 301 (64%) remaining 
responses were valid responses, but did not provide useful information 
according to the experts.

The data below takes a more detailed look at the response ratings for 
each study. The graphs show the breakdown of  the expertise and use-
fulness ratings for each task and topic.

Autism Connectedness Total

Task I: Qualification 123 168 291

Task II: Prequalified   11     9   20

Task II: Not Screened   71 152 223

Total 205 329 534

Table 5.7  The number of 

responses received for 

each task.

Figure 5.26  Overview 

of the usefulness and 

expertise ratings for all 

responses (n=534), as 

rated by the topic experts.
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Qualification

The responses from the qualification tasks contained sufficient infor-
mation for the topic experts to rate both the expertise and usefulness 
of  the responses. Figures 5.27 and 5.28 show the distribution of  ratings 
for both topics. They can both be divided into three categories: useful 
experts, non-useful experts, and throwaway responses. The researchers 
had not expected the middle group of  responses, who demonstrate the 
requisite expertise, but did not provide responses that were useful or 
informative. While the distributions for topics were quite different, two 
similarities can be seen. First, there is the limited number of  responses 
in the useful-expert category (the target users). This is especially true for 
the autism topic. The second trend is the high number of  responses from 
India that are in the throwaway category, once again more prevalent in 
the autism topic, which has a more constrained target population. 
 

Figure 5.27  Expertise 

and usefulness ratings of 

responses received from 

the qualification task, 

from the children with 

autism study (n=123). 

The 21 responses on the 

left demonstrate some 

level of expertise and 

provide information useful 

to the designer. On the 

right some responses 

indicated expertise, but 

did not include useful 

informations.

Figure 5.28  Expertise 

and usefulness ratings of 

responses received from 

the qualification tasks for 

the social connectedness 

study (n=166). There 

were significantly 

more responses that 

demonstrated the requisite 

knowledge and provided 

useful responses, and 

the poor responses were 

more easily identified.
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Pre-Qualified Responses

The second phase of  the study examined the effectiveness of  a qualifi-
cation task for filtering or identifying participants by comparing qualifi-
cation ratings to ratings on a follow-up task. In spite of  invitations and 
bonus payments, only a small percent (5% and 9%) of  the original par-
ticipants returned for the follow-up task. From the small sample there 
is evidence that the quality of  responses remained relatively constant 
between the first and second task. As shown in Figure 5.29 the autism 
topic saw a small drop in the expertise ratings, while the connectedness 
topic shows a consistent rating with a small increase, Figure 5.30.

Non-Qualified Responses

For the final phase of  this study the same follow-up task was posted, 
but available to all workers on MTurk without the use of  qualifications. 
For this phase 223 responses were received and once again rated by the 
topic experts. 

The autism topic received less than half  the number of  responses com-
pared to the qualification task. The ratings for both topics show similar 
distribution to the ratings from the qualification task. The two primary 
differences that can be observed are the increased polarization of  the 
autism topic and less polarization of  the connectedness topic.

Figure 5.29  A comparison 

of the demonstrated 

expertise between 

qualification and follow-up 

task ratings for individual 

participants (N=11) who 

returned to complete 

the follow-up task for 

the autism study. The 

responses demonstrated 

a decrease in expertise on 

the follow-up task.

Figure 5.30  A comparison 

of demonstrated 

qualification and follow-up 

task ratings for individual 

participants (N=9) who 

returned to complete 

the follow-up task for the 

connectedness topic. The 

responses show stable or 

increased expertise on the 

follow-up task

Autism Study

Connectedness
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These results show how the use of  qualification tasks can identify and 
filter responses based on expertise, or identify members of  a specific 
target user group. The information in the responses also makes it possi-
ble to filter based on quality. The following discussion further examines 
what these results mean in the context of  crowdsourcing as a source of  
user information for design. 

Discussion

The results of  this study demonstrate how qualification tasks can be 
used to identify respondents with the requisite expertise, as well as dis-
tinguish useful responses. The topic experts found it relatively easy to 
rate the responses, especially the exceptional responses (good or bad), 
but found it difficult to rate responses that fell in the middle. The mid-
dle of  the road responses sparked considerable discussion among the 
researchers who wondered if  they could be aggregated in some way to 
produce useful insight. In the end, it was agreed upon that time was bet-
ter spent on the exceptionally informative responses and if  additional 

Figure 5.31  Expertise 

and usefulness ratings 

for the second (without 

pre-qualification), autism 

task (n=71). In comparison 

to the prequalification 

responses (Figure 

5.32) the distribution is 

relatively similar, with 

a low percentage of 

useful responses and an 

abundance of responses 

from India that are not 

useful.

Figure 5.32  Expertise 

and usefulness ratings 

for the second (without 

pre-qualification), 

social connectedness 

task. In comparison 

to the prequalification 

responses (Figure 5.31) 

the distribution is more 

diverse, the combination 

of the qualification and 

information questions 

made finer distinctions 

possible.
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input or support was desired more results could easily be obtained by 
(re)posting a new task.
 
The second phase of  the study shows that only a few people returned 
to complete a follow-up task (5% to 9%) despite invitations and bonus 
payments. This was likely a result of  the delay, between completing the 
qualification and the availability of  the second task (about one week), 
while the initial responses were collected and reviewed. Figure 5.33  
shows how with separate layers of  a tasks the number of  avail-
able participants diminishes making it more difficult to reach them.  
A possible cause is that common qualification tasks on MTurk are used 
to train and filter workers for numerous follow-up tasks, giving the par-
ticipant greater motivation to return. Our qualification tasks did not 
explicitly use this format. 

Despite the small sample of  returning participants, the quality (appar-
ent expertise and usefulness) of  each participant remained relatively 
constant between the first and second task. This consistency shows that 
a qualification task can function as an indicator of  future performance, 
allowing researchers to gather a subset of  participants that demonstrate 
a specific expertise. Unfortunately, the low return rate of  qualified par-
ticipants (8.9% and 5.4% respectively) limits the efficiency of  crowd-
sourcing as a user research tool. 

The third phase of  this study demonstrates that target users can be 
identified directly from a user research task, without the use of  qual-
ification tasks. The topic experts rated the expertise and usefulness of  
responses for all tasks. This eliminated the need to design and rate re-
sponses to a separate qualification task and the need to entice partici-
pants to return. Open or discussion type questions were more reliable 
for qualifying expertise.
The distribution of  response quality for both qualification and research 
tasks emphasizes a polarity (useful/useless) in the response quality. The 

Figure 5.33  From the 

pool of all responses only 

a portion are experts. 

The number of original 

participants that return 

for a second task is also 

small. Where these two 

groups overlap leaves a 

limited group of qualified 

experts that will return for 

a given task (4.1% and 2.4% 

respectively), limiting the 

value of pre-qualification. 
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autism responses were more polarized, likely because people who have 
spent time with these children are not prone to common misconcep-
tions. In contrast the social connectedness had a broader range of  ex-
pertise, but the introspective questions revealed a polarity in who could 
communicate these thoughts effectively. The increased polarity in the 
second tasks can be attributed to the type of  questions. The second 
autism task consisted of  rating product designs. While it was possible to 
assess the expertise based on their explanations, it was far more binary. 
People either did or did not understand the needs of  these children. In 
contrast, the second task for the social connectedness study asked ques-
tions that were personal and experiential. The answers provided a level 
of  detail enabling the topic expert to make finer judgments on expertise 
and usefulness of  the responses.

Conclusions for the Framework

This study showed how qualification tasks could be used to reach 
constrained or select target groups within crowdsourcing populations 
(Figure 5.34). And experts can be easily identified based on the qualities 
of  their responses. However the low return rate of  pre-qualified workers 
makes this step inefficient and impractical. The relative ease in identi-
fying experts post-hoc all but eliminates the need to conduct pre-quali-
fication tasks. Instead, incorporating qualification questions (open/de-
scriptive) into the primary task is a fast and effective way to identify the 
desired expertise or target group from the qualities of  their responses. 

The type of  qualification questions to use will depend on the topic and 
the desired expertise. These questions should not rely solely on demo-
graphic self-reported answers, but allow for open answers that can be 
assessed for expertise. This study found that questions allowing people 
to recount personal experiences worked well. In this way participants 
were able to demonstrate rather than report their relevant expertise. 
In addition to identifying expertise, the responses to the qualification 
questions often provided insights helpful for understanding the person, 
and providing additional topic information and context for their other 
inputs. 

Looking back at our conceptual framework (Figure 4.2), the designers 
experience during this study showed it is more efficient to identify ex-
pertise at the end of  the interaction with the users rather than during 
recruiting. The combination of  qualification questions with information 
seeking tasks reduces the workload, by removing the preliminary task 
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to pre-qualify participants. The combination also connects additional 
insights that increase contextual insights and helps with interpreting 
other responses. To enable this post-hoc identification, the task should 
incorporate questions that allow participants to reveal (not report) their 
expertise (e.g. What is your experience with ____? vs. Do you have ex-
perience with ____?). 

Figure 5.34  The results 

of this study show that 

for user research tasks, 

it is best to combine 

qualification questions 

with the primary 

information-seeking 

task, and not as separate 

tasks (HITs). Analyses 

also demonstrated that 

expertise was relatively 

simple to identify during 

synthesis of the responses.

Study 6:  Tips for Design Practice

Tip 1: Embed qualification questions into the 

original task to identify target users or topic 

experts.

Tip 2: Do not expect Turkers to return for a 

second task.

Tip 3: Qualification tasks are more suited for 

training participants to improve quality on high 

volume “click work”. 

Tip 4: Combining qualification and information 

questions makes finer distinctions possible.

Tip 5: Know your topic well enough to identify 

misconceptions. They may provide wrong 

information if not filtered out, though they may 

prove useful in other ways.
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CHAPTER 6	 Discussion
The goal of  this dissertation is to combine the benefits of  online crowd-
sourcing applications with existing user research techniques, to provide 
designers with fast, abundant, and flexible access to users to inform the 
early stages of  the design process. To that end, this research found suc-
cess. Phase I explored how the crowdsourcing process operates when 
applied to design tasks. The results from phase I along with the liter-
ature review informed the development of  the framework (Figure 4.2, 
reproduced below in Figure 6.1) to show designers the crowdsourcing 
process, aligned to their information needs. Phase II then explored the 
value of  crowdsourcing for designers; demonstrating where designers 
can start, why the results are valuable, and how designers can engage 
users to support early design decisions. 

The following sections discuss both the research implications and the 
implications our results have for design practice. The final chapter pres-
ents the answers to the research questions and overarching conclusions 
along with a set of  guidelines to support designers in conducting fast, 
abundant, and flexible user research. I also reflect on the limitations, 
issues, ethics, and directions for future research. 

	 6.1 	 Research Implications 
The research studies, as reported in Chapters 3 and 5 (phase I and II), 
reveal a number of  findings and lessons for design that arise from the in-
tersection of  crowdsourcing and user research. The experiences gained 
through these studies identified benefits and barriers for designers. The 
fast, abundant, and flexible nature of  crowdsourcing has shown to be 
a useful addition to the user research toolbox. The framework and 
guidelines developed through the studies depict the process and enable 

Figure 6.1  The framework 

of crowdsourcing for 

designers as a fast, 

abundant, and flexible 

user research tool for early 

user centered design. 

The framework highlights 

the exchange between 

designers and users 

through a crowdsourcing 

application to elicit insights 

to inform and inspire the 

design process.
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designers to integrate the speed of  crowdsourcing into their design pro-
cess, access quality insights, and use qualifications to identify target us-
ers. To access users’ insights through crowdsourcing involves more than 
the outsourcing of  work typical in crowdsourcing. For user research, it is 
beneficial to view crowdsourcing as a means to enable communication 
and engage users, through the use of  an online platform. As viewed by 
people familiar with crowdsourcing this is not a stretch, but for design-
ers this relatively hands off approach to user research is a new idea.

The two studies in phase I were conducted to identify what happens 
inside the process and how crowdsourcing works for design tasks. This 
illuminates the role of  the crowdsourcing application and helped to dif-
ferentiate the results of  crowdsourcing from that of  a web search. The 
first study shows how the structure and process imposed by a crowd-
sourcing application and the social norms of  the crowd influence the 
tasks and responses. The process of  asking for users’ insights instills a 
connection not present when searching the web. Designers more care-
fully consider what information they seek and responses are more con-
sciously examined because they are responses to a specific request in-
stead of  the results of  a general web search.

The second study, examining off-line crowdsourcing, highlighted the 
value of  an online application in mediating communication with the 
crowd and the importance of  participant motivations. The applica-
tion’s role in mediating communication is central to the speed and ease 
of  crowdsourcing, freeing designers to focus effort on other activities. 
The participants’ motivations in the off-line study supported previous 
research and emphasized the importance of  intrinsic motivations (fun, 
sense of  contribution, sharing of  expertise) that drive self-selection and 
improve quality. Using these formative results the framework was ex-
panded to more accurately represent crowdsourcing for user research.

The experience and findings from the studies in phase I combined with 
the literature reviews allowed for the development of  the framework, 
capturing the process and communication links within the crowdsourc-
ing process to help identify areas for further study. The first study in 
phase II employed an online logo design contest to illustrate the con-
nections between the designers as hosts of  the contest and each of  the 
communication elements in the framework. The results of  this study 
showed how the host’s involvement in creating the task, providing feed-
back, and synthesizing the results brought insight into their design proj-
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ect. The creation of  the tasks forced the team to carefully consider the 
goal of  their project (a key, yet easily overlooked step), to then clearly 
and concisely communicate it to the contest participants. During the 
contest, providing constructive feedback allowed the designers to think 
critically about the vision they had for their project. Although limited, 
the communication with the participant designers and the response of  
refined designs to feedback showed how other designers viewed and 
responded to the design goal to formulate their solution. 

At the end of  the logo contest, the syntheses of  the results became far 
more interesting and informative than simply selecting the winning 
design. The large set of  designs submitted by generally anonymous 
contributors (though some choose to disclose additional information to 
promote additional consulting services outside the crowdsourcing ser-
vice) provided content as well as a context in which the team could 
candidly discuss the pros and cons of  many designs. The designers as 
hosts found this experience liberating, as they were accustomed to hav-
ing the designer present during design selection. In the end they did not 
use the winning design, but crowdsourcing provided much more than 
a winning solution. It provided both a process and content to help the 
team discuss and clarify its design goals. While the results are based on 
a single contest, they illustrate how crowdsourcing can contribute to 
the design process. By requiring the team to write a design brief, they 
had to formalize and make explicit their design goals. Engagement with 
contributors furthered their own design thinking, and they received an 
impressive variety of  responses and ideas to spur their design thinking. 
Finally, the ideas provided the content and context to reconsider their 
goals and inspire their own design solution. 

Study four embedded crowdsourcing as a user research tool into seven 
design projects. The results provided insight into where the framework 
fits into the design process. Incorporating crowdsourcing into several 
design projects reinforced the speed and flexibility of  gathering a large 
set of  responses from a diverse set of  users. This new tool allowed the 
design teams to pre-test questions, add breadth or quantity to other re-
sults, reach users not readily available through other means, and begin 
gathering information early while preparations for other activities were 
still underway. Prior to receiving results, there was an initial hesitation 
from designers due to the change in mindset (getting inputs from anony-
mous people) and the inability to preselect participants (a key activity in 
most user research). Confidence grew as responses aligned with results 
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from familiar methods. In the end, design teams appreciated it as an ad-
dition (not a replacement) to their other user research activities. Because 
of  its relative speed and simplicity for gathering responses, teams gen-
erally employed crowdsourcing in the early formative stages of  their 
process, alongside Internet searches and initial site visits.

Synthesizing the large sets of  responses presented a challenge for most 
teams. They were generally not accustomed to dealing with large data 
sets or responses that lacked the context gained from meeting in person 
or preselecting specific participants. Despite these struggles, research-
ers observed teams organically selecting rich responses and identifying 
promising design directions from the multitude of  diverse responses. As 
depicted previously in Chapter 5 (Figure 5.12 in particular), their ap-
proach to synthesizing the responses changed. Rather than an in-depth 
exploration with a few select participants, individual insights were com-
piled to construct a holistic picture of  the design space. While crowd-
sourcing often accomplishes work by parsing larger tasks into smaller 
pieces to be worked independently, user research does not benefit from 
the prearranged order of  a deconstructed task. Instead, crowdsourcing 
responses are synthesized more organically. The organization of  user in-
sights was aided by incorporating open questions into the tasks. Though 
most responses were short and simple they still provided information, 
context, and indications of  what users found most pertinent. Each set 
of  responses included a couple of  surprisingly detailed and thoughtful 
comments, providing additional depth and richness that helped bring 
context to other less detailed responses. 

The fifth study focused on increasing the speed of  responses by creating 
clear tasks that leveraged participant motivations. The results showed 
how thoughtful task design could generate response rates as high as 23 
responses per hour, with as many as 10 responses in the first 10 minutes. 
While this does not match the speed of  click-work, the increased speed 
over typical user research activities provided the opportunity to gather 
plenty of  useful insights in the span of  a three-hour workshop. This 
speed translates to nearly on-demand user responses. Although the tasks 
and responses in this study are simple, reducing the cycle time of  typical 
user research would allow designers to gather user insights during the 
span of  a design meeting, and conducting several simultaneous tasks 
would gather even more information in a short time. In contrast to re-
sults from literature that show a “sweet spot” relating reward to speed 
and quality, the research showed how emphasis on increasing speed did 



125

not sacrifice quality. In our trials, the same considerations that increase 
speed (short, clear, simple, interesting) also support quality (more than 
90% were judged usable by the design teams). More complex tasks or 
constrained expertise likely have additional trade-offs that warrant fur-
ther study.

The final study found that the use of  a qualification task for user re-
search functioned quite differently than typical qualifications on 
MTurk. Usually, qualifications train participants for repetitive tasks and 
create a barrier to entry to increase quality. In user research, we used 
qualifications to seek experts. In this sense, the results showed that a 
separate qualification task was effective at identifying experts or target 
users, but only a limited few (<10%) returned to complete the primary 
task. Instead, we found that incorporating qualification questions into 
the primary task was effective and far more efficient for identifying 
useful responses and target expertise. For redundant tasks where users 
could be qualified for many similar tasks, the separation works well, but 
for complex or one-time tasks the combination was more appropriate 
and quite beneficial for adding context to their responses. Qualification 
questions that were open and gave users an opportunity to share a per-
sonal experience made it especially simple to determine expertise, pro-
vided priming for later questions, and added context for synthesis and 
analysis. While designers were still not able to select in advance who 
responded, the ease of  distinguishing experts from among the responses 
allayed their concerns as they could easily discard (and not reward) in-
appropriate or irrelevant responses. 

The next section focuses on how these results relate to design practice. 
In the final chapter the research questions are answered and the results 
are consolidated into a set of  guidelines to help support designers incor-
porate crowdsourcing into their early user research activities. 

	 6.2 	  Implications for Design 
In conjunction with the research results are a number of  implications 
for design practice to support the adoption of  crowdsourcing as a user 
research tool. The framework (Figure 6.1) and guidelines (Table 7.2) are 
intended to enable designers to use crowdsourcing on their own to in-
form their design process. With the aid of  these guidelines and the “how 
to” advice available on crowdsourcing websites it is reasonable to expect 
that designers can begin using this tool without further ado. As reported 
by the design teams in Study 5, crowdsourcing was an appreciated ad-
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dition (though not a replacement) to their other user research activities. 
The speed and flexibility created new opportunities to gather early in-
sights, pretest questions, and to triangulate with other results. Due to the 
reach of  online tools, designers were also able to engage a much larger 
and more diverse user base. And while not all target groups are present 
in the crowd (e.g. toddlers), this expanded group of  users can provide 
designers with expanded perspectives, and provides users new oppor-
tunities to be a part of  the design process. Early on designers found it 
challenging to view crowdsourcing as much more than a web search, 
as it runs counter to current trends of  empowering users by engaging 
them in participatory design. But with a little experience they began to 
see crowdsourcing as a complimentary means to engage and communi-
cate with a large and diverse crowd of  users. This new way of  thinking 
opens up crowdsourcing as a user research tool, allowing crowdsourcing 
applications to be used to connect and communicate with users in fast, 
abundant, and flexible ways to inform the design process. 

In this view of  user research, crowdsourcing reveals some interesting 
implications for design practice. From the process, fit, speed, and ability 
to reach target users, each study reveals benefits that can be leveraged by 
designers. First, the imposed process of  hosting a crowdsourcing activity 
encourages designers to pause and consider their goals and information 
needs, providing early clarity to the design team. Synthesis of  a large set 
of  crowdsourcing results not only begins to inform design decisions, but 
also helps in planning and focusing future, more involved, user research 
activities. While many designers consciously or unconsciously follow a 
process of  defining the project goals and information needs, the im-
posed structure in crowdsourcing makes these steps explicit and can aid 
in training new designers or in spurring the team’s thinking on a tough 
or stalled project. 

The demonstrated flexibility and relative ease of  crowdsourcing make 
it a nearly seamless fit throughout the design process, complementing a 
variety of  design activities. It also caters to various information needs: 
providing initial insights, pre-testing questions, seeking inspiration, ex-
ploring a new context, and adding quantity or diversity to other in-
formation sources. Designers appreciated crowdsourcing’s speed and 
adaptability as a welcome addition to their toolkit. Specifically, designers 
unanimously viewed it as an addition and by no means as a replacement 
for the visceral insights garnered through face-to-face interactions or 
in-situ observation. The online asynchronous nature of  crowdsourcing 
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also provides uncommon access to a large and diverse population, add-
ing quantity to confirm other responses and new viewpoints as contrast 
to the target user population. From the users perspective the reach of  
online tools allows more prospective users to have a voice and engage in 
the design process. While individual interactions may not be a visceral 
and engaging as face-to-face methods it certainly opens the door for 
more users to participate in the process. These added users and their 
insights provide a breadth of  information that opens avenues to new 
insights. 

With the breadth and diversity, however, comes a simplicity or shallow-
ness of  many short responses. The richness that often comes from far 
reaching explorations with a small subset of  users has an interesting 
counterpart in crowdsourcing. As depicted in Figure 6.2, many small 
responses can be compiled into a well-developed picture of  the design 
space, providing richness not anticipated by the participating designers.

The speed of  crowdsourcing fundamentally changes the accessibility of  
user inputs from weeks to hours. This transformation allows designers 
the opportunity to bring the user insights into the formative stages of  
design process. Leveraging the speed, designers can help ensure stra-
tegic decisions are based on insights from users without delaying the 
project. In addition, on-demand access to users allows questions that 
arise throughout the design process to be answered clearly rather than 
assumed or surmised. 

The inability to pre-screen participants was a common concern among 
designers, as they are accustomed to spending considerable time find-
ing, screening, and recruiting the right participants. To address the con-
cern, the use of  qualification tasks and questions was explored. While 
this does not allow for pre-screening, the integration of  qualification 
questions into the primary task made it simple to identify target users 
and determine their levels of  expertise from the responses. The ease in 
identifying useful responses may make filtering possible without adding 
questions, depending on the openness of  the questions and complexity 

Figure 6.2  visual depiction 

of gaining insights from 

users. The left diagram 

shows a question 

answered by traveling 

a single path that winds 

through the design space 

in order to reach the rich 

insights desired from a 

single user. In contrast, 

the diagram on the right 

depicts a crowdsourcing 

paradigm where richness 

can be gained by 

collecting numerous 

inputs from people 

throughout the design 

space and creating a 

composite understanding.
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of  the topic or questions. The inclusion of  open questions, especially 
when they allow users to describe an experience, was well suited as qual-
ifications. Self-reporting was avoided, as it was insufficient for providing 
contextual information and difficult to verify. The addition of  qualifica-
tion questions increased task size for the user and increased synthesis of  
larger responses on the researcher’s part. These open questions not only 
allowed for identifying target-users, but also provided additional infor-
mation and often added contextual insights to help interpret responses 
to other questions. These insights helped bridge the digital divide be-
tween designers and the crowd.

For designers, crowdsourcing is not a replacement for the empathy and 
insights gained through in person interactions with users. In contrast, it 
provides a complementary tool with the ability to quickly reach a large 
and diverse population willing to provide user insights. Most important-
ly, the speed and flexibility of  crowdsourcing provides access to bring 
user insights in near real-time to the strategic decisions made in the 
early formative stages of  the design process, or in preparation for a field 
study, eliminating guesswork. Through increased experience, designers 
will refine their own approach and questions to access the nuanced in-
sights they seek from users.

	 6.3 	 Limitations of Crowdsourcing User Research
Along with its many benefits, crowdsourcing has a number of  limita-
tions as a user research tool. These limitations can be generally associ-
ated with two root causes: the distant connection between designer and 
users via on-line application, and a disconnect between online asyn-
chronous communication via crowdsourcing and traditional hands-on 
user research tools. Because of  these limitations, designers view crowd-
sourcing as a useful addition to their user research efforts, but do not see 
it as a replacement. 

One of  the principle concerns from designers is the lack of  face-to-face 
interaction with the contributors. Although we witnessed many diverse 
inputs being compiled to form rich insights and triangulation with other 
results, the lack of  interaction or exposure to the users’ context limits 
the visceral or nuanced connection to the users. The lack of  context 
also made it difficult to interpret some responses. Interpretation was 
further hindered by the lack of  nonverbal communication making syn-
thesis difficult especially with the limited ability to ask clarifying ques-
tions. The feedback loop available in most crowdsourcing applications 
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provides a mechanism to send additional questions, but the time delay 
greatly limits responses to follow-up questions. This limitation becomes 
the key tradeoff between the speed and reach of  crowdsourcing and the 
visceral, personal, and contextual insights gained interacting with users. 

While, the elimination of  participant recruiting is a primary component 
to the increased speed of  crowdsourcing, designers felt that the lack of  
face-to-face interaction in recruiting participants inhibits empathy and 
relationship building – hallmarks of  user centred design. This contrasts 
sharply with designers’ training and experience, which places significant 
emphasis on participant selection. The inability to control who partici-
pates is a natural concern for designers and can limit their commitment 
to the results. Adding to this are widespread misperceptions that only 
young men from India are participating in crowdsourcing. While par-
ticipation from India is considerable, it is possible to explicitly include 
(Study 3), exclude (Study 4), or separate/filter responses from by coun-
try (Study 5).

Spam responses also inhibit crowdsourcing’s usefulness. Careful task 
design can reduce spam and make analysis easier, but some unusable 
responses will inevitably be received. The inherent simplicity and low 
cost of  crowdsourcing make it easy to neglect parts of  the process or not 
take the responses seriously. This was observed primarily in designing 
the task and in the synthesis of  the results, limiting the value of  the in-
sights provided by users. The presence of  spam can cause designers to 
mistrust the remaining responses. Most designers overcame their con-
cerns through increased experience and corroboration of  results from 
other user research, but this is a significant hurdle to overcome before 
adopting crowdsourcing as a user research tool. While crowdsourcing 
was appreciated for triangulation or for providing diversity, additional 
research is needed to further support designers. 

Despite the limitations above, crowdsourcing provides a fast, abundant, 
and flexible tool for conducting user research. The speed and flexibil-
ity make it feasible to bring user insights into the formative stages of  
the design process. The final chapter summarizes the answers to the 
research questions, provides conclusions for the framework, and guide-
lines to support designers. It closes with a brief  reflection on ethics and 
opportunities for future research. 
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CHAPTER 7		 Conclusions  
		  & Guidelines

Throughout the research journey, each study addressed a research ques-
tion that built toward the main research question: How can designers 
combine the benefits of  crowdsourcing with user research to bring in-
formation from users into the formative stages of  the design process? 
With the primary aim of  providing designers with a fast, abundant, and 
flexible means to gather users’ insights to inform the design process. 
The research questions for each study were derived from the concerns 
or skepticism expressed by fellow designers and design researchers. In 
phase I, the first two studies looked at how crowdsourcing works for de-
sign tasks by distinguishing it from common online information sources. 
After development of  a framework, phase II examined the value of  
crowdsourcing for designers and how they can reach the desired in-
formation from users. Below are the answers to each of  the studies, 
followed by conclusions for the framework and a set of  guidelines to 
support designers in their adoption of  crowdsourcing. 

What distinguishes crowdsourcing from web search as a 

source of user information for design?

The first of  two studies in phase I focused on the differences in on-
line sources of  images to inform design. The results showed that each 
source produced a different set of  images, where the perceived value, 
as a source of  information, was influenced by the involvement (or lack) 
of  the crowd. The reasons why images are available are an indicator 
of  how the crowd is involved (search results, stock images, individual 
responses). While the crowdsourced set from MTurk was not the most 
preferred, the diversity and unexpected images triggered the most ques-
tions and discussion regarding the target users and their unexpected 
context or alternative viewpoints. While crowdsourcing requires addi-
tional time and effort (hours or days versus instantaneous), it is the pro-
cess of  requesting and receiving responses that connects the designer 
with users. It is the connection with users that distinguishes crowdsourc-
ing from other online sources. 
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What distinguishes online crowdsourcing from questioning a 

known audience (or offline-crowd)?

This study examined the use of  a physical crowd as a source of  insights 
from users, providing contrast to online crowdsourcing as a means to 
access participants and looks at their motivations for participation. The 
results show that physical crowds operate under similar principles to 
online crowds. Each participant reported a mix of  motivations. The 
most common were: interest, little effort, and helping out. In contrast 
to crowdsourcing, there was no explicit reward and some participants 
reported a sense of  obligation (unintended) due to the classroom setting 
of  the crowd. A positive difference was a complete lack of  spam or low 
quality responses, potentially connected to their sense of  obligation. A 
downside to the offline crowd was the lack of  a mediating application 
to present the task and gather responses. In this study, paper requests 
were handed out in class and responses gathered via email, requiring 
considerably more effort than a crowdsourcing application. The final 
distinguishing characteristic was the near 50% response rate from a rel-
atively small crowd (200), in contrast to a small response rate from a 
much larger crowd online (thousands). 

These two studies in phase I helped illuminate the crowdsourcing pro-
cess for design tasks. In combination with the literature review, they 
informed construction of  the framework (Figure 6.1). Phase II consists 
of  four studies that delve into the value of  crowdsourcing for design and 
look at how designers can make the best use of  this tool to inform their 
design process. 

What can designers gain from hosting a design contest?

The first study in phase II examined an online design contest as a source 
of  information and inspiration, in contrast to the typical production of  
a designed solution. The contest itself  surprised the host designers with 
numerous, diverse, and high quality logo designs (46 original and 74 
refined designs). But it was not the logos themselves that provided the 
value for the designers. Instead it was the interaction and discussion of  
ideas initiated by the process that was most valuable. The discussions 
occurred throughout the crowdsourcing process starting with the cre-
ation of  the design brief  (task description) that forced the requesting 
team to reach consensus on their design goals. Next, providing feed-
back on the logos and the exchanges with designers as they refined their 
submissions to better meet the design goals. Lastly, the selection of  the 
winning design focused less on selecting a winner and more on how 
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different logos could be used and what they would convey about their 
organization. These interactions between designers inside their team 
and with designers in the crowd provided valuable information for their 
design process. 

What is the value of crowdsourcing as a user research tool  

in design?

This study imbedded crowdsourcing into seven design projects, to ex-
amine the fit and value for informing the design process. Teams were 
free to incorporate crowdsourcing, as they deemed appropriate to meet 
their projects’ information needs. The crowdsourcing activities provid-
ed useful and project specific information for all seven teams. The re-
search results showed that the design teams appreciated crowdsourcing 
as an additional (not replacement) information source. This sentiment 
was in contrast to the visceral impact of  interacting with users in per-
son. Crowdsourcing was used throughout the design process, primarily 
to pretest questions, provide early insights, add breadth to the results 
from other user research activities, and to reach outside the immediately 
available user population for a point of  contrast. The design teams were 
please with the speed, quality, and quantity of  responses, but occasion-
ally struggled with the analysis of  numerous qualitative responses. The 
designers also recognized that the clarity and quality of  their questions 
greatly influenced the quality and usefulness of  the responses. These 
results showed that despite the lack of  face-to-face contact, crowdsourc-
ing was a fast, abundant, and flexible tool that could add valuable user 
insights throughout the design process.

How fast is crowdsourcing for user research tasks? 

Crowdsourcing is faster than typical user research, but how fast? This 
study examined the speed of  crowdsourcing user research, seeking near 
real-time responses similar to a web search. Through the use of  clear 
questions, minimized effort indicators, and ample reward, we received 
response rates in excess of  20 responses an hour. Despite the emphasis 
on speed, the intentionally clear task design resulted in clear and usable 
responses. While not instantaneous, crowdsourcing can generate quality 
user responses during the span of  a meeting or lunch break. 

How can crowdsourcing reach people with specific expertise 

or knowledge?

This study examined how to ensure responses come from a specific or 
target set of  users, despite asking for responses from a large and diverse 
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crowd. Through the use of  qualification questions imbedded in the task, 
the results showed that target users participated and could clearly be 
identified. Qualification questions that were open and allowed users to 
describe experiences provided clear indication of  their expertise and 
provided additional insights and context for their responses. As can be 
expected these more detailed and targeted tasks require more time to 
gather responses. And while not all user groups are represented online, 
user groups that are in the crowd can be reached and clearly identified. 

	 7.1	 Conclusions for the Framework
From the research results, it can be concluded that through experience 
designers overcame their initial scepticism of  crowdsourcing and found 
it to be a welcome addition to their existing user research activities. The 
fast, abundant, and flexible nature of  crowdsourcing provided an early 
means for designers to gather initial user inputs and pre-test questions. 
Later in the design process, it added value with its ability to quantify, 
triangulate, diversify, and gather user inputs in near real-time. 

In contrast to typical user research tools, crowdsourcing asks designers 
to accept that user insights can be gained from an undefined crowd on-
line who may provide sparse or incomplete information. This hands-off 
approach is a significant departure from the increased user involvement 
and interactions of  participatory user research techniques, where con-
siderable emphasis is placed on incorporating users directly into the 
design process. The conclusions below are consolidated into two sec-
tions: a table summary of  what was learned about each element in the 
framework and a set of  guidelines to support design practice. 

The structure of  the framework as introduced in Chapter 4 remained 
stable and was reinforced by the results of  the studies. Through the 
course of  the studies, we gained a deeper understanding of  each ele-
ment in the framework as well as insight into their connections through-
out the process. In other words, the research shows how crowdsourcing 
connects the designer to a crowd of  users through a structured inter-
action that can quickly provide information for the design process. To 
gain a sense of  how the process connects designers to users, Table 7.1 
provides a consolidation of  the research findings, highlighting a more 
informed depiction of  the role of  each element. The descriptions cap-
ture the unique aspects of  crowdsourcing user research. This approach 
fills a gap in the landscape of  user research tools by providing access to 
user insights very early in the design process. Additionally, the speed, 
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  Descriptions

Designer The designer (or user researcher) is a central role and will select a platform, develop the task with 

enticements, receive the users’ insights, provide feedback, pay the reward, and synthesize the insights 

into information and inspiration from the user, in order to meet their information needs.

Crowdsourcing Application There are many applications and each offers a different environment (interfaces & options, typical 

tasks & rewards, size & makeup of crowd, etc.) for conducting user research. These differences 

influence the feasibility and appropriateness of a given application. 

People & Users The crowd is not a single entity, but a group of individual people, including members of our target 

user groups. Recognizing these people for their unique insights (no longer generic workers) is critical 

in asking for the insights they provide.

Knowledge, Skills, & Experience To access specific user insights, the task (and enticements) needs to provide users with questions that 

encourage them to share and express their relevant insights while confirming their connection to the 

domain or topic of interest

Motivations Understanding participant motivations helps designers develop the task description with enticements 

that activate participation and encourage quality inputs, from the desired user group, by balancing a 

mix of several motivational elements. 

Task Description The task description is the primary communication from designer to users. It needs to clearly 

describe what participants are asked to contribute while balancing enticements in order to gather the 

information desired from users. 

Enticements Enticements should be used to encourage appropriate and high quality participation from a specific 

group of users. Enticements should leverage intrinsic and explicit motivations to activate participation 

from users and discourage spam or low-quality responses.

User Insights User insights are the primary communication from the users to the designer in response to the 

task. They contain the users’ thoughts and ideas that help inform design decisions. Their quality and 

relevance will be tied to the selection of a suitable platform, the design of the task description, and the 

designers’ ability to filter responses. 

Feedback The feedback mechanism built into most platforms provides a secondary means of communication 

between the designers and users. It is primarily used for praise, to explain rejected responses, or to 

encourage refinement of responses. The asynchronous interaction is a poor mechanism for follow-up 

or clarification of previous insights.

Rewards The reward is the promised compensation for successful responses. It plays a significant role and can 

influence how and if users respond. Balancing reward with intrinsic motivations encourages users to 

provide the insights desired by user research.

Synthesis Synthesis is an added level of analysis involved with interpreting user insights. This goes beyond 

the typical filtering and consolidation of responses. Synthesis is the process of both removing the 

irrelevant responses and translating the individual user insights into information and inspiration that 

can inform design decisions. This is where depth and richness of information can be built through 

aggregation of numerous diverse insights.

Information & Inspiration The end result is synthesized information provided by the users in response to the designers’ requests 

to inform and inspire the design process. This provides a deeper understanding of the users and their 

needs, resulting in more informed design decisions. 

Table 7.1  A description of the elements of the framework, which includes insights gained through research with an 

emphasis on how they build connections to users in the crowd. 
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abundance, and flexibility provide new opportunities to pre-test ques-
tions, triangulate with other insights, and address questions as they arise 
throughout the design process.

Figure 7.1 (reproduced from 4.2, 6.1) visualizes the crowdsourcing pro-
cess and the interplay between each of  the elements as they relate to 
conducting user research. Through the evolution of  the studies, specific 
insights were drawn to build a deeper understanding of  each element 
and the relationships between them, tying together the elements in the 
framework. At the heart of  the process, the designer as host controls 
many aspects of  the process and gains insights from users. They also 
develop clarity of  their goal by creating the task, build rapport with 
contributors by providing feedback, and see a detailed picture of  the 
users’ context through the synthesis of  numerous small responses into 
a tapestry of  the larger perspective. The crowdsourcing application is 
more than a facilitator of  the process. The unique characteristics of  
each application influence the type of  users participating and the types 
of  responses they are accustomed (interested and willing) to answering. 
As we know from literature, the people participating are diverse and 
demographics shift between applications. Through research we found 
that incorporating qualification questions and appealing to motivations 
when designing the task descriptions can identify specific expertise or 
target groups. The studies also showed how simple well-designed task 
descriptions – that incorporated balanced enticements – could produce 
fast results with initial responses coming within minutes. The insights 
provided by the users’ responses pleased researchers with their diversity, 
breadth, and depth, providing both information and inspiration for the 
design teams, despite the ever-present need to discard spam.

Figure 7.1 The final 

framework allowing 

designers to see the 

crowdsourcing process as 

a tool for user research. 

The framework also shows 

the interconnected nature 

of each element in the 

process tying together the 

descriptions in Table 7.1 to 

the guidelines in Table 7.2
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Contribution to Research

The current studies explored the connection between crowdsourcing 
and user research as a tool for informing the design process. Through a 
series of  six studies and the development of  a framework, I examined 
and tested the connections, illuminating the possibilities and limitations. 
The conclusions above make the case for crowdsourcing as a new, fast, 
abundant, and flexible tool for user research. And through the develop-
ment of  the guidelines (below), I aim to make crowdsourcing accessible, 
enabling designers to connect with users early and often, as we pursue 
design solutions to the wicked problems of  today and tomorrow.

	 7.2 	 Guidelines for Designers (and User Researchers)
These guidelines – based on the research – aim to enable designers 
to leverage the benefits of  crowdsourcing into their own design pro-
cess. The results demonstrate that the speed and flexibility of  crowd-
sourcing can be successfully applied to bring user information into the 
design process faster, earlier, and more often. The results reveal that 
crowdsourcing is not a replacement for other more hands-on user re-
search tools, nor is it ideally suited for all information needs. Despite 
overwhelming success, there were also frustrations among designers in 
the inability to pre-select who participates and how to handle irrele-
vant responses. Though these concerns were largely resolved through 
later studies and experience, designers still felt significant drawbacks to 
crowdsourcing. Accepting these limitations, designers used crowdsourc-
ing as a flexible complement to other user research activities. Designers 
appreciated the speed and quantity of  the results as initial insights, a 
means to pre-test questions for other activities, and as a way to triangu-
late or quantify other findings. In addition to the research findings and 
discussion, the guidelines in Table 7.2 (on next page) are presented as 
a step toward adopting crowdsourcing as a user research tool in your 
future design projects.

	 7.3 	 Recent Developments in Crowdsourcing
Since the completion of  the data collection in 2012 there has been some 
relevant progress in crowdsourcing research. While not a comprehen-
sive literature review, this brief  section captures some key developments 
by a few leading researchers in crowdsourcing. In contrast to the en-
closed research, recent developments are often focused on developing 
collaboration or cooperation among crowd workers in the pursuit of  
enabling complex tasks. Rather than informing the design process, they 
are building new custom platforms (or new interfaces for MTurk) that 
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Table 7.2  Guidelines to aid designers’ implementation of crowdsourcing for user research.. 

 Guidelines 

First, adopt a new perspective  This is not a deep dive or codesign process. Crowdsourcing is a fast means to access a large 

population. Tasks can be targeted and complex, but even simple responses can provide meaningful 

insights, especially when aggregated.

Use the help guide Every crowdsourcing site has a guide of some type. Read it thoroughly and it will answer a lot of your 

questions and help you build tasks as intended by the site owners. Your remaining questions will be 

answered through experience. 

Play nice Ethics are a persistent concern in anonymous online communities. Be a valuable member to the 

community both in hosting and contributing. Know and follow the rules and norms, report violations, 

and encourage a positive experience for all.  

No recruiting Recruiting participants up front is not recommended. The elimination of recruiting is a significant 

contributor to the speed of crowdsourcing. And it is easier to select participants from their responses.

Be a contributor By building experience with how people search for, select, and complete tasks you will learn to 

choose the right platform and design better tasks. Equally important, these are communities with 

social norms and responsibilities that are better learned as a contributor.

Delete the junk Regardless of the platform and the quality of your task you will always receive some spam, generally 

less than 10%. It is easy to identify (e.g. ‘asdfg’) and remove before synthesis. If you get too much 

spam, revise and repost your task. 

Early and often The greatest benefit of crowdsourcing is speed. Use it to your advantage to bring user information 

into the process earlier. With near real-time responses you do not have to wait to find a user; post 

questions as they arise. Use later in the design process to add breadth, quantity, or triangulate.

Structure is your friend The minimal but imposed structure of crowdsourcing can help your team clarify your project goals 

and information needs by writing them down. Synthesis of the diverse data sets can evoke candid 

discussion due to the disassociation with the contributors. 

Reaching a target user group Crowdsourcing operates on freedom of choice. Users choose if and when to contribute from the 

tasks available. Although not all user groups are represented in the crowd, if someone chooses your 

task, they likely believe they have something relevant to contribute. 

Find expertise and target-users Incorporate qualification questions into your primary task. Use open questions to ask about relevant 

experiences. The additional information makes identifying target-users easier and can provide useful 

contextual insights to interpret other responses.

Let the crowd surprise you Include a couple open questions just for fun. Often they will be simple short answers of limited value, 

but occasionally someone will provide a long, interesting, deep, and insightful response. Send them a 

bonus!

Ask for pictures The images users submit are largely from a web search, but they are selected by users (not an 

algorithm) in response to your question and can provide visual context. Pictures require a separate 

task when using the templates on MTurk.

Find the depth and richness In contrast to a deep dive with a few users, a lot of individual responses from various users can be 

woven into a comprehensive picture of the design space, though it will lack the visceral impact of 

personal interaction. A card-sort is a nice place to start the synthesis of these large data sets. Do it 

again If the responses you receive are not what you need or are incomplete, redesign your task and try 

again. The ability to ask follow-up or clarification questions is usually limited, so it is generally easier to 

resubmit a task than try to synthesize incomplete results. 

Do not forget the basics Remember you are conducing user-research. Use your fundamentals: be clear, know your goal, use 

demographics only as needed, use real Likert scales, ask reliable and valid questions, plan for post 

processing, etc. 



139

enable the crowd to interact in ways that resemble the hierarchy and 
responsibility of  traditional employment. 

Michael Bernstein and colleagues at the Stanford Crowd Research 
Collective have developed a new crowdsourcing platform, DAEMO. 
Based on their previous research, DAEMO is touted as “easier and eq-
uitable crowdsourcing” giving contributors governing power over the 
platform. DAEMO builds on the lessons learned through the develop-
ment and testing of  Boomerang (Gaikwad et al. 2016), a unique repu-
tation ratings system that realigns incentives and consequences for con-
tributors and requesters. The ultimate goal of  the reputation system is 
to increase the quality and complexity of  crowd work by incorporating 
interactions and reputations that more closely mimic traditional em-
ployment. In addition, Kim, Agrawala and Bernstein (2017) developed 
Mosaic, a platform for the sharing of  works-in-progress (graphic, video, 
books). In contrast to similar platforms where people share completed 
projects, Mosaic encourages sharing for the purpose of  seeking feed-
back during the design process. This new form of  crowd interaction has 
future implications for social computing platforms focusing on collabo-
ration and skill development, by the crowd and for the crowd. 

Steven Dow and a number of  colleagues at Carnegie Mellon’s HCI 
Institute are exploring facilitation and structure in crowdsourcing as a 
means to improve work quality (Dow, Kulkarni, Klemmer & Hartmann 
2012), crowd innovation (Chan, Dang & Dow 2016) and design cri-
tiques (Luther, Tolentino, Wei Wu, Pavel, Bailey, Agrawala, Hartmann 
& Dow 2015). Their results show that real-time feedback leads to better 
work, helps workers learn, and motivates more production. 

Connecting the work of  these two groups, Aniket “Niki” Kittur (2013) 
had previously proposed a framework for the future of  crowd work. The 
framework sets a foundation to support a sustainable future for crowd-
sourcing, including the use of  a hierarchy of  workers to support more 
complex tasks. More recently he and his colleagues have been work-
ing on the Knowledge Accelerator (Hahn, Chang, Kim & Kittur 2016) 
to enable “crowd augmented cognition,” by connecting the strengths 
of  machine learning and data mining with crowdsourcing and social 
computing.

As emphasized by these recent projects, the future of  crowdsourcing re-
search is focused on building collaboration in the crowd, ensuring qual-
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ity of  work, enabling more complex tasks, and integrating advances in 
social computing, all while balancing equity for crowd workers.

	 7.4 	 Issues & Ethical Concerns
The research studies were successful in receiving user insights and in 
answering the research questions. However, we did encounter issues re-
lated to methodology. And, while not a specific research area, we were 
alert to ethical concerns throughout this research. Below these concerns 
are discussed and we encourage mindful attention to fair treatment of  
participants when applying the above guidelines in your own crowd-
sourcing activities.

Methodology

The exploratory research approach provided a flexible architecture to 
try out and study this new user research tool, but this approach relies on 
a certain amount of  serendipity to unearth valuable insights. Although 
the findings that were uncovered through this research were supported 
by the data and experiences gained during the research process, one 
wonders if  a more structured methodology may have identified addi-
tional insights or provided stronger argumentation. Additionally, the 
exploratory research approach incorporated my active role as the re-
searcher in many of  the activities performed by the designers or par-
ticipants in the studies. Although conscious attention was placed on the 
potential for bias, there still remains a possibility that the outcomes lean 
toward a more positive result then can typically be expected. Specifically, 
we cannot confirm if  all spam responses were identified and removed 
(Was inaccurate information brought into the design process or were 
useful insights tossed out unnecessarily?). It is also possible we allowed 
confirmation bias to cloud our judgment regarding common but false 
perceptions regarding the context of  the various design projects. While 
crowdsourcing demonstrated its value in a variety of  settings, without 
further examination we should remain cautious of  potential mispercep-
tions that crowdsourcing may bring into the process.

This research also relied heavily on design projects conducted by stu-
dents in an academic setting. The projects ranged from undergraduate 
workshops to graduate and doctoral research projects and, while several 
projects had corporate sponsors or students with professional design ex-
perience, they were conducted in the relatively controlled academic en-
vironment. In one case the entire crowd was composed of  students. The 
academic environment advanced the research by providing structure 
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for the process and timeline of  the design projects, but raised questions 
of  transferability to industry. Fortunately the consistency of  the results 
along with the diversity in topics, settings, and scale of  these projects 
lends to their plausible transfer for use in industry.

Ethical Considerations in Crowdsourcing 

While ethics was not a research topic, we were mindful of  potential is-
sues throughout this research. The anonymity provided by crowdsourc-
ing presents unique ethical concerns, primarily in the fair treatment of  
the crowd. As an online application for exchanging work for money, 
there exists a possibility for abuse or exploitation. Fortunately the social 
nature and mediation of  these applications provides a level of  self-polic-
ing, where requesters and contributors alike shun and report individuals 
who do not conform to the rules or norms on a given site. This was 
witnessed first hand during the logo contest where the discussion section 
included an exchange where one designer felt his design was copied; 
the accused promptly removed their submission. Additionally there ex-
ist separate websites (e.g. turkopticon.ucsd.edu, turknation.com) where 
people can rate and leave feedback on requesters (hosts). The longevi-
ty of  crowdsourcing applications is an indication that contributors are 
staying involved; in my experience contributors will quit, avoid specific 
types of  tasks, or migrate to other crowdsourcing applications if  they 
feel they are being exploited. Despite these layers of  protection, there 
still exists the possibility of  exploiting private information, copyright in-
fringement, or of  asking people to commit illegal or inappropriate acts 
such as click fraud (false product reviews or artificially increased web 
traffic) or CAPTCHA hacking (having people translate CAPTCHAs for 
use by automated systems). As designers, researchers, and now crowd-
sourcing requesters, we all have an obligation to treat contributors fairly 
and provide proper compensation for their efforts.

While concerns vary by activity and application, a common concern 
is the idea that workers are underpaid or treated as forced labor. This 
is a serious allegation, and a real possibility as the work performed can 
be more valuable than what workers are paid (e.g. idea competitions). 
Although this imbalance exists it discounts the non-monetary motiva-
tions that seem to dominate participants’ decision to contribute. In ad-
dition, users have autonomy to select what, if  any, tasks they contribute 
to, making it difficult for requestors to force participation. There does 
seem to be some evidence that in countries like India there are Turk 
‘shops’ (ycombinator.com 2013) where requesters see abnormally high 
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response from a single location or IP address. The ‘shops’ reference 
implies that sweatshop type organizations exist. While there is a large 
active population of  contributors from India, I did not personally en-
counter evidence of  Turk-shops, possibly because our design tasks were 
not repetitive work that would enable numerous responses from a single 
person or rapid accumulation of  rewards. 

Another common concern is the exploitation of  user information.  
In this regard, the applications encountered throughout this research 
all included participation agreements that expressly prohibit the col-
lection of  personal information (e.g. social security numbers, financial 
information). Contributors should watch out for and report requesters 
attempting to gather this information to administrators. These applica-
tions also have social constructs and behavioral norms that are enforced 
by the application, contributors, and hosts all help to mitigate abusive 
behavior.
Specific to design contests, professional designers have some legitimate 
concerns. The unauthorized use of  submitted content (other than the 
paid winner) by the requester or even other contributors is a potential 
problem. While online design contests include participation agreements 
that spell out ownership of  submitted content, they vary considerably 
and are hard to enforce. In general, it is difficult and expensive for an 
individual to fight copyright infringement. The other concern expressed 
by design professionals is the watering down or inclusion of  amateurs 
in the design profession. While this may cut into job opportunities for 
trained and professional designers, there is no documented evidence 
that design contests are having either a positive or negative impact on 
the design profession. While not specifically examined in the current 
research, our experience suggests that crowdsourcing has opened a new 
market segment offering low cost options for small companies and orga-
nizations who can not afford professional design services. In this sense it 
may create work in the middle between DIY (do it yourself) design and 
professionals services. This middle ground appears to create opportuni-
ties for under employed, inexperienced designers, and design students 
to hone their skills or build their resume. 

Many ethical concerns are generally alleviated by the structure of  the 
crowdsourcing process, the active engagement, and social connection 
of  participants. Still, all hosts and contributors have a responsibility 
to uphold moral behaviors and report suspected abuse, as we would 
during any other form of  user research. 
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	 7.5 	 Future Research
The continuing growth and evolution of  crowdsourcing applications 
creates a number of  research opportunities that may provide addition-
al benefit to designers, and possibly overcome some of  the limitations 
identified above. First, the use of  MTurk in these studies was rather 
rudimentary. In our interest to keep the tasks accessible for designers 
new to crowdsourcing, the tasks in this study relied on the provided 
templates with only minor formatting modifications, and did not take 
advantage of  the application program interface (API) or other more in-
tricate or collaborative crowdsourcing activities. Exploration into more 
complex modes of  crowdsourcing that leverage the social and inter-
active participation could explore opportunities for collaboration and 
co-creation, in an effort to further bridge the digital gap between users 
and designers. Within crowdsourcing there exist opportunities to exam-
ine the use of  more complex tasks in contrast to the reconstruction of  
many small responses from a larger and more diverse user set. More col-
laborative interactions may open the door to characterize and enhance 
the relationship building and higher levels of  engagement that partic-
ipatory methods seek. Additionally the similarities crowdsourcing has 
with open-development, and the ability to invite a much larger crowd 
to participate, may create opportunities to encourage appropriation 
and empowerment within the users population. In relation there is little 
know about the users’ perspective in regards to engaging in the design 
process via a crowdsourcing application. We have seen their responses 
to questions and their willingness to provide insightful inputs, but what 
level or type of  engagement is preferred by our increasingly connected 
users populations?

More fundamental research opportunities are present in examining oth-
er crowdsourcing applications, especially those with unique structures 
or hosted in languages other than English. Crowdsourcing in other lan-
guages could help target specific user groups, or explore how cultural 
differences influence the interactions between requester and contribu-
tors. These cultural differences were evident when one student group (in 
Study 4) replicated their MTurk task on Taskcn.com (a similar Chinese 
language site) and received more expressive responses to identical ques-
tions. Additional opportunities exist for a wide variety of  comparative 
studies examining effort, speed, and quality among various crowdsourc-
ing applications or in contrast to common user research methods. The 
value of  non-user inputs for design or a study of  the depth and richness 
of  user insights and their impact on the resulting design could also ben-
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efit the design and user research communities. There are also oppor-
tunities for dedicated work on the ethical concerns to ensure fair and 
equitable treatment of  participants and their intellectual property. 

It can be concluded that the presented framework provides a founda-
tion for designers to branch out and apply crowdsourcing in their own 
way to gain access to the user insights throughout the design process 
(Figure 7.2). In addition, crowdsourcing can contribute to advancing 
user engagement in design practice, showing promising new opportuni-
ties for designers to access the user insights they need and desire. 
 

Figure 7.2  Crowdsourcing 

as a user research tool 

provides a fast, abundant, 

and flexible means to 

access a lot of diverse 

participants. This access 

provides the opportunity 

to iteratively engage 

users and provide timely 

user insights throughout 

the design process with 

minimal cost and effort.
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	 	 Summary 
The design of  products, services, software, and systems can benefit 
from information, insights, and inspiration from users. Numerous user 
research tools and methods have been developed to engage users and 
gather the desired inputs for the design process. Unfortunately, the time, 
effort, and expense of  many tools often delay the design process or force 
designers to make decisions based on assumptions or incomplete infor-
mation to keep the process moving. This dissertation investigates the use 
of  existing crowdsourcing applications as a means to reduce the delay 
and inform early design decisions with end-user perspectives.

Crowdsourcing is one segment of  the growing array of  online activities 
where people contribute and interact. Crowdsourcing organizes some of  
these activities, providing access to a large online and on-demand work-
force who voluntarily contribute to a wide variety of  tasks (e.g. MTurk.
com - click work, HatchWise.com - design competitions, SpeachPad.
com - transcription). While numerous classifications exist, for this re-
search crowdsourcing is constrained to activities where someone (in this 
case a designer or design researcher), uses an online platform to offer a 
reward to an undefined crowd (of  potential users), for completion of  a 
predefined task (providing user insights). This definition helps to distin-
guish it from similar activities like open-source development (e.g., Wiki, 
Linux), social networking (e.g. Facebook, Twitter), and crowd funding 
(e.g. Kickstarter, GoFundMe).

The current thesis investigates how designers can combine the benefits 
of  crowdsourcing with user research techniques. The research consists 
of  two phases. In phase I, a description of  the crowdsourcing process 
was developed on the basis of  literature review and two empirical stud-
ies. A framework placing the process into a design context was then 
developed, showing the key elements of  the process and visualizing how 
crowdsourcing applications mediate a connection between designer and 
users. In phase II the framework is elaborated through a series of  four 
studies. The results from phase II further inform the framework, show 
the value of  crowdsourcing responses, and how to achieve desired re-
sults. The research culminates with a set of  guidelines to make crowd-
sourcing more accessible for designers as a user research technique in 
the early stage of  design.
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The research was initiated in phase I with two formative studies 
(Chapter 3) where crowdsourcing was used to gather ethnographic in-
sights. These studies examined the crowdsourcing process, identifying 
what happens and how it can be applied to user research. The results of  
the first study show that the connection with users (though not in per-
son) differentiates crowdsourcing from other online sources of  informa-
tion, making crowdsourcing more interesting to designers. The second 
study concluded that off-line crowds are motivated by a mix of  reasons, 
similar to crowdsourcing motivations: personal interest, low effort, and 
helping out. The second study also demonstrated the inherent value 
of  the crowdsourcing application in mediating the interaction between 
designer and users for soliciting and gathering responses. The results of  
these two studies in combination with the literature review illuminated 
the key elements and interactions in the crowdsourcing process for user 
research and introduced its value as a user research tool. 

A framework was initially formulated to illustrate the crowdsourcing 
process (Chapter 2). At the completion of  phase I, the framework was 
updated to depict how a crowdsourcing application can operate as a 
user research tool connecting designer and users. The framework (be-
low) depicts the process, showing the crowdsourcing application as the inter-
face between designer and users (Chapter 4). The other elements depict 
the communication links, concluding with the synthesis of  responses and 
the resulting information. With the framework in place, the four studies 
in phase II were conducted to further inform the framework and to 
address designers’ questions regarding the value of  crowdsourcing re-
sponses and how they can achieve the best results (Chapter 5). 

The studies in phase II address research questions that were derived 
from the concerns or skepticism expressed by fellow designers and de-
sign researchers. The results (below) highlight the value and show de-
signers how to best use crowdsourcing to inform their design process. 
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Logo Design Contest

In hosting a design contest, designers found the true value was not in the 
logos themselves, but in the interactions and discussion of  ideas initiated 
by the crowdsourcing process. The development of  a task description 
refined the teams design goals, providing feedback and engaging design-
ers brought fresh ideas and further refined goals, and the selection of  a 
winning design focused on how the design would be used and what it 
would convey about their organization.

Crowdsourcing in Design Projects

When crowdsourcing was imbedded into seven design projects, the 
designers appreciated the speed, quality, and quantity of  responses. 
Crowdsourcing was viewed as a valuable and flexible addition (not a 
replacement) to their user research. It was used to pretest questions, pro-
vide early insights, add breadth or depth to the results from other user 
research activities, and to reach outside the immediately available user 
population. But the lack of  face-to-face interaction detracted from the 
visceral connections expected in typical user research activities. 

Speed for User Research

Through the use of  clear questions, minimized effort indicators, and 
ample reward, we received response rates in excess of  20 responses an 
hour. Despite the emphasis on speed (not quality), the intentionally clear 
task design also resulted in clear and usable responses. While not instan-
taneous, the results generated quality user responses during the span of  
a meeting or lunch break.

Finding Target Users

By incorporating open-ended qualification questions into the task, tar-
get users could be easily identified within the crowd. While not all user 
groups are represented in the crowd, the open responses provided a 
clear indication of  expertise and target users could be easily identified. 
The qualification responses also provided additional insights and con-
textual information to help interpret responses.

The results above indicated, that through experience, designers found 
crowdsourcing to be a complementary addition to their user centered 
design process. The fast and flexible nature of  crowdsourcing provided 
an early means to gather initial user inputs and pre-test questions; later 
it was valued to quantify, triangulate, add diversity, and as a means to 
gather user inputs in near real-time. To leverage these advantages the 
results of  the studies were consolidated into a set of  guidelines.
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The framework and accompanying guidelines (Chapter 7) capture the 
process of  crowdsourcing as a fast abundant flexible tool for user re-
search. This opens the door for designers to reach users in the beginning 
of  the design process to inform early design process without making 
assumptions or delaying the process.
 



159

		  Samenvatting
Bij het ontwerp van producten, diensten, software en systemen maken 
ontwerpers gebruik van informatie, inzichten en inspiratie van en over 
gebruikers. Tal van gereedschappen (‘tools’) en methoden zijn ontwik-
keld om gebruikers te betrekken om de gewenste input te verzamelen 
voor het ontwerpproces: gebruikersonderzoek (‘user research’). Helaas 
vergen deze methoden vaak veel tijd, moeite en kosten, vertragen zij 
daarbij het ontwerpproces, of  moeten ontwerpers beslissen op basis 
van veronderstellingen of  onvolledige informatie om het proces in be-
weging te houden. Dit proefschrift onderzoekt het gebruik van besta-
ande crowdsourcing applicaties als een middel om de vertraging te bep-
erken en vroege ontwerpbeslissingen te voorzien van perspectieven van 
eindgebruikers.

Crowdsourcing is deel van de groeiende reeks van online activite-
iten waar deelnemers een bijdrage leveren aan een brede oproep. 
Crowdsourcing geeft opdrachtgevers toegang tot een grote verzamel-
ing van online en on-demand werknemers, die vrijwillig een bijdrage 
leveren aan een breed scala van taken (bijv. MTurk.com - ‘clickwork’, 
HatchWise.com - designcompetities, SpeachPad.com - transcriptie). 
Hoewel er tal van vormen bestaan beperkt dit onderzoek zich tot 
crowdsourcing als activiteiten waar iemand (in dit geval een ontwer-
per of  ontwerp onderzoeker) gebruik maakt van een online platform 
om een beloning te bieden aan een ‘crowd’, d.w.z. een ongedefinieerde 
menigte (waaronder potentiële gebruikers), voor het uitvoeren van een 
vooraf  gedefinieerde taak. In het bijzonder richt het onderzoek zich 
op taken die leiden tot inzichten over gebruikers. Deze definitie helpt 
om crowdsourcing te onderscheiden van soortgelijke activiteiten zoals 
open-source ontwikkeling (bijv., Wiki, Linux), sociale netwerken (zoals 
Facebook, Twitter) en crowdfunding (bijv Kickstarter, GoFundMe).

Dit proefschrift onderzoekt hoe ontwerpers de voordelen van crowd-
sourcing met die van gebruikersonderzoek kunnen combineren. Het 
onderzoek bestaat uit twee fasen. In fase I is een beschrijving van het 
crowdsourcing proces ontwikkeld op basis van literatuurstudie en twee 
empirische studies. Vervolgens is een framework opgesteld dat het pro-
ces in een ontwerpcontext plaatst. Het framework identificeert de be-
langrijkste elementen van het crowdsourcing proces en visualiseert hoe 



160

applicaties/platformen bemiddelen tussen ontwerper en gebruikers. 
In fase II wordt het raamwerk nader uitgewerkt in een serie van vier 
studies. De resultaten van deze fase helpen om het framework aan te 
scherpen, de waarde van crowdsourcing reacties te tonen, en leveren 
aanwijzingen om gerichte resultaten te verkrijgen. Het onderzoek wordt 
afgesloten met een set van richtlijnen voor ontwerpers om crowdsourc-
ing toegankelijker te maken als onderzoekstechniek om gebruikers te 
betrekken in de vroege fase van het ontwerp.

Fase I van het onderzoek omvat twee formatieve studies (hoofdstuk 3) 
waarin crowdsourcing werd gebruikt om etnografische inzichten te ver-
zamelen. Deze studies onderzochten het crowdsourcing proces, iden-
tificeerden wat er gebeurt en hoe de resultaten ervan kunnen worden 
toegepast voor gebruikersonderzoek. De resultaten van de eerste studie 
tonen aan dat het contact met gebruikers (al is het niet in levende lijve 
maar via een softwareplatform) crowdsourcing onderscheidt van an-
dere online informatiebronnen. Juist dit contact maakt crowdsourcing 
interessant voor ontwerpers. De tweede studie concludeerde dat off-line 
crowds worden gemotiveerd door een mix van redenen, vergelijkbaar 
met crowdsourcing motivaties: persoonlijk belang, geringe inspanning, 
en de gelegenheid een vragensteller te helpen. De tweede studie toonde 
ook de intrinsieke waarde van van de crowdsourcing techniek om te 
mediëren in de interactie tussen ontwerper en de gebruikers bij het ver-
garen van inzichten. De resultaten van het literatuuronderzoek en deze 
twee studies werpen licht op de belangrijkste elementen en interacties 
in het crowdsourcing proces, toegepast voor het gebruikersonderzoek. 
Ook levert het zicht op de waarde ervan als een gebruiker-research 
gereedschap.

Een eerste raamwerk is ontwikkeld om het crowdsourcing proces te bes-
chrijven (hoofdstuk 2). Bij de voltooiing van fase I is het raamwerk bi-
jgewerkt om weer te geven hoe een crowdsourcing applicatie kan werken 
als onderzoeksinstrument dat designer en gebruikers in contact brengt. 
Het raamwerk (zie de illustratie hieronder) geeft de werkwijze aan om 
de applicatie in te zetten als interface tussen ontwerper en gebruikers 
(Hoofdstuk 4). De overige elementen tonen de communicatieverbindin-
gen, afgesloten met de synthese van de reacties en de resulterende ge-
gevens. Binnen dit kader zijn de vier studies in fase II uitgevoerd, deels 
om het kader verder te informeren, en deels om de twijfels en vragen 
van designers over de waarde van crowdsourcing resultaten te beant-
woorden (hoofdstuk 5).
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De onderzoeksvragen van de studies in fase II zijn afgeleid van de zor-
gen of  scepsis van collega-ontwerpers en onderzoekers. De resultaten 
ervan (zie hieronder) verhelderen de waarde van de techniek, en geven 
richtlijnen voor ontwerpers hoe crowdsourcing het best ingezet kan 
worden voor het verkrijgen van gebruikersinzichten.

Logo design wedstrijd

Bij het uitschrijven van een prijsvraag, ervoeren ontwerpers dat de 
werkelijke waarde niet zozeer in het opgeleverde ontwerp (het win-
nende logo) zelf  lag, maar vooral in de interacties en discussie van de 
ideeën tijdens het crowdsourcing proces. Het ontwikkelen van een ta-
akomschrijving dwong de teams hun ontwerpdoelen te verfijnen. Het 
geven van feedback en het aangaan van ontwerpers bracht frisse ideeën 
en scherper zicht op de doelen van het ontwerp, en de selectie van een 
winnend ontwerp scherpte het zicht op hoe het ontwerp zou worden 
gebruikt en de boodschap die het zou uitstralen.

Crowdsourcing in design projecten

In zeven design projecten werd crowdsourcing ingezet. De deelnemende 
ontwerpers waardeerden vooral de snelheid, kwaliteit en kwantiteit van 
de reacties. Zij zagen crowdsourcing als een waardevolle en flexibele 
aanvulling van hun gebruikersonderzoek,  maar niet als vervanging er-
van. Crowdsourcing werd gebruikt om vragen uit te proberen en scherp 
te stellen, om vroegtijdig inzichten toe te voegen, om breedte en diepte 
toe te voegen aan de resultaten van andere onderzoeksactiviteiten, en 
deelnemers buiten de direct beschikbare participanten te betrekken. 
Maar het ontbreken van face-to-face interactie deed afbreuk aan de 
rijkheid van contact die ze van gebruikersonderzoek gewend waren.

Snelheid voor gebruikersonderzoek

Door gebruik te maken van duidelijke vragen, te letten op minimale 
inspanning en een ruime beloning voor respondenten, verkregen we 
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respons van meer dan 20 reacties per uur. Hoewel we de nadruk had-
den gelegd op snelheid van de resultaten (niet kwaliteit), resulteerde het 
duidelijke taak ontwerp ook in duidelijke en bruikbare reacties. Hoewel 
het resultaat niet instantaan verschenen, betekent dit dat reacties van 
deelnemers van bruikbare kwaliteit niet langer duurde dan een regu-
liere vergadering of  lunchpauze.

Het vinden van gebruikers binnen de doelgroep

Deelnemers uit de doelgroep bleken makkelijk te identificeren in de 
crowd middels gerichte vragen aan het eind van de interactie. Hoewel 
niet gegarandeerd kan worden dat alle gebruikersgroepen zijn verte-
genwoordigd in de crowd, leveren de antwoorden op de open vraag een 
duidelijke indicatie van achtergrond van de gebruikers en of  ze tot de 
doelgroep behoren. Deze antwoorden leveren ook extra inzichten op, en 
achtergrondinformatie om de resultaten van de taken te interpreteren.

De bovengenoemde resultaten geven aan dat ontwerpers crowdsourc-
ing ervoeren als een waardevolle aanvulling voor hun user centered on-
twerpproces. De snelle en flexibele aard van crowdsourcing maakt het 
tot een gereedschap om eerste gebruikersinput te verkrijgen en om de 
vragen voor veldonderzoek te verbeteren. Daarnaast werden de mogeli-
jkheden herkend om kwantitatief  te analyseren, resultaten van het vel-
donderzoek te trianguleren, om diversiteit toe te voeren. De bijna real-
time snelheid van de resultaten blijkt ook een onderscheidende waarde. 
Op basis van deze studies werd een set van richtlijnen opgesteld om de 
techniek in de ontwerppraktijk toe te passen.

Het kader en de bijbehorende richtlijnen (hoofdstuk 7) specificeren het 
proces van crowdsourcing als een snel, rijk, en flexibel gereedschap voor 
gebruikersonderzoek. Dit opent de deur voor ontwerpers om gebruikers 
te bereiken en te betrekken in het begin van het ontwerpproces in plaats 
van enkel te bouwen op veronderstellingen of  het proces uit te stellen.
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		  Testimonial
While writing this dissertation a design team (one of  its members had 
previously participated in Study 5) approached me to assist with crowd-
sourcing their preparatory research by pre-testing their questions before 
traveling overseas to conduct their primary user research efforts. The 
study was for a major beverage company who sought to tap into the hy-
dration needs of  yoga practitioners. After discussing the research find-
ings and guidelines of  this dissertation, we adjusted their questions and 
posted them on MTurk. Once they had a chance to look at the results 
the team sent the following email.

Hi Brian,
 
Thanks for sending us the results so quickly. I think the results are great. I didn’t 
expect such fleshed out answers. Some of  them are really surprising and insightful. 
Some of  them really get into the problem we are trying to tackle with our projects 
which is reassuring! It is really interesting, that some of  the people choose products 
specifically because of  the enhancements and even add things to their liquids to 
make them more tailored to their needs. This is really the type of  people we are 
aiming at. I’m definitely impressed that crowdsourcing can be used to get these 
type of  results!!

Overall, this helps us moving forward as it highlights the general ‘mindset’ of  
yoga participants and that our target group of  people at least put consideration 
into what they put into their bodies. It seems that this means that we can 
approach the group sessions with questions geared towards the nutritional needs 
from the product and types of  enhancements people like. 

If  you are interested, I will keep you updated with the results of  the research in 
the US and how much the findings corroborate with those from the crowdsourcing.

Thanks again for all your time and knowledge you have shared to get these 
results (and in helping us to formulate better questions in the future)! We really 
appreciate it!

Best Regards,
G
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