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Chapter 1 

Introduction 

Two-Iayer ftows are very familiar phenomena in every-day life. Examples in­
clude an air stream over a sea surface or rain running down a window. A lot of 
effort has been put in research of these ftows, especiaUy in the situation that 
one of the ftows is a thin liquid layer, due to the interest of industry. Two­
layer flows show up in, for example, distillation columns , condensors , pipe 
flows and photographic emulsions. The dynamics of the thin fluid layer has a 
considerable effect on transport rates of mass , heat and momentum. 

The flow over an airfoil covered with a thin layer of liquid, more specific a de­
or anti-icing fluid , is the main interest of this research. Several experiments 
on wings covered with a de- or anti-icing fluids have shown a considerable lift 
loss and drag increase, see for example [1] and [8]. It was argued that these 
adverse effects were a result of the formation of waves on the liquid surface, 
which as a consequence leads to a thickening of the boundary layer. Based on 
these observations, the Von Kármán Institute(Brussels , Belgium) developed 
an aerodynamic acceptance test for de- and anti-icing fluids in the eighties. 
Just recently, they have also increased their efforts on the theoretical si de of 
the problem [29] [32]. 

At Delft University of Technology, an effort has started to predict the dyna­
mical behaviour of an air stream over a de- or anti-icing fluid deposited on an 
airfoil. As indicated by experiment al results, waves wiU form on the surface of 
the thin liquid layer when air starts to flow over it. The formation and growth 
of waves can be split in an initial phase, where the first very small waves wiH 
appear on the air-liquid interface and a growth phase, where the amplitudes 



of the waves become fini te. The linear stability analysis that follows, charac­
teristic for the initial phase, has to determine under which conditions waves 
will start to grow and which waves will appear. This linear stability analysis 
has already received considerable attention in the literature. 

At the end of the last century, Stokes, Kelvin and Rayleigh managed to adapt 
the stability analysis of a dynamical system of (point) masses to a continuum 
(flow) by adding small perturbations to a steady-state solution. The resulting 
stability equation for the N avier-Stokes equations is nowadays referred to as 
the Orr-Sommerfeld equation af ter Orr [27] and Sommerfeld [36] who indepen­
dently obtained an analytic solution for the stability of plane Couette flow at 
the beginning of this century. Squire [37] showed that for a two-dimensional 
steady-state solution two-dimensional disturbances are more unstable than 
three-dimensional disturbances, i.e., by considering the fully two-dimensional 
problem the most conservative estimate will be obtained. 

Amongst the pioneers of the treatment of the eigenvalue problem based on 
the Orr-Sommerfeld equation was Feldman [lOJ. Feldman considered the sta­
bility of two viscous incompressible fluids of which one was bounded by a 
solid wall and the ot her one was unbounded, assuming a linear basic velocity 
profile in each layer. The linear basic velocity made the Orr-Sommerfeld equa­
tion suitable for (partial) analytical analysis. Yih [40] considered a two-Iayer 
flow bounded by two solid walls which can move relatively to each other. He 
obtained analytical solutions for long waves. Kao [18] performecl a similar 
analysis for the case that a free surface bounded the top fluid layer. 

However, most of the literature on linear stability con cent rat es on film waves, 
neglecting the dynamic behaviour of the fluid above. Lin [21] gives an excellent 
review article on these film waves. Just recently, several articles appeared on 
the linear stability of two-Iayer flows. Miesen and Boersma [23] considered a 
thin liquid layer flowing down a vertical plane sheared by a gas layer. rhey 
used a parabolic velocity distribution in the liquid film and approximated the 
velo city distribution in the gas layer by a linear part and a part with constant 
velocity. To obtain neutral stability curves, they approximate the unknown 
functions by Chebyshev polynomials. This method, first used by Orszag [28], 
will also be used here to compute the solution of the Orr-Sommerfeld equation 
numerically. 

Yih [41] investigated analytically the formation of waves on a liquid of high 
viscosity (de-icing fluid) sheared by an air stream. The discrepancy between 
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his results and the numeri cal results in chapter 5 of the present report are 
mainly caused by the assumptions Yih made to obtain analytical closed form 
expressions for both the speed and the growth rate of the waves. Amongst 
others, he assumed that the ratio of the dynamic viscosity of the liquid to that 
of the gas is very high, while in the present numeri cal analysis this assumption 
is not made. 

At the Von Kármán Institute, Rumberg [32] considered an infinite flat plate 
covered with a thin layer of liquid sheared by an air stream and used a shooting 
method to compute the stability curves. Re also considered the stability of 
an isolated air stream (Blasius boundary-Iayer profile) in order to validate his 
results and to establish the effect of the thin liquid layer. Ris results are in 
agreement with the ones presented in chapters 4 and 5 of this report. Özgen 
[29] extended the results of Rumberg to liquids of the class of non-Newtonian 
power-law fluids (as a model for an anti-icing fluid) . As wiU be shown in 
the next chapter, his interface condition requiring continuity of normal stress 
appears to be incorrect. 
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Chapter 2 

Linear stability model 

2.1 Navier-Stokes equations for power-Iaw 
fluids 

For the two-dimensional flow of an incompressible fluid , the N avier-Stokes 
equations consist (here) of the continuity equation and momentum equations 
in x- and y-direction and can be written as [33], 

8u' 8v· 
-+-
8x' 8y' 

8u' * 8u* .8u* -+u -+ v - = 
8t* 8x* 8y* 

8v* * 8v* · .8v* -+u -+v-
8t* 8x* 8y* 

0, (2.1 ) 

1 8p* 1 8r;x 1 8r;y * ---+--+--+g 
p* 8x* p* 8x· p* 8y· x' 

(2 .2) 

1 8p* 1 8r;x 1 8r;y • ---+--+--+g 
p. 8y* p* 8x* p* 8y* y' 

(2.3) 

respectively, where u*(x* ,y*, t*), v*(x*,y*,t*) denote the velocity in x*- and 
y* -direction, respectively, t* time, p* density, p* (x*, y*, t*) pressure, gj the 
body force per unit mass in j-direction, and rlk(x* , y*,t*) component jk of 

the stress tensor r* (x' , y*, t*). 

For a non-Newtonian power-law fluid [12], the stress tensor r* is given by 

= ,* =n-l= 
r'" = 1\ le*1 e*, (2.4) 

where f{* is a constant, n the power-law index, and e* the rate of strain tensor 
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given by 

( 

8u' 
8x' 

1 (8u' 8V') 
2 8y' + 8x' 

1 (8u' 8V')) 2 8y' + 8x' 
8v' . 
8y' 

(2.5) 

The matrix norm of e*, denoted by le* I, is (here) equivalen~ to the largest 
eigenvalue of e*. Upon entering the largest eigenvalue of e* in (2.4), one 
obtains for the stress tensor 

[ ( 
a *) 2 (a * a *) 2 (a *) 2] ";1 = * u u v v = 

r*=2k 2 - + -+- +2 - e*, 
ax* ay* ax* ay* 

(2.6) 

where the constant k* is defined by k* = or 1(*. The equations for a New­
tonian fluid are obtained by setting n = 1 and k* = f-L*, with f-L* the dynamic 
viscosity. 

The Navier-Stokes equations are non-dimensionalized using a reference length 
L;ef' velocity U;ef' density P;ef' viscosity f-L;ef and gravitational constant go· 
Then the non-dimensionalized form of the Navier-Stokes equation becomes 

au av 
ax + ay 0, (2.7) 

8u 8u 8u 
-+u-+v-
8t 8x 8y 

8v 8v 8v 
-+u-+v­
at ax 8y 

18p 1 (8rxx 8rxy ) F- 2 = --- + - -- + -- + r gx, 
r 8x r 8x 8y 

(2.8) 

18p 1 (8ryx 8Tyy ) F - 2 
- -;: ay + -;: 8x + 8y + r gy, (2 .9) 

where the stress tensor is given by (2.6) af ter dropping the stars anel replac­
ing k* by ;e' the viscosity ratio over the Reynolds number. Time is made 
dimensionless with L;ef/U;ef instead of introducing a separate time scale. A 
Reynolds number Re, density ratio r , viscosity ratio mand Froude number 
Fr are introduced according to 

* U* L* Pref ref ref (2.10) 
f-L;ef 

Re = 

r = p* 
(2.11) --, 

P;ef 

(f' ~ U;ef (2.12) 
* L* f-Lref ref 

m = 

U;ef (2.13) 
~. go ref 

Fr = 
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2.2 Orr-Sommerfeld for power-Iaw fluids 

The solution of the Navier-Stokes equations is split in a primary (basic) solu­
ti on and a secondary (perturbed) solution assuming that the latter is a order 
of magnitude smaller than the former. Further, the primary solution is as­
sumed to be steady, the primary velocity component in x-direction to be only 
a function of y and the other primary velocity component to be zero. One 
gets af ter denoting the primary solution by capital symbols and the secondary 
solution by tildes 

= U(y)+u(x,y,t), ll(x, y, t) 
v(x, y, t) 

p(x, y, t) = 

v(x, y, t), 
P(x,y) + p(x,y,t). 

(2.14) 

(2.15) 

(2.16) 

Upon entering the decomposition of the velocity components and pressure in 
the N avier-Stokes equations, splitting the equations in a zeroth-order (primary 
flow) and a first order part (the perturbations), one gets for the zeroth-order 
terms, where the continuity equation is automatically satisfied, 

o 1 D P m d (dU) n 2 ---+-- - +Fr- gx, 
r ax Rer dy dy 
1 ap 2 --- + Fr- 9 r ay y, o = 

which govern the primary flow. For the first-order terms one finds 

au Dv 
ax + Dy 

au uau _dU -+ -+v­at ax dy 

0, 

= _~ Dp + 2~ (dU) n-l D2u 
r Dx Rer dy ax2 

mn a ((du)n-l (au aiJ)) 
+ Rer ay dy ay + ax ' 

= 1 ap mn (du)n-l a (au av) 
- -:;: ay + Rer dy ax Dy + Dx 

m D ((dU) n-l aiJ) +')-- -- -
~ Rer Dy dy ay' 

which, for a known primary flow solution, governs the secondary flow. 

(2.17) 

(2.18) 

(2.19) 

(2.20) 

(2.21) 

7 



To satisfy the continuity equation for the secondary flow, a stream function <Î> 

is introduced, according to 

ä<Ï> 
u(x, y, t) = äy (x, y, t), (2.22) 

ä<Ï> 
v(x, y, t) = - äx (x, y, t) . (2.23) 

The resulting equations are linear in the stream function <Ï> and the pressure 
p permitting the norm al mode solutions 

<Ï>( x , y, t) = </>(y)eicx(x-ct) = </>(y )ei(cxx-wt) , 

p(x,y,t) = f(y)eicx(x-ct) = f(y)ei(cxx- wt ), 
(2.24) 

(2.25) 

where i 2 = -1 , a the wave number and c the wave speed , both complex, just 
as the eigenfunctions ifJ(y) and f(y). The frequency w equals ac. It is assumed 
that a and c in both <Ï> and pare equal, i.e., interactions between different 
norm al modes will not be considered. It is a matter of convenience to work 
with complex normal modes . The physical solutions are obtained by taking 
the real parts of (2.24) and (2.25) . 

In general both a and c are complex. A temporal stability analysis is obtained 
by assuming a real while for a spatial stability analysis c is taken to be re al. 
From this point on, a is taken real (temporal analysis) and greater than zero, 
related to the (non-dimensional) wave length À by 

27r 
a=T' (2.26) 

A flow is said to be stabie, if for all wave numbers a, the solution of the 
Navier-Stokes equations for the secondary flow given by (2.19)-(2.21) possess 
imaginary parts of c less than zero. In all other cases, the flow is said to 
be (linearly) unstable. This is easily shown by writing c as c = Cr + iei, so 
that eicx(x-ct ) = ecxciteicx(x-crt) indicating exponential growth for positive ei and 

exponential decay for negative ei. 

Upon substitution of the normal mode form of the stream function anel the 
pressure in the Navier-Stokes equations for the secondary flow, and elivision 
by eicx(x-ct) , one gets from equations (2 .20) and (2.21) 
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-(U - c)I/;' + U' I/; ~ f - m .(U't -
1 

(nl/;'" + (n - 2)cil/;') 
r zaRer 

_ m (~'~-2 U" n( n _ 1) (I/;" + a 2 cP) , (2.27) 
za er 

_~ J' + iam (U't-
1 

((n - 2)1/;" + na2 1/;) 
r Rer 
iam (U't- 2 U" , 

-2 Rer (n - 1)1/; , (2.28) 

where a prime indicates differentiation with respect to y. 

Elimination of the pressure term from above two equations yields the Orr­
Sommerfeld equation for power-law fluids 

1/;"" - 2o?l/;" + a4 1/; - m~~~~):-l [( U - c)(I/;" - a 2 1/;) - U"I/;] 

[
U" ( (u,,)2 U'" 4(

2) 1 +(n - 1) 2TF I/;'" + (n - 2) TF + [jI + ---;;- 1/;" (2.29) 

[ 
n - 2 U" (U'" ( U") 2) 1 +(n - 1)a2 
2-

n
-[jïI/;' + UI + (n - 2) [jï I/; = o. 

For a Newtonian fluid (n = 1), the Orr-Sommerfeld equation re duces to 

(2.30) 

2.3 Power-law fluid sheared by Blasius flow 

The problem considered consists of the stability of a thin layer of fluid sheared 
by a stream of air (another fluid). The main application, here, is the air 
flow over a wing covered with de- or anti-icing fluid. Consider as a gener ic 
model of this application, two infinite parallel horizont al fluid layers on top 
of each other with the lower one bounded by a fixed wall and the upper one 
stretching to infinity (see figure 2.1). The upper fluid (layer one) is assumed 
to be Newtonian, while the lower fluid layer (layer two) can have a Newtonian 
or a power-law fluid behaviour. A coordinate system is introduced with the 
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y-axis norm al to the wall and the x-axis along the interface of both fluid layers. 
The positive directions are indicated in figure 2.1. Gravity is assumed to act 
in the negative y-direction, i.e. 9x = 0 and 9y = 1. The wall is indicated by 
y = yw < O. 

The (linear temporal) stability of this configuration is studied by superposing 
small perturbations to the steady primary solution as discussed in the previ­
ous section. The assumption of a steady, parallel primary flow in x-direction 
bounded by a wall at y = Yw together with the no-slip condition causes the 
primary flow to be described by U = U(y) and V = 0 (i.e. (2.17) - (2.18)). 

The upper layer will be referred to with a subscript 1 and the lower layer 
with a subscript 2, ex cept for the (amplitude of the) stream function which is 
denoted by <P in the upper and by X in the lower layer. The reference quantities 
are chosen as U;ef = U:x" the (undisturbed) velocity at infinity, P;ef = pi, the 
density of the upper layer and ft;ef = fti', the viscosity of the up per layer. A 
reference length will be chosen later. This choice makes mand T equal to unity 
in the upper layer. Furthermore, n is also equal to one for the upper layer, 
because of the Newtonian character of air. As a consequence, the subscript 2 
of m, n and T will be omitted. 

u 

CD L 

FIGURE 2.1: Two-Iayer flow configuration 

The fourth-order linear Orr-Sommerfeld differential equation, given by (2.30) 
for the upper layer and (2.29) for the lower layer are complemented with 
boundary and interface conditions in order to complete the description of the 
stability problem. There are the no-slip boundary condition at the wall y = Yw, 
and continuity of velocity and stress in both directions at the interface y = 0, 
and the velocity components have to vanish when y goes to infinity, i.e., in 
total 8 conditions. 
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2.4 No-slip at the wall 

The no-slip condition at the wall y = Yw can be written as, 

uz(x,yw,t) = Uz(yw)+uz(x,yw,t) =0, 

vz(x, Yw, t) = V2(X, Yw, i) = O. 

(2.31) 

(2.32) 

Splitting above equations in a zeroth-order and fi.rst-order part yields for the 
zeroth-order part 

and for the fi.rst-order part 

U2(X , Yw , i) = x'(yw)eia(x-ct) = 0, 

vz(x, Yw, t) = _iax(yw)eia(x-ct) = O. 

The lat ter two equations can be reduced to 

x'(Yw) = 0, 

X(Yw) = o. 

2.5 Location of the interface 

(2.33) 

(2.34) 

(2.35) 

(2.36) 

(2.37) 

The difference between the acttlal location of the interface and that of the 
interface between the zeroth-order solution for the two fiuids (y = 0) is indi­
cated by ",(x, i), with '" assumed to be of the same order of magnitude and 
having the same normal form as the velocity and pressure perturbations, and 
it is written as 

",(x, t) = Ceia(x-ct), 

where C is a complex constant. 

(2.38) 

Using the kinematic condition, the velocity in y-direction at the interface can 
be written as 

d'f/(x, i) a'f/ a'f/ 
v(x, 'f/(x , t), t) = di = u(x, 'f/(x, t), t) ax + ai' (2.39) 

Substitution of (2.38) in the above equation, substitution of the stream func­
tion of the upper (or lower fiuid layer) and linearization around y = 0 yields 
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for the location of the interface 

So, from the kinematic interface condition, one finds the amplitude of the 
interface perturbation. 

2.6 Continuity of velo city 

Continuity of the x-component of the velocity can be expressed as, 

(2.41) 

which can be split in 

Upon performing a Taylor expansion around y = 0, and splitting the equation 
in a zeroth-order and first-order part, one gets for the primary flow 

(2 .43) 

and for the secondary flow 

Now, consider continuity of the v-component of the velocity, stated by 

(2.45 ) 

which to first-order accuracy is equivalent to 

(2.46 ) 

using that there is no primary component in y-direction. In the same way, as 
for the continuity of the x-component of the velocity, one obtains 

(2.4 7) 
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2.7 Dynamic boundary conditions 

In an ineompressihle flow of a power-law fluid, the (dimensionless) two-dimen­
sional total stress tensor (0', eomponents (Tjk) ean he written as 

(2.48) 

where Tjk is the non-dimensional form of (2.4) and Djk is the Kronecker delta 
equal to one for j = k, otherwise equal to zero. The components of the total 
stress vector on an arbitrary surface with unit normal vector Ti (see fig. (2.2)) 
are given by 

(2.49) 

The unit tangential vector tand the unit normal vector Ti on the interface are 
given by 

(2 .50) 

n (2.51) 

where ex and ey are the unit vectors in the x- and y-direction, respectively. 

y 

Ti 

x 

FIGURE 2.2: Definition of norm al and tangential (unit) vector 

Now, the tangential component St of the total stress vector 5 is given by 

(2.52) 
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the inner vector product of s and t. For the normal component Sn, one can 
derive 

(2.53) 

To obtain continuity of shear stress, the shear stress just above the interface 
has to equal the shear stress just below the interface, leading to 

St1(X, 1](x, t)+, t) = St2(X, 1](x, tt, t), (2.54) 

where it has been used that the (constant) interfacial surface tension to fi.rst 
order approximation does not have a resulting component in tangential direc­
tion. The above equation can be split in a zeroth- and first-order condition 
after performing a Taylor approximation around y = o. One obtains 

(2.55) 

for the primary flow and 

</>1/(0+) + ci</>(o+) = mn (U~(O- )r-l (Xl/(O-) + a2X(0-)) (2.56) 

+ c !~l~b+) (mn (U~(O-)r-l U~/(O-) - U~/(O+)) 

for the secondary flow . 

The normal stress just above and below the interface is in equilibrium with 
the normal component of surface tension to give, to first-order approximation 

Snl(X , 1](X,t)+,t) - Sn2(X,1](X,t)-,t) + Sn(x,7](x,t),t) = 0, (2.57) 

where Sn is the contribution of the surface tension in norm al direction given 
by (see for example [20]) 

S _ We1]xx 

n - )(1 + 7];)3 ' 

where the Weber number We is defined as 

T* We = - ___ --;:---
* U*2 L* , 

Pref ref ref 

(2 .58) 

(2.59) 

where T * is the surface tension. As before, one obtains the condition for the 
primary flow and the one for the perturbation by splitting the flow variables 
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in a zeroth-order part and a first-order perturbation and performing a Taylor 
approximation around y = O. For the primary flow, one gets 

and for the perturbations af ter elimination of the pressure using (2.27) 

m (U~(0-)r-1 (nx"'(O-) + (n - 4)a2X'(0-)) - (</>"'(0+) - 3a2</>'(0+)) 

+iaRer [(c - U1(0+))X'(0-) + U~(O-)X(O-)] 
-iaRe [(c - U1(0+))</>'(0+) + U;(O+)</>(O+)] 

(2.60) 

+m (U~(0-)r-2 U~'(O-)n(n -1) (X"(O-) + a2X(0-)) (2.61) 

-iaRe </>(0+) (p'(O+) _ P'(O-) + a2We) = 0. 
c-U1(0+) 1 2 

Özgen [29] derived a similar set of equations for non-Newtonian power-law 
fluids only assuming that U~'(O-) = 0, which is the case for Blasius flow. Ris 
equations are identical to the ones given in this report, except for equation 
(2.61) in this report and equation (96) in his report. Özgen 's result can be 
obtained af ter setting n = 1 (and U~'(O-) = 0) in equation (2.61) . 

2.8 Conditions at infinity 

At infinity, the primary velocity components have to reach the undisturbed 
free stream given by 

u --+ 1, 

V --+ 0, 

as y --+ 00, 

as y --+ 00, 

(2.62) 

(2.63) 

and the disturbed velocity components have to vanish which ean be mathe­
matically stated as , 

x(y) --+ 0, 

X'(y) --+ 0, 

as y --+ 00, 

as y --+ 00. 

(2.64) 

(2.65) 
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2.9 Energy 

The (mechanical) energy distribution of the disturbances throughout the flow 
field can be computed by calculating the inner product of the perturbed ve­
locities and the first-order momentum equations in x- and y-direction and 
averaging this result over one wave length À = 2;. For a power law fluid, one 
obtains 

dE di = RS + P R + DI, (2.66) 

where E is the kinetic energy of the disturbances given by 

>. 

E = 2\ J (u 2 + i?) dx, (2 .67) 
o 

RS the Reynolds stress term exhibiting the interaction between the primary 
flow and the secondary velocity components given by, 

1 dU ,\ 
RS = ),T J (-uv) dx , 

y 0 

(2.68) 

P R the pressure term originating from the interaction between the distur­
bances in the pressure and velocity, given by 

PR 1 JA (_ap _aiJ) d = -- -u-+ v- x 
Àr ax ay , 

o 

(2.69) 

and , finally, DI indicates the effect of the viscous forces given by 

(2.70) 

These relations can be used for the lower fluid layer af ter adding a subscript 2 
to u, v and pand for the upper fluid layer af ter adding a subscript 1 and setting 
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m, n and r equal to unity. Upon substitution of the re al parts of the normal 
mode forms of the unknown quantities and integration, the resulting equations 
are used to compute the energy distribution numerically. These equations are 
after setting t = 0 

dE 
dt 

RS 

PR 

DI 

= 7r;j [a2 (eP; + ePn + eP~2 + eP?] , 

7r dU [' 'J ~ dy ePrePj - ePjePr , 

;r [ePr!: + eP~h - ePi!: - ePUrJ, 

= m ;~~:-l [( n _ 2)a2 (eP~2 + eP;2 - ePreP~ - cf;jeP:') ] 

+ m ~ ~t-l [n (eP~eP~' + eP;ePn - na4 (eP; + 4>n 1 ' _ er 

where it has been used that either Uil = 0 or n = 1. 

(2.71) 

(2.ï2) 

(2.73) 

(2.74) 

In agiobal sense, the origin of the change in kinetic energy is obtained by 
integrating equation (2.66) from the wall to infinity, where below the interface 
the energy distribution for the lower layer has to be used and above the one 
for the upper layer. One obtains (using a subscript t to indicate integration 
over y from Yw to infinity) 

d!t = RSt + PRt + DIt, (2 .75) 

where Et and RSt follow from (2.67) and (2 .68), respectively. Further, for the 
pressure term, one finds using Stokes' integral theorem, the no-slip conditions 
at the wall and that the disturbances disappear for y -+ CX) 

A ~ 

PRt = - ;r jUhV2)ly=o-dx + l jCihVI)ly=o+dx. (2 .76) 
o 0 

In case of a Newtonian ftuid (i.e. the upper ftuid layer) , the dissipation term 
(DIn) can be written, af ter partial integration, as 

1 JA [- (aUI aVI)]1 dx DIn = - ÀRe UI ay - ax y=o+ 
o 

1 00 A (aUI aVI) 2 

- ÀRe J J 8y - 8x dxdy , 
o 0 

(2.77) 

where the integrands involve the perturbation vorticity w = ~~ - ~~. 
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2.10 Vorticity / enstrophy 

Vorticity is defined as the curl of the velocity field . For two-dimensional pro­
blems, the vorticity is given by 

8v 8u 
w----

- 8x 8y ' 
(2.78) 

which can be split in a vorticity for the primary flow given by (2.78) upon 
replacing w, v and u by their respective capital character and for the secondary 
flow by the same equation af ter adding tildes to w, v and u. The equation for 
the distribution of the enstrophy, i.e. ';;2 , the vorticity squared, is obtained by 
multiplying the secondary vorticity with the curl of the secondary momentum 
equations, and averaging the result over one wave length. Using thé same 
terms as for the energy distribution (E , RS, P Rand DI) have been used 
af ter adding a subscript v, the result can be written as 

(2.79) 

where the following definitions have been used 

PRv = 

18 

" 1 J -2 d 2À w x , 
o 

d2 U ,\ 
1 J -- d ).d2 vw x , 

y 0 

0, 

mn (UT-
1 

" [_ (82
0 8

2w)] 
ÀRer J w 8x2 + 8y2 dx 

o 

+ 2m(n - 1) (UT-
1 J" [w ( 8

3u _ 8
3

i) )] dx 
ÀRer 8x28y 8x8y2 

o 

(2.80) 

(2.81 ) 

(2.82) 

(2.83) 

2m(n - 1) (U'r-
2 

Uil J" _ ( 82
i) 82u 82u 82

i) ) + w -----n--n-- dx 
ÀRer 8x8y 8x2 8y2 8x8y 

o 

mn(n - 1) (U'r-1 

ÀRer [ (UII)2 (UI/I)] ,\ (fr 8-) 
(n - 2) U' + Ut / w 8~ + 8~ dx. 



A subscript 1 or 2 should be added to indicate Huid layer one or Huid layer 
two, respectively. For the upper layer, one also has to set m, n and r equal 
to unity. Upon suhstitution of the real parts of the perturhation quantities 
in the enstrophy equation, one ean derive the following expressions for the 
enstrophy distribution aeeording to the ones for the energy distribution af ter 
setting t = 0 

d!v = 7r;i [a4 (<p; + <P7) - 2a2 (<Pr<P~ + <Pi<Pn + <p~2 + <p:'2] , (2.84) 

7r d
2
U [" "l RSv ~ dy2 <Pr<Pi - <Pi<Pr , (2.85) 

m (U'r-1 

D1v = ')R [2(n - 2)a2 (<p~2 + <p:12 ) - na2 (<Pr<P~" + 0i<Pt')] 
~ er 
(U'r-1 

m ')R [(4 - n)a4 (<Pr<P~ + <P i<Pn] 
~ er 

m ;~1:-1 [n (<p~ <p~" + <P:' <Pt') - na6 (<p; + <P:)] , (2.86) 

where it has been used that either U" = 0 or n = 1. 

The equations for the global value of the enstrophy of both layers are obtained 
af ter integration of (2.79) over y from the wall to infini ty in a manner similar 
to the case of the energy distribution discussed in the previous section. 

2.11 Primary solution 

The primary flow has to he a solution of (2.17) and (2.18). Here. gx is set to 
zero and gy to one. According to these equations, ~~ cannot be a function of 
x, nor ean ~~, since U is only a function of y. Therefore ~~ is a constant. 
After defining 

A _ Re ap 
- m 8x' 

the solution of equation (2.17) is found to be 

in case A i= 0, else 

1 n !!±l. 
U(y) = A-(Ay + B) n + C 

n+l 

U(y)=Êy+ê, 

(2.87) 

(2.88) 

(2.89) 
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where B, C, Ê and ê are arbitrary constants. The pressure distribution 
follows from (2.18) 

() 
-2 oP 

P X,y =rFr y+ oxx+ po , (2.90) 

where ~~ is constant and Po is the pressure in the far field. For a Newtonian 
fluid, (2.88) reduces to a quadratic profile. In the absence of a pressure gradient 
in x-direction (A = 0) the primary velocity profile is linear (for both Newtonian 
and non-Newtonian flow). 

For the lower layer the primary velocity profile is given by (2.88) or (2.89), 
while for the upper layer the same expressions are valid with n equal to one. 
However, Drazin and Reid [9] argue that also other velo city profiles can be 
used in the linear stability theory as long as their velo city component in y­
direction is small compared to the velocity component in x-direction, so-called 
nearly-parallel flows. Blasius flow is an example of such a flow. 

Therefore, Blasius flow is taken as the primary flow for the upper fluid layer. 
The velocity components in x- and y-direction are given by [33] 

U1 (x,y) = g'(y), 

Vi(x , y) = 2~e(yg'(y) - g(y)) , 

where the function g(y) satisfies 

g(y)gl/(y) + 2gl/'(y) = 0, 

with boundary conditions 

g(y) 

g'(y) 

g'(y) 

= 

--
0, y = 0, 

0, y = 0, 

1, Y -- 00, 

(2.91) 

(2.92) 

(2.93) 

(2.94) 

(2.95 ) 

(2.96) 

where the coordinate y* is non-dimensionalized by L * f = ~i~:, which will be re PI 00 

used as reference length. A certain x* -location is chosen (and hence reference 
length) and UI is considered to be only a function of y and Vi is neglected. 

For mathematical ease, a reference frame moving with the constant primary 
velocity of the interface is introduced setting U1(0+) = 0. This Galilean trans­
formation only changes the primary velocity profile. 
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The constants B, C, Ê and ê in the primary flow of the lower layer can he 
ohtained using the no-slip condition at the wall (here in the moving frame of 
reference that the velocity is set equal to zero at the interface), and equation 
(2.55), continuity of shear stress at the interface, to give 

B = 

c 

Ê 

ê 

U{(O+) 
m 

-".±l. 

_~_n_ (UHO+)) n 

An+ 1 m 
I 

(U{~+)) ~ 

O. 

(2.97) 

(2.98) 

(2.99) 

(2.100) 

The velocity of the interface, i.e. , the velocity at Y Yw then follows from 
equation (2.88) or (2.89) upon suhstitution of y = Yw' 

10 

8 

6 

Y 4 

2 

0 

-2 
-0.4 -0.2 0 0.2 0.4 0.6 0.8 

U(y) 
FIGURE 2.3: Primary velocity profile (Yw = -2, m = 2, n = 1) 

At a certain value of y , say Yi, the so-called virtual interface, the Blasius 
houndary-layer profile is cut-off and a uniform flow is assumed from here on 
towards infinity equal to the free stream velocity (U;' ), 

U(y) = 1, (2.101) 

In this case, i.e. , the case of a uniform flow, the Orr-Sommerfeld equation 
(2.30) can he written as 

(2.102) 
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where </> has been replaced by 'Ij; and ,2 is defined by 

,2 = a 2 + iaRe(1 - c), ~b) > o. (2.103) 

The sol ut ion of above ordinary differential equation is given by 

'Ij;(y) = De-a(Y-Yi) + Ee--Y(Y-Yi) , (2.104) 

where it has been used that the solution remains bounded for y --+ 00 (therefore 
is also ~b) > o. D and E are arbitrary constants. 

10 ~--~r----'----~----~-----r----~----~ 

8 

6 

Y 4 

2 

o r-L------------------,------------------~ 
-2 L-____ ~ __ ~ ____ ~ __ ~~ ____ _L ____ ~ ____ ~ 

-0.35 -0.3 -0.25 -0.2 -0 .15 -0.1 -0.05 o 
!1(y) 

FIGURE 2.4: Primary vorticity distribution (Yw = -2, m = 2, n = 1) 

At the virtual interface, continuity of velocity and stress in both directions are 
required, which can be derived from equations (2.44), (2.47) , (2.56) and (2.61) 
af ter changing X in 'Ij;, y = 0 in y = Yi and setting n = 1, m = 1, r = 1 and 
We = O. Af ter some rearranging, the following four interface conditions are 
obtained for the virtual interface 

</>(y;) = 'Ij;(yt) , (2.105) 

</>'(y;) = 'Ij;'(yt) , (2.106) 

</>//(y;) 'Ij;// (yt), (2.107) 

</>/I/(Yi-) = 'lj;1II(yt). (2.108) 

Figure 2.3 gives the primary velocity profile and figure 2.4 the primary vorticity 
distribution of a N ewtonian fluid in the lower layer using a viscosity ratio of 
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2 and assuming the solid wall at Yw = -2. For convenience, the interface 
velocity is set equal to zero. Clearly, one recognizes the Blasius profile in the 
upper fluid layer. The boundary-layer ends at about y = 6 and starts linearly 
at the fluid interface. The difference in viscosity causes the discontinuity of the 
first derivative of the velocity profile and therewith the jump in the vorticity 
distribution. It should be noted that for air jwater or air j anti-icing systems, 
the viscosity ratio is fairly high (60 - 105 ) resulting in a very smal! primary 
velocity component in the lower fluid layer and a vorticity almost equal to 
zero. 
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Chapter 3 

Numerical analysis 

This chapter describes the numerical algorithm used to calculate the eigenva­
lues of the linear stability problem derived in the previous chapter. Aspectral 
collocation method based on Chebyshev polynomials is used to discretize the 
equations. The resulting algebraic eigenvalue problem is solved using a QZ­
algorithm. 

3.1 Chebyshev polynomials 

The m-th Chebyshev polynomial of the first kind is defined by 

Tm(x) = cos(marccos(x)), (3.1 ) 

for x between [-1,1] and m = 0,1,2, .. , which are the eigenfunctions of the 
singular Sturm-Liouville problem 

(3.2) 

accompanied by the boundary condition Tm (1) = 1 [7]. Figure (3 .1) gives a 
picture of several Chehyshev polynomials. The Chehyshev polynomials ean he 
expressed recursively as, 

To(x) 1, 

T1(x) = X, 

(3.3) 

(3.4) 
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and 
for m = 2,3, ... , (3.5) 

or as a power serIes as 

[m/2] (_ . _ 1)' 
T () m '" ( )m m t . ( )m-2i 

m X = -2 L..t -1 .'( -2 .)' 2x , 
i=O Zo m t. 

(3.6) 

where [m/2] denotes the integral part of m/2. Interesting properties of the 
orthogonal Chebyshev polynomials are 

where 

0.8 

0.6 

0.4 

0.2 

ITm(x)1 
Tm(±l) 

1 2 ( J Tm x) dx 
J1-X2 -1 

Cm = { 2, 
1, 

< 1, 

= (±l)m, 

'Ir 
= cmi' 

if m = 0 
if m ~ 1 

Tm (x) 0 1-I--I--~---+--..,)lL.--I-----iL---I-~ 

-0 .2 

-0.4 

-0.6 

-0.8 
-1 ~~L-__ L-__ L-~~~~~ __ -2~~ __ ~~~ 

-1 -0.8 -0:6· -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 
x 

FIGURE 3.1: m-th Chebyshev polynomial for m = 1,2,3 and 6 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

A function v( x) defined in the interval -1 :S x :S 1 ean be expanded in a series 
of Chebyshev polynomials as 

00 

v(x) = L: amTm(x), (3 .11) 
m=O 
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where 
1 

a
m 

= _2_ J v(x)Tm(x) dx. 
'TrCm Jf=X2 

-1 

(3.12) 

For the numeri cal implementation, one wil! need the derivatives of the Cheby­
shev polynomials up to order four. These derivatives ean be easily found by 
differentiating (3.1) to give (for x -=I ±l) 

sin( m arceos( x) )m 

Jf=X2 T:n(x) = (3.13) 

T~(x) 
cos( m areeos( x) )m2 sin( m arecos( x) )mx 

- 1 - x 2 + (1 - x 2)3/2 ' 
(3.14) 

T~'(x) = sin( m arccos( x) )m3 
_ 3 cos( m arccos( x) )m2x 

(1 - X 2 )3/2 (1 - X 2 )2 

3 sin( m areeos( x) )mx2 sin( m arceos( x) )m 
+- (1 - X2)5/2 + (1 - x 2)3/2 ' 

(3.15) 

T:;:'( x) 
cos( m areeos( x) )m4 

_ 6 sin( m arecos(x) )m3x 
(1 - x 2)2 (1 - X 2 )5/2 

cos( m arecos( x) )m2x2 cos( m arceos( x) )m2 

-15 - 4--~----~~-
(1 - x 2 )3 (1 - x 2)2 

sin( m arccos(x) )mx3 9 sin( m arccos(x) )mx 
+15 (1 _ x2)ï/2 + (1 _ :7: 2)5/2 . (3.16) 

For x = ±1, one obtains af ter a series expansion around x = ±1 

T:n(±l) = (±1)m+I m2, (3.17) 

T~(±l) = l(±1)mm2 (m2 
- 1), (3 .18) 

T~'(±l) = 115 (±1)m+Im2 (m2 
- 1)(m2 

- 2), (3.19) 

T:;:'(±l) = _1_(±1)mm2(m2 -1)(m2 - 2)(m2 - 3). (3.20) 
105 

3.2 Numerical implementation 

For the temporal stability analysis, it is assumed that the wave number a, 
Reynolds number Re, density ratio r, viscosity ratio mand Weber number 
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We (all real) are given. The eigenvalue problem consists of finding complex 
wave speeds c for which the linear stability problem has non-trivial solutions. 
The first step towards the sol ut ion is to substitute the equation resulting from 
the continuity of velocity in x-direction (2.44) into the equation resulting from 
the continuity of normal stress (2.61), which renders the resulting equation 
linear in c. 

The coefficients in the equations for the exact solution for the part of the 
domain above the virtual interface depend on the yet unknown eigenvalue c 
nonlinearly h = ,(a, c, Re)). These equations are not linearized, but af ter 
assuming a value for c, the resulting eigenvalue problem is solved and the 
(new) value of c is used to obtain a better approximation for the eigenvalue. 
The numeri cal calculations show that there is no re al need to iterate, i.e., the 
solution away from the virtual interface does not depend strongly on the value 
of c chosen in the exact solution for the region above the virtual interface. All 
these computations use as an initial guess of c equal to zero. This simplification 
results in a set of equations which is linear in the complex wave speed c. 

The Chebyshev polynomials are defined on the interval [-1 , 1] , therefore the 
Orr-Sommerfeld equations in the upper and lower fluid are transformed to this 
interval. For the upper fluid , the transformation 

2y 
Zl = -- + 1 

Yi 

is used and for the lower fluid the transformation 

2y 
Z2 = -- + 1 

Yw 

(3 .21 ) 

(:3.22) 

is used. For both layers, the interface at y = 0 is denoted by Zl = 1 and Z2 = 1, 
respectively. 

Assume that both <fJ(zd and X(Z2) can be approximated by a truncated series 
of Chebyshev polynomials, i.e, 

IM 

<fJ( Zl) ~ L amTm(Zl), (3.23) 
m=O 
IN 

X(Z2) ~ L bmTm(Z2), (3.24) 
m=O 

where the first I M + 1 polynomials are used to approximate 4>(zIl and the first 
IN + 1 polynomials for X(Z2) adding up to a total of IN! + IN + 2 unknown 
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coefficients, am , m = O(l)IM and bm , m = O(l)IN. Upon substitution of 
above approximations in the Orr-Sommerfeld equations for both fluid layers, 
the equations are imposed at a fini te number of collocation points in the upper 
and lower layer. As collocation points for the upper layer a variation of the 
I M - 3 Gauss-Lobatto points are chosen, i.e., 

7r(j - 1) 
Zl = cos M ' I - 2 

j = 2(1)IM - 2, (3.25) 

while for the lower fluid layer similar IN - 3 points are chosen , i.e. , 

7r(j - 1) 
Z2 = cos IN _ 2 ' j = 2(1)IN - 2. (3.26) 

These points are the maximums of the (I M - 2)-th and (IN - 2)-th Chebyshev 
polynomial, respectively. This collocation method results in 11\11 -:3+1 N -3 = 
I M + IN - 6 discrete equations. The boundary conditions at the wall give 
rise to 2 equations, the interface conditions and the virtual interface conditions 
add another 4 + 4 = 8 conditions. Totally, I NI + IN + 4 equations are obtained 
for the same number of unknowns (IM + 1 an 's, IN + 1 bn's, D and E ). 

The resulting homogeneous system of linear equations for the unknown coeffi­
cients constitutes a generalized eigenvalue problem, Ai = eBi, where A and 
B are matrices and i, the eigenfunction is the column vector eontaining the 
unknown coefficients of the Chebyshev polynomials and the two of the exact 
solution in the region beyond Y = Yi and e is the eigenvalue (complex wave 
speed) . 

The presence of rows filled with zeros in matrix B introduces infinite eigenva­
lues . These spurious eigenvalues will be removed to improve the accuracy of 
the other eigenvalues. Say row k of B is filled with only zeros . Linear column 
operations (Gaussian elimination) are performed to fill row k in A also with 
zeros ex cept for the element in column I. Mathematically stated, element (i,j) 
of A and Bare modified (indicated by a star) to give (except for j = I) 

A*(i,j) = A( ' ') - A(' I)A(k,j ) 
Z,] z, A(k,l) 

B*(i , j) = B( " ) B(' I)A(k,j) 
Z, ) - t , A(k,/)' 

(3.27) 

(3.28) 

Row k now holds the equation that XI is equal to zero. The infinite eigenvalue 
can be removed by deleting column land row k without changing any of the 
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finite eigenvalues. Above process is repeated until B does not contain rows 
filled with only zeroes. 

Instead of removing the infinite eigenvalues, one can also multiply the equa­
tions which do not involve B with e, thereby changing the infinite eigenvalue 
to zero. Numerical computations showed that the accuracy of the computed 
eigenvalues in case of explicitly removing infinite eigenvalues exceeds that of 
the case of introducing zero eigenvalues. Furthermore, in the latter case the 
zero eigenvalues are not exactly zero, but in some cases of the same order of 
magnitude as the largest eigenvalue. This occurred especially for the interfa­
cial mode in two-layer computations. In the following, the infinite eigenvalues 
are removed explicitly. 

Af ter balancing both A and B, a QZ-algorithm is used to calculate all the 
eigenvalues of the resulting system. These eigenvalues are arranged in the 
order of decreasing magnitude of their imaginary part. Unfortunately, the 
QZ-algorithm finds a lot of so-called spurious eigenvalues, which have to he 
removed . Among these spurious eigenvalues, some are easy to trace, as they 
have a re al part of the complex wave speed less than the minimum primary 
velocity (found at the wall) or greater than the free stream velocity or fall 
outside Gerschgorin 's discs [39]. Others are harder too trace. One spurious 
eigenvalue was discovered by changing the location of the virtual interface 
causing the eigenvalue to change substantially indicating that the virtual in­
terface introduced this spurious eigenvalue. 

The eigenfunctions are computed af ter setting C = A - eB, where c has been 
set equal to the eigenvalue with the largest imaginary part. The eigenfunction 
is found by searching a non-trivial solution of Cx = Q. Such a non-trivial 
solution exists since the determinant of C is identical to zero. One of the 
unknown coefficients (al) is set equal to unity, an arbitrary equation (row) is 
removed and the corresponding set of linear equations (Di = ë) can be solved 
using an LU-decomposition algorithm. 

Hereafter, it is straightforward to compute the stream function in both layers 
using equations (3.23) and (3.24) . The distribution of the velocity compo­
nents follow from equations (2.22) and (2.23) and the pressure disturbances 
from (2.25) and (2.27) . In all plots of these distributions in the following chap­
ters, the x- and t-dependency, i.e. é:>(x-ct) has been disregarded, i.e. , only the 
amplitude of the wave-like solutions is plotted. When calculating the energy 
and enstrophy distribution, one has to take the real part of the complex quan-
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tities like velocity and pressure, because the corresponding expressions are not 
linear in these quantities. 
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Chapter 4 

One-Iayer flow 

4.1 One-Iayer Blasius flow 

The theory of the previous two chapters will, as a first example , be applied 
to the similarity Blasius boundary-Iayer profile. Instead of a lower fluid layer, 
a fixed waU will be assumed at y = O. The equation governing the linear 
temporal stability is given by (2.30) and the boundary conditions are the no­
slip conditions at the solid waU and the four conditions at the virtual interface 
to match the perturbed Blasius sol ut ion with the analytical perturbed free­
stream solution. The primary velocity profile is given in figure 2.3 for y > O. 
The one-layer Blasius flow wiU be used to check the results with results from 
the literature and to compare in the next chapter with results for two-Iayer 
flows. 

4.1.1 Numerical parameters 

First, the effect of the number of Chebyshev polynomials used and the in­
fluence of the location of the virtual interface, two non physical parameters 
in the model , wiU be discussed. Figure 4.1 gives the imaginary part of the 
complex wave speed ei as a function of the wave number Cl:: for several number 
of Chebyshev polynomials. The Reynolds number is set at 1000, which can 
be reached by assuming, for example, x· = 0.5m, U':x, = 307 and using the 
kinematic viscosity of air at 278K, v· = 1.40 X 10-5 m

2
• This results in a s 
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boundary-layer thickness of about 3mm and a boundary-layer displacement 
thickness of 0.8mm. The wave numbers plotted correspond with wave lengths 
between 0.8ern and 6ern. The values used are in good agreement with the 
experimental observed waves and Reynolds number. The virtual interface is 
set well outside the boundary-layer at Yi = 10. 
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-0.02 
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-0 .03 
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-0.05 Ikl = 50 I 
-0.06 1M = 60 
-0.07 

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 
a 

FIGURE 4.1: Growth factor for Blasius flow (Yi = 10, Re = 1000) , (Ci > 0: 
unstable flow) 

Figure 4.1 shows that the solution is converged for about ·50 Chebyshev poly­
nomials. For fewer Chebyshev polynomials, the solution is converged only for 
small wave numbers. The region of instability, the most interesting part , is 
already computed accurately with 30 Chebyshev polynomials. 

The kink in the computed curves for a low number of Chebyshev polynomials 
is the result of a different (spurious) mode becoming the least stabie one. This 
can be determined by looking at the real part of the complex wave speed Cr, 

which is discontinuous at the kink in Ci, in the present case jumping from a 
value below 0.5 to one above 0.75. 

The spectral method obtains exponential accuracy which is depicted is figure 
4.2. For a wave number of 0.20 and a Reynolds number of 1000, the relative 
error is plotted as a function of I M. As a result most of the following com­
putations will use 61 (I M + 1) Chebyshev polynomials (in the upper layer) to 
compute the numeri cal solution. 
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FIGURE 4.2: Relative error (Yi = 10, a = 0.2, Re = 1000) 
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FIGURE 4.3: Growth factor for Blasius flow (I M = 60, Re = 1000) 
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The influence of the location of the virtual interface is plotted in figure 4.3 
for interface locations Yi = 5, 10,20 and 30. Again 1 M is set equal to 60 and 
a Reynolds number of 1000 is used. Note that by increasing Yi the density 
of the collocation points diminishes. Por Yi = 5, still inside the boundary­
layer, the stability curve is not computed accurately. Por locations of the 
virtual interface above 10, the stability curves coincide except for large wave 
numbers. However, by increasing the number of Chebyshev polynomials used 
for the computations of the virtual interface at Yi = 20 and Yi = 30 the stability 
curves are identical to the one for Yi = 10. Prom here on, the location of the 
virtual interface is set equal to Yi = 10. 

4.1.2 Stability curves 
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FIGURE 4.4: Growth factor for Blasius flow (Yi = 10, 1 M = 60) 

Figure 4.4 gives the maximum imaginary part of the complex wave speed (ei) 
for several Reynolds numbers. As stated before, the virtual interface is located 
at Yi = 10 and 61 Chebyshev polynomials are used to compute the solution. It 
is seen that for small Reynolds numbers the flow is stabie for all wave numbers 
plotted. By increasing the Reynolds number, the flow will become unstable 
at Re just above 300, which is in good agreement with the value found in the 
literature. By further increasing the Reynolds number the region of instability 
will grow and shift towards smaller wave numbers or equivalently larger wave 
lengths. The corresponding wave speeds (cr) are presented in figure 4.5. 
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It is seen that by increasing the Reynolds number the wave speed becomes 
smaller at each wave number. Furthermore, the most unstable waves exhibit 
wave speeds between 25% and 45% of the undisturbed free stream speed. This 
corresponds to y-locations between 1 and 2 in the basic velo city profile. 

The stability curves for Reynolds numbers above 1000 are given in figure 4.6. 
It is interesting to note that the wave number at which the flow turns unstable 
becomes smaller as the Reynolds number increases, while also the region of in­
stability shifts to lower values of the wave number region and becomes smaller. 
For Reynolds number above 2000, a hump is visible in the neighbourhood of 
a = 0.2. This hump corresponds to a different mode of (in)stability becoming 
dominant, as can be seen in figure 4.7 giving the wave speed as a function of 
the wave number. 
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FIGURE 4.7: Wave speed for Blasius flow (Yi = 10,1M = 60) 

At the location of the hump, there is a discontinuity in the wave speed indica­
ting that the least stable mode is a different one having a wave speed greater 
than the other mode, but still smaller than 50% of the free stream velocity. 
Clearly, by increasing the Reynolds number the wave speed becomes smaller. 
The critical point, defined as the location where the wave speed is equal to the 
basic velocity, moves in the direction of the solid wall with increasing Reynolds 
number. 
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4.1.3 Perturbation quantities 

Figure 4.8 gives the magnitude of the complex eigenfunction <p(y) throughout 
the layer for two different wave numbers. The Reynolds number is set equal 
to 1000. The number of Chebyshev polynomials used is 101. This is a higher 
number than the 61 used standard to compute the eigenvalues, but calculations 
show that an accurate determination of the eigenfunction and its derivatives 
requires about 100 polynomials. 
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FIGURE 4.8: Magnitude of the eigenfunction (Yi = 10, I M = 100, Re = 1000) 

In all these computations, the stream function <Î> is normalized such that its 
largest magnitude is equal to unity while its phase angle at that location is 
set equal to zero. The perturbations in the velo city components in x- and y­
directionjust as the pressure disturbance follow easily from the stream function 
using the expres si ons given in chapter 2. 

The wave numbers chosen, a = 0.15 and a = 0.25 correspond to an unstable 
(a = 0.15) and a stabie (a = 0.25) condition. As required the eigenfunction is 
equal to zero at the wall. The maximum value of the eigenfunction is obtained 
at a lower y-location for the stabie mode than for the unstable mode. For the 
stabie mode, the gradients are also steeper. Above the virtual interface, the 
eigenfunction will decay exponentially as indicated by the exact solution of 
the stability problem. 
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The phase angle of the eigenfunction is given is figure 4.9. Note that the phase 
angle is chosen equal to zero at the maximum value of the eigenfunction. At 
the wall, both for the stabie and the unstable wave number, the phase angle 
of the eigenfunction is lagging the phase angle of the maximum value of the 
eigenfunction. The phase angle of the unstable wave number is a monotonically 
increasing function of the distance from the wall contrary to the phase angle 
of the stabie wave number, which changes sign. 

The next two figures (4.10 and 4.11) give the magnitude of the velocity per­
turbation in x-direction and the phase angle of this velocity. It is interesting 
to note that there are the two maximums in the velocity perturbations and 
the location where there is nearly no perturbation at both wave numbers (a 
knot). The phase angle of the velocity perturbation in x-direction tends to 7f' 

when moving away from the wall. 

The velocity perturbation in the y-direction is given in figure 4.12. one notices 
that the perturbations in y-direction are smaller than the one in x-direction 
by about a factor 0.5. There is also only one maximum in the velocity profile. 

Figure 4.13 shows that the velocity perturbation in the y-direction is 7f' /2 out 
of phase with the velocity perturbation in the x-direction in the far field. This 
indicates that when one of the velocity components reaches its maximum (or 
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minimum) the other one passes through zero. 

The distribution of the pressure perturbation is given in figure 4.14. Both 
curves have a maximum just next to the wall. The pressure disturbance of the 
stabie flow obtains a larger value, and decays more rapidly to zero than the 
curve corresponding to the unstable wave number. 

The phase angle of the pressure disturbance does not vary much as indicated 
in figure 4.15. The pressure disturbances are 7r /2 out of phase with the ve­
locity perturbation in the y-direction and 7r out of phase with the velocity 
perturbation in the x-direction. 

4.1.4 Energy considerations 
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FIGURE 4.16: Mechanical energy balance (Yi = 10, I M = 100, Re = 1000, Cl: = 
0.15) 

The mechanical energy balance is depicted in figure 4.16 for an unstable wave 
number (0: = 0.15) and a Reynolds number equal to 1000. The instability is 
indicated by the positive sign of ~~ throughout the layer. It is easy to prove 
that if ~~ is greater than zero (or less than zero) at one position, it is greater 
than zero throughout the layer (or less than) using the definition of dd~. Near 
the wall, the instability is driven by the interaction of the pressure disturbance 
and the velocity disturbances, while further away from the wall, the Reynolds 
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FIGURE 4.17: Enstrophy balance (Yi = 10,IM = 100, Re = 1000,a = 0.15) 

stress term causes the instability. On the other hand, near the wall, the 
dissipation term counteracts the growth of the instability as the pressure term 
does further away from the wall. This energy distribution is typically for the 
Blasius instability. 

The change in enstrophy with respect to time is given in figure 4.17 for the 
unstable wave number. A very sharp peak ne ar the solid wall is the cha­
racteristic feature of this picture. This feature is one of the main reasons for 
the high number of Chebyshev polynomials needed to compute the distribution 
accurately. The enstrophy increases with time throughout the fluid layer. 
Near the wall the effects of the viscous forces produce the accumulation and 
further away from the wall, the interaction of the basic flow and the velocity 
perturbations are the main cause of instability. It is interesting to note that 
the viscous forces destabilize the enstrophy and on the other hand stabilize 
the kinetic energy. However if the kinetic energy accumulates in time, so will 
the enstrophy. 

The mechanical energy distribution for a stable wave number (a = 0.25) is 
plotted in figure 4.18. The change of kinetic energy with respect to time is 
negative throughout the fluid layer. Near the wall, the effects of viscosity 
stabilize the fluid flow. Further away from the wall, the pressure term is 
the most dominant stabilizing factor. Even further away, the Reynolds stress 
stabilizes the flow and in the far field the pressure term is stabilizing again . 
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Figure 4.19 gives the origin of the change in enstrophy throughout the fluid 
layer. Again a very distinct peak near the solid wall, where the effects of 
viscosity reduce the amount of enstrophy in time. 

Af ter integrating the energy distribution not only over one wave length, but 
also over the fluid layer (actually to infinity, numerically only to the virtual 
interface, assuming that the perturbations above the virtual interface are ne­
gligible), one gets figure 4.20 for a Reynolds number of 1000. The uniformly 
distributed points (in total NOP) in the y-direction (here: 2000) at which 
location the eigenfunction is computed (the points of the mid-point quadra­
ture) is fairly high. However, computations have revealed that if one integrates 
throughout the layer in y-direction, this accuracy is ne·eded in order to resolve 
all aspects of the solution sufficiently, especially ne ar the solid wall and near 
the virtual interface. 
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FIGURE 4.20: Mechanical energy balance (Yi 
2000, Re = 1000) 
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The region of instability is indicated where dd~ is greater than zero. This 
region corresponds to the one given in figure 4.6. Clearly the overall instability 
is driven by the Reynolds stress. It can be shown that the pressure term 
integrates to zero analytically. This result only holds in the case of a one-layer 
flow bounded by a soEd wall. The discrepancy between the curve P Rand 
zero is due to the virtual interface at Yi = 10, where the quadrature has been 
stopped. The dissipation is always less than zero, as can be proven analytically 
in the case of a one-layer flow bounded by a fixed wall. 
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The origin of the change in enstrophy is given in figure 4.21 for a Reynolds 
number of 1000 and several wave numbers. The region of instability corre­
sponds to the one given in the previous figure . The growth of the enstrophy 
is caused by the viscous forces. The influence of the Reynolds stress on the 
rate of change of enstrophy is negligible regarded with respect to the viscous 
forces . 

4.2 Calculations without the virtual interface 

Instead of using a virtual interface, one can also map the region from zero to 
infinity onto [-1,1] before substitution of the Chebyshev polynomials. Calcula-

tions have been performed using an algebraic transformation given by z = ~:~, 
where a is a constant used to change the distribution of the grid points . Sy 
increasing a, the collo cat ion points are more spread out in the boundary­
layer. Next to this algebraic transformation, the exponential transformation 
z = 1 - 2tanh lL has been used, where the parameter a has the same effect as 

a 
for the algebraic transformation. 

At infinity, the boundary condition that the first derivative with respect to y 
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of the stream function has to equal zero is automatically satisfied. Therefore, 
at infinity, ~~ will be required to be equal to zero. To reduce numeri cal and 

computational errors, the second derivative, ~:~ is also set equal to zero. To 
ohtain the same numher of unknowns as equations, as collocation points in 
the upper layer z = cos ~Y.t:J will he used where j = 2(1)IM - 3, i.e., the 
collocation points correspond to the maximums of the I M - 3-th Chebyshev 
polynomial. 

The numeri cal results obtained without the virtual interface are in good agree­
ment with the results obtained with the virtual interface. However, some dif­
ferences should be emphasized here. First, the calculations without the virtual 
interface do not require the iteration needed in the analytical solution. In the 
case of a virtual interface, every mode should be computed separately, because 
above the virtual interface only one complex wave speed can be evaluated at 
a time. Without the virtual interface, all modes can be computed at the same 
time. However, the most unstable mode is the most interesting one. The 
caIculations without the virtual interface require more collocation points to 
obtain the same accuracy as in the case with the virtual interface. 

Furthermore, the dependency on the wave number of the number of collocation 
points needed for good accuracy is very large. For accurate results of a wave 
number of about 0.2, one needs about 100 polynomials in the gas layer at 
least. For smaller wave numbers, this number increases rapidly to over 200 
polynomials for a = 0.1 , thereby also increasing the computational costs. The 
computational costs scale with the total number of Chebyshev polynomials 
in both layers cubed. For these reasons , all the two-layer computations have 
been performed using the virtual interface. 
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Chapter 5 

Two-layer flow 

5.1 Air stream over anti-icing fluid 

5.1.1 Stability curves 

This section discusses the results of the stability analysis for two-layer flows. 
As a example the air flow over a thin layer of anti-icing is chosen. The physical 
data of the anti-icing fluid is obtained from the Von Kármán Institute in 
Belgium [29]. The non-dimensional depth of the liquid layer is set equal to 
Y = 1. Recall that the boundary-layer ends at about y = 6. Note, that the 
dimensional depth increases if one moves further away from the beginning of 
the Blasius boundary-layer profile. The liquid layer is assumed to be non­
Newtonian with a power-law coefficient equal to n = 0.82. The clensity ratio 
r is set equal to 1400 and the ratio !i2.. is equal to 56000, which makes m = 

1101 

1.07 X 104 upon assuming that ~ = 10000, which corresponds for example 
with a undisturbed velo city of 30~ anel a thickness of the lower layer of 3mm. 

The virtual interface is positioned at Yi = 10. Several computations have 
been performed with different number of Chebyshev polynomials in each layer. 
The results showed that the eigenvalues are computed accurately for about 40 
polynomials in each layer. Here 61 polynomials are useel in both the upper 
anel the lower fluiel layer. If one wants to compute the energy anel especially 
the enstrophy distribution, 61 polynomials are not sufficient. 101 polynomials 
in each layer will facilitate an accurate representation. 
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FIGURE 5.1: Growth factor two-layer flow (Yi = 10,1M = IN = 60, m 
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FIGURE 5.2: Growth factor two-layer flow (Yi = 10, I M = IN = 60, m = 
1.07 x 10\ n = 0.82, r = 1400, Yw = -1) 
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In figure 5.1 the stability curves for Reynolds numbers of 300, 500, 1000 and 
2000 are depicted for wave numbers between 0.05 and 0.4. The curve for a 
Reynolds number of 300 lies just above the x-axis and is not visible in figure 
5.1. Three distinct humps for Re = 500, 1000 and 2000 are very clearly visible. 
These humps correspond accurately with the humps plotted in figure 4.4 and 
4.6 for Blasius flow solely. This instability is therefore caused by the pres en ce 
of the air stream and referred to as the Blasius mode. However, next to this 
Blasius mode, another mode of instability appears due to the presence of the 
fluid layer. 
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FIGURE 5.3: Wave speed for two-layer flow (Yi = 10, I M 
1.07 x 104,n = 0.82 , ï = 1400,yw = -1 ) 

0.4 

IY = 60,m = 

This mode is called the interfacial mode. For clarity figure 5.1 has been scaled 
to give figure 5.2. This interfacial mode is present for all wave numbers con­
sidered and the growth rate increases by increasing the Reynolds number. 
However, for very small wave numbers, the flow is stable (not shown). 

The wave speed is given in figure 5.3 and enlarged near the x-axis in figure 
5.4. The wave speeds of the Blasius mode correspond very wen with the speeds 
found in the one-layer case. The wave speeds of the interfacial mode are close 
to zero. Remember that for the computations the interfacial velocity is set 
equal to zero. Therefore, the critical point for the interfacial mode is just 
above the interface. This also stresses the fact that the interface is the main 
cause of the instability. 
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FIGURE 5.4: Wave speed for two-layer flow (Yi = 10,1 iVf = IN = 60, m = 
1.0ï x 10\ n = 0.82, r = 1400, Yw = -1) 

5.1.2 Perturbation quantities 

The eigenfunctions are normalized in the same manner as in the one-layer case, 
i.e., the maximum magnitude of the stream function (<Î» is equal to one. The 
magnitude of the velocity perturbations in the x-direction are given in figure 
5.5 for a Reynolds number of 1000. The perturbations are given for a wave 
number equal to 0.15, which has the Blasius mode as the driving instability, 
and a wave number of 0.25, which has the interfacial mode as the driving 
instability. The perturbations for the Blasius mode are in good agreement 
with the ones found in the one-layer case. The perturbations in the liquid 
layer are very small for both wave numbers compared to the ones in the gas 
layer. This is due to the large difference in viscosity. The velocity perturbation 
in x-direction for a = 0.25 exhibits a sharp peak at the interface and a rapid 
drop thereafter. 

The phase angle for the velocity perturbations in x-direction is given in fi­
gure 5.6 for both wave numbers. The phase angle of the y-component of the 
perturbation velocity in the liquid layer is about ~ out of the phase with the 
phase angle in the far field. Rapid changes in the phase angle are visible for 
the interfacial mode. 
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Figure 5.7 and 5.8 give the magnitude and the phase angle of the velocity 
perturbations in y-direction for a Reynolds number of 1000 and a wave number 
of 0.15 and 0.25. Just as for the velocity perturbations in x-direction there are 
hardly any perturbations in the lower fluid layer. In contrast to the Blasius 
instability, the interfacial instability has two distinct maximum values in the 
velocity perturbations. 

The plots of the phase angle show that in the lower liquid layer, the velocity 
perturbations in x- and y-directions are ~ out of phase, just as in the upper 
fluid layer. This phase difference is also established between the liquid layer 
and the air flow. 
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FIGURE 5.9: Magnitude of the interface location (Yi = 10 , 11\11 
60,m = 1.07 x 1Q4 , n = 0.82 , Re = 1000, r = 1400,yw = -1) 

IN = 

The location of the interface between the fluids is given by (2.40), where it 

has been assumed that (the magnitude of) c_4>J~~d+) is small (of the same order 
of magnitude as the ot her perturbation quantities). This magnitude has been 
plotted in figure 5.9 for wave numbers from 0.05 to 004. The amplitude of the 
interface displacement for the range in a where the Blasius instability occurs, 
is fairly small. However, the amplitude of the interface displacement for the 
interfacial mode is not small. Therefore, precautions have to be taken into 
account when interpreting the stability results for this mode. Remember, that 
it has been assumed that the amplitude of the interface is of the same order 
of magnitude as the velocity and pressure perturbations, which are of order 1. 
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Several other calculations have been performed using different parameters of 
m, rand Yw showing that the amplitude of the interface displacement for the 
interfacial mode is always fairly large. 

5.1.3 Energy consideration 
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FIGURE 5.10: Mechanical energy balance (Yi = 10,IM = IN = 100, NOP = 
2000,m = 1.07 x 104 ,n = 0.82,r = 1400, Re = 1000,yw = -1 ,0: = 0.1.5) 

The mechanical energy balance for a Reynolds nu mb er of 1000 and a wave 
number of 0.15 (Blasius mode) is given in figure 5.10. The positive values of 
the change in kinetic energy throughout the layers indicate the presence of the 
instability. In the lower layer, the instability is driven by the pressure term 
(not visible on the scale plotted) and stabilized by the act ion of dissipation. 
The Reynolds stress is in this case equal to zero because the second derivative 
of the primary velo city in the liquid layer equals zero. In the gas layer, the 
mechanical energy balance is similar to that of the one-layer case. Near the 
interface, the instability is driven by the pressure term and further away by 
the Reynolds stress. 

The distribution of the enstrophy is given in figure 5.11 for Re = 1000 and 
0: = 0.15. A sharp peak at the interface is the main characteristic of the 
distribution. The enstrophy increases in time throughout both layers. The 
enstrophy increase is caused by the action of viscous forces in the liquid layer 
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2000 , m = 1.07 x 104

, n = 0.82 , r = 1400, Re = 1000, Yw = -1. Cl: = 0.25 ) 

and in the lower region of the gas layer. In the far field , the Reynolds st ress 
causes the increase in enstrophy with time. Again, the figure for the upper 
layer is identical to that found for the one-layer case in the previous chapter. 

The mechanical energy dis tri but ion for the interfacial mode (R e = 1000. Cl: = 
0.25 ) is given in figure .5.12. The kinetic energy increases in time in both layers 
and is driven by the action of viscosity in the lower layer as weU as in the upper 
layer. The Reynolds stress and the pressure term stabilize the flow . 

Finally, the origin of the growth in enstrophy with time for t he interfacial mode 
is given in figure 5.13. In the lower layer, the viscous forces are the clri" ing 
force. In the first part of the upper layer, the viscous forces clestabilize the 
flow , further away from the walL the Reynolds stress , then again the viscous 
forces . 

5.1.4 Parameters survey 

In this subsection, the influence of the density ratio , the depth and the viscosity 
ratio wiH be studied. The foUowing values wiU be used as reference. The virtual 
interface is set Yi = 10, 61 Chebyshev polynomials are used in each fiuid layer. 
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FIGURE 5.15: Stability curves for different depths (Yi = 10.DI,I! = IN = 
60, m = 1000, n = Lr = 1000, Re = 1000) 

61 



the flow is assumed Newtonian (n = 1) and the Reynolds number is set equal 
to 1000. Furthermore, the density ratio is set at r = 1000, the solid wall in 
the lower fiuid layer is at Yw = -1 and the viscosity ratio is m = 1000. 

Figure 5.14 shows the infiuence of different density ratios. Density ratias of 
500, 1000, 1500 and 2000 are plotted. A system of water/air has a ratio of 
about 1000 and for an anti-icing fluid, the ratio is about 1400. The influence of 
the density on the lower fiuid layer is hardly visible on the Blasius instability. 
However, the interfacial instability is reduced by increasing the density ratio, 
as is expected, the lower fluid becoming more solid. 
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FIGURE 5.16: Stability curves for different viscosity ratios (Yi = 10, IJ.! = 
IN = 60, n = 1, r = 1000, Re = 1000, Yw = -1) 

The stability for depths of 0.5, 1, 2 and 4 are given in figure 5.15. These depths 
correspond to liquid layer of about 1mm to 6mm. The infiuence of the depth 
of the fluid layer on the Blasius instability is again negligible. However, by 
decreasing the depth, the interfacial mode will become more stabie. Finally, 
for viscosity ratios of 100, 1000 and 104

. the stability curves are plotted in 
figure 5.16. As before, the Blasius instability remains unaffected by changing 
the viscosity ratio. The flow becomes more stabie by increasing the viscosity 
~atio , since the lower fluid layer will act more and more like asolid wall. 
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5.2 Validation energy considerations 

The energy (and enstrophy) distribution integrated in y-direction can be cal­
culated in several different ways. One way is to integrate the distribution, 
averaged over one wave length, using Simpson's rule. This method can be 
applied to all terms of the energy distribution. As will become clear later, to 
obtain a good accuracy of the numeri cal solution about 2000 points have to 
be used for the quadrature in each fluid layer. This resolution is needed to 
rep re sent all features accurately. 

The pressure term can be converted using Stokes' theorem, from a surface 
integral to a contour integral. The contribution of the boundaries at x = 0 
and x = À cancel. At infinity and at the solid wall, the contribution equals 
zero. The only contribution can therefore be from the difference between the 
two fluids on each si de of the interface. In a one-layer flow , the contribution 
from the pressure term equals zero. In the numeri cal calculations, the pressure 
term has be cut-off at the virtual interface instead of at infinity. 

Using partial integration, the dissipation term can be rewritten in a term for 
the inner region of both fluids and a line integral along the boundaries. In 
case of a Newtonian fluid , the term for the inner region is always less than 
zero as can be shown easily. This is not the case for a non-Newtonian power­
law fluid. The contribution of the boundaries at x = 0 anel x = À cancel. 
The contribution at infinity and the solie! wall are equal to zero. The only 
contribution of the boundaries is therefore from both sides of the interface. In 
case of one-Iayer Blasius flow, the dissipation term is always less than zero. 

The change in kinetic energy can be written as 

(5.1) 

Substitution of the Chebyshev polynomials and evaluation of the resulting 
equations leads to a closed-form expression for the change in kinetic energy 
without the use of the NOP points in the upper and lower layer. Such an 
expression can only be obtained for the change in kinetic energy. The following 
two integrals are needed for the evaluation. 

for m - n odd 
for m - neven (5.2) 
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for m - n odd 

for m - neven (5.3) 

The energy distribution has been computed using the different methods out­
lined above and the results have been verified. It was shown that corresponding 
results could only be obtained by using a high (over 1000) quadrature points 
in each layer. 

5.3 Comparison with literature 

Yih [41] gives an analytical formula (approximation) for the growth rate of a 
two-layer system consisting of a de-icing fluid and an air stream. He considers 
a flat plate covered with a thin layer of liquid and assumes that the viscosity 
ratio of liquid to air is very high (over half a million). The primary flow consists 
of a linear velocity profile in both the thin liquid layer and the boundary-layer 
of the air stream, which is an approximation of the Blasius boundary-layer. On 
top of the boundary-layer, the flow field is assumed to be uniform. The main 
results of his study are given in formula (77) and (78) of his article denoting for 
a given set of parameters the phase velocity and the growth rate, respectively. 

Yih applies the formulas derived to a special case. In the notation of this 
report , Yih 's case is characterized by L* = 3.08 x 1Q-4m, Yw = -3.567, m = 
598802, n = 1, T = 972, Re = 1167 and S = 0.1012 (corresponding to 
T = 31.3 X 103 Nim). These values correspond with Hoechst 1704 de-icing fluid 
[38]. Yih found that the flow is unstable for wave numbers between 0.0041 and 
0.14. Tsao [38] found using the triple-deck theory that the flow is unstable for 
wave numbers between 0.0025 and 0.37. The numeri cal computations show 
that the flow is unstable for wave numbers between 0.0032 and 0.41. The 
numerical calculations are probably the most accurate results using the least 
assumptions. They are in fairly good agreement with the triple-deck theory. 
On the contrary, Yih 's results are only of the same order of magnitude. Finally, 
Yih suggests that the instability arises from the viscosity difference between 
air and the de-icing fluid , just as the interfacial mode is in this report. 
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Chapter 6 

Conclusions 

In this report , the influence of a thin layer of non-Newtonian power-law liquid 
on the linear temporal stability of a Blasius sol ut ion of the flow in a boundary­
layer has been investigated. 

Blasius ' solution without liquid layer is stable for Reynolds numbers, based 
on the kinematic viscosity of the air, the undisturbed free-stream velocity and 
the Blasius length scaIe, below about 300. Above this Reynoids number, a 
small region of instability appears around a wave number (non-dimensionalized 
with the Blasius length scale) of about 0.18. By increasing the Reynolds 
number further , the range of wave numbers for which instability occurs, will 
increase and shift towards lower wave numbers (longer waves). The linearly 
unstable wave lengths are about 6 times the Blasius Iength scale. This mode 
of instability is referred to as the Blasius mode. 

The wave speed of the most unstabie wave numbers ranges between 25% and 
45% of the undisturbed free stream velocity. The wave speed decreases by 
increasing the Reynoids number. The x-component (tangential to the wall) of 
the velocity perturbation shows two distinct maximums in the boundary layer. 
The larger one of these two is located near the wall and the other one in the 
neighbourhood of the edge of the boundary layer. This behaviour is present 
for both stabie and unstable modes. On the contrary, the y-component of 
the velocity perturbation shows only one maximum somewhere midway in the 
Blasius boundary-layer. There is a phase difference of around 7r /2 between the 
velocity perturbation in x- and the one in y-direction. 
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The instability in the boundary-layer is driven by the so-called Reynolds stress 
term, the interaction between the primary flow and the perturbation veloci­
ties. The influence of viscosity (dissipation term) is stabilizing. By looking 
at the energy distribution throughout the layer, the pressure term, due to the 
interaction of the perturbation in the pressure and the perturbation velocities, 
destabilizes the flow near the solid wal!. Further away form the wall, the pres­
sure terms stabilizes the flow. The overall net effect of the pressure term adds 
up to zero. 

The introduction of a thin layer of liquid between the solid wall and the Blasius 
boundary-layer does not affect the Blasius mode instability very much. The 
same features as in the one-layer case are also present in the two-layer case. 
However, the liquid layer introduces another mode of instability, the so-called 
interfacial mode of instability. This mode is characterized by very low wave 
speeds (around 10-5 with respect to the free-stream velocity ) and growth rates 
of the same order of magnitude. Furthermore, there is a very large range of 
unstable wave numbers for this mode. However, the results should be inter­
preted cautiously, as the amplitude of the air/liquid interface displacement is 
large compared to the assumed order of the interface displacement. 

The velocity and the pressure perturbations in the thin liquid layer are seyeral 
orders of magnitude smaller than the corresponding perturbation quantities 
in the Blasius boundary-layer. The interfacial instability is caused by the 
difference in viscosity between the two fluid layers, as also suggested by Yih 
[41] . For this mode, the Reynolds stress term and the pressure term stabilize 
the flow. 

A parameter survey has been performed for the density ratio, the depth anel 
the viscosity ratio. The effects of these parameters on the Blasius instability is 
negligibly smal!. However, the interfacial instability is reeluceel by increasing 
the density ratio, i.e. , the thin liquid layer will behave more like asolid wall 
when increasing the density ratio. By decreasing the thickness of the thin 
liquid layer, the instability of the interfacial mode decreases. And finally, by 
increasing the viscosity of the thin liquid layer, the instability of the interfacial 
mode decreases. 
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An infinite flat plate covered with a thin layer of a power-Iaw fluid 
sheared by an air stream is considered. The equations and boundary 
conditions governing the temporal linear stability problem are 
derived assuming small disturbances superimposed on a steady 
primary flow. The latter consists of a Blasius boundary-Iayer flow for 
the air stream and an exact solution of the Navier-Stokes equations 
for the thin fluid layer. Sources of change in kinematic energy and 
enstrophy are identified. Aspectral collocation method based on 
Chebyshev polynomials is implemented and the resulting algebraic 
problem is solved using a QZ-algorithm. An isolated Blasius 
boundary-Iayer flow showed instability above a critical Reynolds 
number (approx. 300) for a range of wave numbers (Blasius mode). 
The presence of a thin fluid layer introduced, next to the (hardly 
changed) Blasius mode, an additional unstable mode (interfacial 
mode) exhibiting smaller amplification rates and a larger range of 
instability. The Blasius mode instability is driven mainly by the 
Reynolds stress and the interfacial mode by the action of viscosity. 
This research has been carried out within the framework of 
predicting the dynamic behaviour of a thin layer of liquid (e.g. water 
or anti-icing fluid) sheared by an air flow. 
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