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Preface 

This book is dedicated to Adrianus T. de Hoop in honor of his sixty-fifth 
birthday. Every student who has studied under Professor de Hoop knows 
the egg-shaped figure that plays such an important role in his theoretical 
description of acoustic, electromagnetic and elastodynamic wave phenomena. 
Among the students, including the present authors, this figure is afFectionally 
known as the "de-Hoop's egg". On the one hand this figure represents the 
domain for the application of a reciprocity theorem in the analysis of a 
wavefield and on the other hand it symbolizes the power of a consistent 
wavefield description. In the present book we concentrate on the acoustic 
formulation and application of this theorem. 

It will not come as a surprise that the seismic applications of the reci­
procity theorem, developed in this book, are based on lecture notes and 
publications from Professor de Hoop. For the roots of the theorem we revert 
to Green's theorem for Laplace's equation and Helmholtz's extension to the 
wave equation. In 1894, J. W. Strutt, who later became Lord Rayleigh, 
introduced in his book The Theory of Sound this extension under the name 
of Helmholtz's theorem. Nowadays, it is known as Rayleigh's reciprocity 
theorem. 

The egg-shaped domain. 
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Progress in seismic data processing requires the knowledge of all the the­
oretical aspects of the acoustic wave theory. We choose the reciprocity theo­
rem as the central theme of this book because it constitutes the fundaments 
of the seismic wave theory. In essence, two states are distinguished in this 
theorem. These can be completely different, although they share the same 
time-invariant domain of application and they are related via an interaction 
quantity. The particular choice of the two states determines the acoustic 
application. This makes it possible to formulate the seismic experiment in 
terms of a geological system response to a known source function. 

In linear system theory, it is well known that the response to a known 
input function can be written as an integral representation where the im­
pulse response acts as a kernel and operates on the input function. Due to 
the temporal invariance of the system, this integral representation is of the 
convolution type. In seismics, the temporal behavior of the system is dealt 
with in a similar fashion; however, the spatial interaction needs a different 
approach. The reciprocity theorem handles this interaction by identifying 
one state with the spatial impulse function, which is also known as the 
Green's function, while the other state is connected with the actual source 
distribution. In general, the resulting integral representation is not a spatial 
convolution. Moreover, the systematic use of the reciprocity theorem leads 
to a hierarchical description of the seismic experiment in terms of increasing 
complexity. Also from an educational point of view this approach provides 
a hierarchy. The student learns to decompose the seismic problem into con­
sistent partial solutions, in contrast with disconnected ad-hoc solutions. 

We hope that this book contributes to the understanding that the reci­
procity theorem is a powerful tool in the analysis of the seismic experiment. 
We are very grateful that we are able to pass on the scientific philosophy of 
Professor A.T. de Hoop. 

We are indebted to Professor A.J. Berkhout for initiating the writing of 
this book. We acknowledge the assistance of Jan Thorbecke, for the compu­
tations of the strip dataset; Roald G. van Borselen, for the computations of 
the multiple elimination and the domain imaging; Radmilla Tatalovic and 
Menno Dillen, for the computations of the boundary imaging; and Evert 
Slob for proofreading the manuscript. We are also grateful to Shell Research 
B.V., Rijswijk, The Netherlands, for their stimulating support with respect 
to the multiple elimination. 

December 24, 1992 Jacob T. Fokkema 
Peter M. van den Berg 
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Introduction 

In mathematical physics, the description of a particular experiment in­
volves the postulation of a model by which the measurement obtains an oper­
ational status. In the conceptual view of the model roughly three elements 
can be recognized: the measurement itself, the mathematical framework 
which is known as the theory, and the relational parameters that consti­
tute the material existence of the medium. It is important to note that 
these constitutive parameters only have significance in the realm of the pro­
posed model. Different theoretical models yield complementary views of 
the medium constitution. It is obvious that the theory, formulated as a 
mathematical deductive system, has the key role in this conceptual model. 
Basically there are two ways to use this model: one way is going from the 
material parameters to the simulated measurements, this process is known 
as (forward) modeling. The other way is going from the measurement to the 
material parameters and this process is usually denoted as inversion. The 
two information streams of these processes are shown in Fig. 1 and clearly 
illustrate the central role of the theory. 

In this book we concentrate on the seismic problem, where the measure­
ment is a sampled version of the acoustic wavefield. The theory is based on 
the acoustic wave equations and the constitutive parameters are the mass 
density and the compressibility. The determination of these parameters and 
their spatial distribution from seismic measurements is the objective of an 
inversion process. Of course, the physical relation between these parame­
ters obtained by different models is important, especially where it concerns 
the geological validation. For example, a geological discontinuity does not 
necessarily coincide with discontinuities of mass density and compressibility. 
This physical relation between the geological model and the seismic model 
falls outside the scope of the present book. 
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Figure 1. Conceptual view of the model. 

The modular structure of the conceptual view, Fig. 1, suggests an ap­
proach that is similar to the linear system theory. However, due to the 
spatial distribution of the material parameters, the higher dimensionality of 
the acoustic problem requires a careful analysis to arrive at the system ap­
proach. We argue that the appropriate vehicle for obtaining this approach 
is furnished by the acoustic reciprocity theorem, where the spatial-temp oral 
impulse response plays a central role. We show that an analysis along these 
lines allows for a hierarchical description that controls in an optimal way 
the complexity of the model. Moreover, the different analyses or processing 
steps are only then treated in a consistent way. 

In the seismic experiment, the measurement consists of the registration 
of the temporal and the spatial distribution of the acoustic wavefield, conve­
niently represented in the so-called seismogram. In the direction of the time 
coordinate, this process is physically constrained by the property of causal­
ity. By the latter we mean that changes in the time behavior of the sources 

t 
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that generate the wavefield may only manifest themselves in changes in the 
time behavior of the wavefield after some elapse of time. Moreover, we con­
sider the physical parameters that characterize the medium shift-invariant 
in time. But, in the spatial direction, the notion of causality does not exist 
and the spatial shift-invariance only applies for simple configurations. 

In Chapter 1 we discuss the mathematical tools we employ in the anal­
ysis of the acoustic wavefield. In particular, we concentrate on the use of 
integral-transformation methods. In view of the aforementioned causality 
and shift-invariance in the time direction, the most suitable temporal trans­
formation is the one-sided Laplace transformation. The commonly used 
temporal Fourier transformation is treated as a special case of the Laplace 
transformation. In cases where it is admissible, we also define an integral 
transformation of the Fourier type in the spatial direction. To honor the 
wavefield aspects, we modify the exponential behavior of the transformation 
kernel in such a way that it is linearly dependent on the Laplace transform 
parameter. This is a so-called Fourier transformation of the Radon type 
and decomposes the wavefield in a superposition of generalized rays. We 
conclude this chapter by briefly reviewing the essence of the numerical im­
plementation of the integral transformation, focussing on the conservation of 
the symmetry properties of the continuous transform and on the restrictions 
imposed by the discretization. 

Many characterization problems in seismics are associated with the solu­
tion of an integral equation. The method of solution of an integral equation 
is the subject of Chapter 2. In general, apart from some canonical examples, 
an analytic solution does not exist. This implies that we have to be satisfied 
with an approximate solution, obtained by numerical means. The degree of 
resemblance to the exact solution is a measure that has to be defined. We 
opt for the root-mean-square error in the equality sign of the pertaining inte­
gral equation that has to be satisfied by the exact solution. In a discretized 
version of a realistic seismic problem, the minimization of the error leads to 
a large system of linear algebraic equations which is intractable for a direct 
numerical implementation. Therefore, we advocate the iterative solution by 
means of recursive minimization. In the analysis of this method we offer 
several operational schemes to control the successive decline of the error. In 
addition, the ideas behind the recursive minimization are also applicable to 
the non-linear problem of the inversion process, where the reconstruction of 
the material parameters is updated iteratively. 
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In Chapter 3 we present the partial differential equations that govern 
the dynamical state of matter on a macroscopic scale and hence the acoustic 
wave propagation in the medium. The first equation is Newton's law of mo­
tion which interrelates locally the spatial gradient of the acoustic pressure 
and the temporal change of the mass flow density. The second equation is 
the deformation equation, which translates how the spatial gradient of the 
particle velocity is locally related to the temporal change of the volume. 
These equations determine the theoretical framework of the conceptual view 
of the model. The constitutive relations define how the mass flow density 
and the volume change are interrelated to the acoustic pressure and the 
particle velocity. The relational parameters are the mass density and the 
compressibility. The constitutive relations are established by a physical ex­
periment, which must include the concepts of the seismic wave model. In 
those areas where these material parameters change abruptly, the partial 
differential equations no longer hold and have to be supplemented by the 
boundary conditions. These conditions relate the acoustic wavefield quan­
tities at either side of the discontinuity. Since we are dealing with a time-
invariant medium, it is convenient to consider the acoustic wave equations 
in the Laplace-transform domain. 

In Chapter 4 we derive expressions for the acoustic wavefield that is 
causally related to the action of sources of bounded extent in an unbounded 
homogeneous medium. The spatial invariance of the medium permits us 
to carry out a spatial Fourier transformation on the Laplace-transformed 
wavefield quantities. Then the acoustic wave equations reduce to a sys­
tem of two algebraic equations. In this process, the algebraic inverse of 
the transformed wave equations is identified as a spectral representation of 
the so-called Green's function. In the space-time domain, this function rep­
resents the space-time impulse response of the medium and is related to 
the action of a point source. We present two alternatives to arrive at the 
space-time domain expressions of this Green's function. Then, after the in­
troduction of the scalar and vector potential, the final representation of the 
wavefield is given as a spatial convolution of the Green's function and the 
source strengths. 

In Chapter 5 we introduce the concepts of acoustic states. The acoustic 
states are defined in a time-invariant, bounded domain. They encompass 
the set of circumstances which completely describes the wave motion in 
the domain of consideration. We distinguish three constitutive members of 
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the set: the material state, which relates to the parameter distribution, the 
source state, which corresponds to the source distribution, and the field state, 
which represents the induced wavefield quantities. The central theme of this 
chapter is the reciprocity theorem. This theorem relates two non-identical 
acoustic states that can occur in the domain of interest. It directly relates 
the spatial divergence of the wavefield interaction quantity to the differences 
between the material and the source distributions of the two states. In the 
Laplace-transform domain, we present two forms of this theorem: the field 
reciprocity theorem and the power reciprocity theorem. In the time domain 
we obtain reciprocity theorems of the convolution type and of the correlation 
type, respectively. In the subsequent chapters, we show that both forms of 
the reciprocity theorem are important for a consistent wavefield analysis. 
Many seismic processing methods can be viewed as the result of a proper 
application of the reciprocity theorems. 

The first application of the field reciprocity theorem with a direct physi­
cal appeal is discussed in Chapter 6. In particular, we consider these exper­
iments where the transducers (source and receiver) interchange their posi­
tion. We model the transducers as distributions of point transducers, surface 
transducers and volume transducers. The resulting relations are important 
for understanding the redundancy in the physical experiment. Moreover, 
these relations may serve as a numerical check in computational acoustics. 

The analysis of the acoustic radiation generated by known volume sources 
in a known inhomogeneous medium, the so-called direct source problem, is 
discussed in Chapter 7. The representations for the acoustic wavefield are 
obtained by the application of the field reciprocity theorem. As mentioned 
before, two acoustic states are distinguished. In this particular application, 
one state is associated with the actual wavefield; the other state is taken 
as a suitable Green's state. This latter state is the point-source solution of 
the acoustic wavefield in the actual medium. Mathematically, the integral 
representation for the acoustic wavefield quantities is recognized as a spatial 
convolution of the Green's state and the source distribution. Now, the re­
semblance with the linear system theory is evident. In this system approach 
we have a one-dimensional temporal convolution of the system response and 
the input signal. In the seismic case, the Green's state plays the role of the 
(three-dimensional) configurational system response. In Fig. 2, we depict 
the conceptual view of the direct source problem. 
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Figure 2. Conceptual view of the direct source problem. 

Further analysis shows that, by using the reciprocity theorem again, 
we can replace the action of the sources by equivalent surface sources at 
simply closed surfaces. This surface completely encloses the domain of active 
sources. In the same fashion, we arrive at the acoustic wavefield in a bounded 
sub domain, under the condition that we know the acoustic wavefield on the 
confining surface of the sub domain. 

The scattering of acoustic waves by a contrasting domain of finite ex­
tent, present in an inhomogeneous embedding, the background medium, is 
the topic of Chapter 8. This subject is known as the direct scattering prob­
lem and is also denoted as forward modeling. We show that, by reordering 
the governing acoustic wavefield equations and by employing their linearity, 
the total wavefield splits into an incident wavefield and a scattered wavefield. 
The incident wavefield is the wavefield that originates from the actual sources 
and would be present in the background medium in absence of the contrast­
ing domain. The pertaining wavefield equations for the scattered wavefield 
are formulated such that they describe the wave motion in the background 
medium, originating from the volume sources located in the scattering do­
main. These contrast sources are originated by the total wavefield and their 
strengths are determined by the contrast parameters and the total wave-
field quantities. This procedure reduces the pertaining scattering problem 
to a direct source problem and the conceptual view is depicted in Fig. 3. 
This approach allows us to decide upon the hierarchy of the solution of the 
pertaining scattering problem. The background medium can be chosen in 
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Figure 3. Conceptual view of the direct scattering problem. 

such a way that the spatial support and the amplitudes of the contrast pa­
rameters of the scatterer are optimally chosen. This optimum is constrained 
by the complexity of the Green's states and the complexity of the scatterer. 
For example, in the seismic problem of the earth, the horizontal layering 
is predominant and it is advantageous to determine the Green's state of a 
horizontally layered background medium; the scatterer is then determined 
by the contrast with respect to this chosen background medium. 

Determination of the total acoustic wavefield and the related contrast 
sources is not trivial. The total acoustic wavefield follows from a linear sys­
tem of domain-integral equations. The numerical treatment of these equa­
tions is based on the theory of Chapter 2. Further, we show that a formula­
tion in terms of contrasting surface sources is also possible. This formulation 
leads to a linear system of boundary-integral equations. 

As an example of scattering by a contrasting domain, we discuss in Chap­
ter 9 the problem of acoustic wave scattering by an infinitely thin disk. The 
disk is impenetrable: either perfectly compliant or perfectly rigid and im­
movable. The background is either homogeneous or inhomogeneous. As 
an example of an inhomogeneous embedding, we consider the homogeneous 
halfspace. For these problems, we derive integral equations of the convolu­
tion type. The numerical solution is obtained iteratively and is based on 
the theory of Chapter 2. In the computational procedure, we employ stan­
dard Fourier transformation techniques to calculate the operator expressions 
involved in the various iterative schemes. We restrict ourselves to the two-
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dimensional problem of scattering by a strip. The numerical results are col­
lected in a dataset and will be used as synthetic input data to demonstrate 
different seismic-processing operations in the subsequent chapters. 

The decomposition of the acoustic wavefield in a downgoing and upgo-
ing part is important in certain seismic applications, such as redatuming. 
In Chapter 10 we formalize this procedure with the aid of the reciprocity 
theorems. We consider a homogeneous subdomain of infinite lateral extent, 
bounded vertically by two interfaces. The wavefield decomposition is realized 
in a horizontal plane of this region. With the aid of the field reciprocity the­
orem and the causal Green's function we show that the downgoing wavefield 
is associated with an integral contribution of time-retarded surface-source 
distributions over the upper interface. Using the power reciprocity theorem 
and the anti-causal Green's function we obtain an integral expression for 
the upgoing wavefield in terms of time-advanced surface-source distributions 
over the upper interface. The fact that the downgoing and upgoing parts 
are both related to the upper interface, makes the decomposition feasible in 
surface seismics. 

In the marine case, the reflections against the water surface generate 
shadow features in the recorded signal that are known as receiver and source 
ghosts. These events are removed by an operation which is denoted as 
deghosting. In Chapter 11 we develop a deghosting procedure. The method 
is based on the fact that the ghosts are the only downgoing wave constituents 
in the recorded signal. The decomposition theory outlined in Chapter 10 al­
lows us to isolate the ghosts effectively, and as a next step, to remove them. 
The performance is illustrated by deghosting the dataset generated in Chap­
ter 9. 

The surface-related wave phenomena such as the water-surface multiples 
in the marine case blur the recorded signal. The multiples only prove that 
the water surface is a strong reflector. In further processing of the seismic 
data, the presence of these multiples hinders the good performance of e.g. 
imaging and inversion. For that reason they need to be removed. However, 
this removal is conditional: it has to be effected without changing any rel­
evant subsurface information present in the data. The latter requirement 
implies that the removal procedure must be independent of the subsurface 
information. In Chapter 12 we show that the field reciprocity theorem pro­
vides the most suitable mathematical framework for formalizing the removal 
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procedure. It allows us to formulate the requirement in a natural way. One 
state is associated with the actual situation, while the other state is the de­
sired multiple-free situation. In the domain of application, both states share 
the same unknown geology, but in the desired state the water surface is ab­
sent. After some consistent applications of the field reciprocity theorem, we 
arrive at an integral equation of the second kind for the reflected wavefield 
of the desired case. The kernel of this integral equation and the known term 
are both related to the deghosted wavefield. The precise knowledge of the 
acquisition parameters and the source wavelet is prerequisite. This shows 
that the success of the multiple removal validates our knowledge of these 
input data. In this sense, it is a necessary condition for seismic inversion. 
Further, the causality in the time domain admits that the integral equation 
can be solved by means of a Neumann expansion. We illustrate the perfor­
mance of the multiple removal with the deghosted dataset of Chapter 11 as 
input. 

The last chapters of this book are devoted to the subject of medium 
reconstruction. When we observe the structure of the recorded data, we 
note that the velocity distribution in the earth is solely responsible for the 
fact that the depth-dependent layering is directly related to the arrival times 
of the corresponding events in the seismograms. Due to causality, we know 
that the wavefields reflected from the deeper layers arrive at later times. 
This observation suggests that we first should try to determine the velocity 
distribution, in other words to delineate the velocity discontinuities. This 
process is known as imaging. Then, inversion as the final reconstruction 
process determines the material parameters by including the knowledge from 
the imaging process in the construction of the background medium. 

In Chapter 13 we discuss the imaging procedure of a single boundary. 
We start our analysis with the boundary-integral representation. We assume 
that the wavefield reflected at the boundary is linearly related to the incident 
wavefield, through a frequency-independent reflection factor. Performing a 
sequence of spatial Fourier transforms with respect to the source and receiver 
coordinates separately and using a high-frequency approximation, we obtain 
a representation that is suitable to image the boundary as the envelop of 
the arrivals of the reflected causal source-wavelet function. This procedure 
clearly reveals how the acquisition parameters determine the quality of the 
image. The image procedure is tested on the synthetic dataset constructed 
in the previous chapters. 
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Figure 4. Conceptual views of the ideal seismic model (a) 
and the actual seismic model (b). 

In Chapter 14 we present an alternative imaging procedure based on 
the domain-integral equation of the reflected field. Here, the first Born 
approximation is used for arriving at an expression, in which the contrast 
sources in the domain are linearly related to the incident wavefield, through 
a frequency-independent contrast factor. Then, an analysis similar to that in 
Chapter 13 leads again to an imaging procedure, where the velocity disconti­
nuities manifest themselves as a temporal convolution of the source wavelet 
and the contrast function at the time depth. The relation with the boundary 
imaging in piecewise homogeneous domains is established. We conclude this 
chapter by showing the resulting image of a circular cylinder. 



INTRODUCTION 11 

In Chapter 15 of this book we discuss the problem of seismic inversion. 
What we first need is a proper formulation of the problem or to be more 
precise, an operational context, in which the mathematical relation between 
the knowns and unknowns is precisely stated. Again the reciprocity rela­
tion serves this purpose. In Chapter 8 we argued that the forward modeling 
is equivalent to the computation of the scattered wavefield due to contrast 
sources. In their turn the contrast sources are related to the deviation of 
the actual parameter distribution from the background medium. In the 
case of forward modeling, the latter distribution is known and via the field 
reciprocity theorem using the Green's state of the background medium, the 
acoustic wavefield is calculated. In the case of inversion, the same formula­
tion can be used. Then the knowledge of the acoustic wavefield in all space 
leads via the field reciprocity theorem and the background Green's state 
to the contrast sources, and consequently to the constitutive parameters. 
In both cases, the solution follows from a domain-integral equation with the 
scattering object as supporting domain. This situation is depicted in Fig. 4a, 
which we denote as the conceptual view of the ideal seismic model. A com­
parison with the model of Fig. 1 is relevant. However, in the actual situation, 
the seismic experiment is used as a diagnostic tool, where the wavefield prob­
ing is essentially outside the scattering object. The conceptual view of the 
actual model is depicted in Fig. 4b. In this case, the relevant integral equa­
tion lacks data support in the object. Therefore, we do not have an integral 
equation, but an integral representation of the scattered acoustic wavefield 
outside the object, which results in an ill-posed inverse problem. In Chapter 
15 we propose handling the inversion problem by the usual minimization 
of the error between the integral representation of the scattered field and 
the data observed, but the domain-integral equation inside the scattering 
object is used as a consistency constraint. This constraint is included in the 
pertaining minimization problem. In fact, we propose a non-linear iterative 
scheme that minimizes the error in both the data domain and the object 
domain simultaneously. The concepts of the iterative schemes presented in 
Chapter 2 are incorporated in this inversion scheme. 



Chapter 1 

Integral Transformations 

The seismic quantities that describe the acoustic waves, depend on po­
sition and on time. Their time dependence in the domain where the seismic 
source is acting is impressed by the excitation mechanism of the source. The 
subsequent dependence on position and time is governed by propagation and 
scattering laws. To register the position we employ a Cartesian reference 
frame with an origin 0 and three base vectors {»i, «2> *3} that are mutually 
perpendicularly oriented and are of unit length each. The property that 
each base vector specifies geometrically a length and an orientation, makes 
it a vectorial quantity, or a vector; notationally, vectors will be represented 
by bold-face symbols. Let {xi,X2,x^} denote the three numbers that are 
needed to specify the position of an observer, then the vectorial position of 
the observer x is the linear combination 

X = Xiii + «2*2 + 2.3*3 • (1 .1) 

The numbers {zi,Z2>£3} a r e denoted as the orthogonal Cartesian coordi­
nates of the point of observation. The time coordinate is denoted by t. We 
employ the International System of Units (Système International d'Unités), 
abbreviated to SI, for expressing the physical quantities of the acoustic wave 
motion. 

In this chapter we discuss the integral transformations that serve as 
mathematical tools for the analysis of the acoustic wavefield. Specifically, 
we introduce the Laplace transformation with respect to the time coordinate 
and the Fourier transformation with respect to the spatial coordinates. 
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1.1. Cartesian vectors 

The mathematical framework of the theory of acoustic waves is furnished 
by vector calculus. For this reason, this section summarizes those properties 
of Cartesian vectors (JEFFREYS, 1974, p. 3) that are needed in our further 
analysis. 

The summation convention 

The summation convention is a shorthand notation to indicate the sum 
of products of arithmetic arrays. The arrays under consideration have either 
the same or different dimensions, but the bounds on their subscripts are all 
the same. In the present acoustic wave theory the arithmetic arrays are the 
arithmetic representation of acoustic wave motion quantities. The subscripts 
{k,l,p, q} are then to be assigned the values 1, 2 and 3. The convention 
prescribes that to these lowercase subscripts in a product of arrays the values 
1, 2 and 3 are successively to be assigned, while after each assignment the 
result is added to the previous one. Let, for example, ak and bk, with 
k € {1,2,3}, denote one-dimensional arrays and let c*,/, with k G {1,2,3} 
and l E {1,2,3}, be a two-dimensional array. Then 

3 

akbk stands for \] ak^k > 0-ty 

3 

akckj stands for ^ a*c*.< > ( L 3 ) 
k=\ 

3 3 

akbtckj stands for ^ Ylak^lCk^ ' (1#4) 
fc=i /=i 

Addition, subtraction and multiplication of vectors 

Vectors can be subjected to the algebraic operations of addition, sub­
traction and multiplication. Let the components of a be given by o*k and 
those of T hy Tk, then the components of the sum (difference) of a and r is 
given by 

{a ± r)k = crk±rk. (1.5) 
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The product of the constant 7 and <r is given by 

(jcr)k = jak . (1.6) 

The inner product of a and r is given by 

(TT = <TkTk . (1.7) 

Differentiation of a vector 

As regards the differentiation of a vector, two cases have to be distin­
guished: differentiation with respect to a parameter, and differentiation with 
respect to the spatial (Cartesian) coordinates of the space in which the vector 
is defined. 

Let a be a vector function and assume that a is a differentiable function 
of the parameter t (in seismics often the time coordinate). Let crk denote the 
components of <r, then the derivative dto- of a with respect to t is a vector 
whose components are given by dt&k. 

Let a be a vector function and assume that IT is a differentiable function 
of the spatial (Cartesian) coordinates £1,22,23. Let 07 denote the compo­
nents of IT, then for each k (k = 1,2,3), the derivative dktr of a with respect 
to the spatial coordinate xk is a vector function. For each k, its components 
are given by dkcri, where dk denotes the partial derivative with respect to 
xk. Derivatives of a higher order are denned in a similar manner. 

In three-dimensional Euclidean space, the gradient of a scalar function <j> 
of position is introduced as grad^ = dk<f>, the divergence of a vector function 
v of position as divv = dkvk. 

Gauss' integral theorem for vectors 

Let a- denote a continuously differentiable vector function of position 
defined in some bounded domain D of a three-dimensional Euclidean space. 
Let, further, dD denote the boundary of B (Fig. 1.1). Then, Gauss' integral 
theorem states that 

/ dk<r,dV= [ (WfcdA, (1.8) 



16 INTEGRAL TRANSFORMATIONS 

Figure 1.1. Configuration for the application of Gauss' integral theorem. 

where dV = daiida^da^ is the elementary volume in three-dimensional Eu­
clidean space and dA is the elementary area of dD and i/* is the unit vector 
normal to dD and oriented away from 3D. 

1.2. Integral-transformation methods 

In the analysis of physical problems, often integral-transformation meth­
ods are employed, see e.g., T R A N T E R (1966). Their application proves to 
be most useful in problems associated with configurations whose properties 
(though not the wavefields occurring in them) are shift invariant in time 
and/or in one or more of the spatial coordinates. As far as the time coordi­
nate is concerned, we have, in addition, to take into account the property of 
causality. By the latter we mean that changes in the time behavior of the 
sources that generate the wavefield may only manifest themselves in changes 
of the time behavior of the wavefield after some elapse of time. The causality 
condition can mathematically most easily be accounted for by the use of the 
one-sided Laplace transformation. For this reason, we shall employ the one­
sided Laplace transformation as the integral transformation with respect to 
time. A similar argument does not apply to the variations of the wavefield 
in space. Here, it is of importance that we shall be able to handle wavefields 
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in unbounded domains. From this point of view, the Fourier transformation 
is the most appropriate one, and hence we shall employ the (one-, two-, 
or three-dimensional) Fourier transformation as the integral transformation 
with respect to one or more of the spatial variables. 

1.2.1. Laplace transformation of a causal t ime function 

Let us assume that the seismic sources that generate the wave motion 
are switched on at the instant to > 0 . In view of the causality condition 
we are then interested in the behavior of the wavefield in the interval (see 
Fig. 1.2) 

T = {te K ; * > * o } . (1.9) 

Further, we shall denote by T' the complement in B of the union of T and 
the instant to. Hence, 

XT(0 

T 7 

1 

1 _ 

( 

Ö 

> 

8T = t0 
1 
1 

* - T 

— — . > . 

Figure 1.2. Time interval T and its characteristic function XT-
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T' = { t G ] R ; t < M . (1.10) 

Occasionally, we shall denote the instant to by dT, i.e., 

dT = {te JL]t = to}. (1.11) 

The one-sided Laplace transform of some seismic space-time quantity u = 
u(x,t), defined in t > to and in some as yet unspecified domain in space, is 
then given by 

ü(x,s) = f exp(-5t)u(a;,t)dt. (1-12) 
JteT 

Equation (1.12) is considered as an integral equation with known function 
u(x,s), unknown function u(x,t) and kernel exp(-st). Now, causality is 
enforced by extending the range of u by the value zero when t < to, and 
requiring that this integral equation to be solved for u(x, t), has a unique 
solution, viz. the value zero when t < to and the reproduction of the function 
that we started with when t > t0. It can be shown, see for example WlDDER 
(1946, p. 243), that this requirement can be met by a proper choice of the 
transform parameter 5. Because of the practical reason that in seismics all 
quantities have bounded values, we shall restrict ourselves to functions u 
that are bounded. Then, the right-hand side of Eq. (1.12) is convergent, and 
Eq. (1.12) considered as an integral equation has a unique solution, if s is 
either real and positive (which choice has its advantages in the theory of a 
number of wave propagation problems), or complex with Re(s) > 0. The 
latter choice leads in the limiting case when s = ju, where j is the imaginary 
unit and u is real and positive, to the well-known frequency-domain analysis 
with complex time factor exp(ju)t), w being the circular frequency of the 
relevant frequency component. Introducing the characteristic function of 
the set T, 

X T ( 0 = {I.5.O} when t G { T , Ö T , r } , (1.13) 

we can also write 

ü(x,s)= f exv{-st)xT(t)u(x,t)dt. (1.14) 
./eeB 

In elucidating the properties of the Laplace transformation it is often advan­
tageous to use Eq. (1.14) rather than Eq. (1.12). 
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In a number of cases encountered in the theory of the propagation of 
impulsive waves, the transformation from the 5-domain back to the time 
domain is carried out either by direct inspection or by inspection after hav­
ing applied some elementary rules of the Laplace transformation. For this 
reason, some of these rules are discussed below. 

Differentiation with respect to time 

Let u — u(x, t) denote a function that is denned when t £ T and that is 
equal to zero when t 6 T'. Then, the (one-sided) Laplace transform of the 
derivative dtu of u is found via partial integration as 

/•OO 

/ exp(-st)dtu(x,t)dt = -exp(-5f 0 ) l iniw(aj , i ) + su(x,s). (1-15) 

Further, the Laplace transform of the time derivative of XTV>(X, t) is found 
as 

[ exp(-st)dt[xT{t)u(x, t)]dt 

= / exp(-st)[dtXT(t)]u(x,t)dt + / exp(-êt)xT(t)dtu(x,t)dt 
JteTR Jte'B. 

/ . 00 

= exp(-5^0) limw(aj,t) + / exp(-st)dtu(x,t)dt 

= su(x,s), (1.16) 

where Eq. (1.15) has been used. The term exp(-5^o)lime|t0 u(x,t) accounts 
for the presence of an impulse function (Dirac distribution) at t = to, whose 
strength equals the jump in u when passing the instant t = t0 in the direction 
of increasing t. Upon incorporating the latter contribution in the definition 
of the time derivative of u, the rule applies that the s-domain equivalent of 
the operation of time differentiation is the multiplication by a factor of s. 

Equation (1.16) exemplifies that the transformation rules find their 
plest expression when H is taken as the domain of u. 

sim-
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Asymptotic behavior as \s\ —* oo 

Performing a partial integration in the right-hand side of Eq. (1.12), the 
asymptotic behavior of the Laplace transform as the transform parameter 
goes to infinity is found to be 

lim exp(st0)u(x, s) = 0, Re(s) > 0 . (1.17) 
|s|—*oo 

Furthermore, we have (cf. Eq. (1.15)) 

lim exp(st0)su(x,s) = ]imu(x,t), Re(s) > 0 . 
|a|—>oo tHo 

This latter relation is known as the initial-value theorem. 

Temporal convolution 

Let u = u(x,t) and v = v(x,t) denote two functions that are defined on 
B. Then, the temporal convolution Ct{u, v}(x, t) of u and v is denned as 

Ct{u, v}(x, t) = f u(x91 - t')v(x, t')dt' 
Jt'eB. 

= f u{x,t')v(x,t-t')&t' = Ct{v,u}(x,t). (1.19) 

Equation (1.19) shows that the convolution is a symmetrical functional of the 
two constituent functions. Taking the Laplace transformation of Eq. (1.19), 
we arrive at 

Ct{u, v}(x, s) = u(x, s)v(x, s). (1.20) 

For Eq. (1.20) to be valid, there must exist a value of s for which the two 
definition integrals for ü and v converge simultaneously. 

Temporal correlation 

Let u = u(x,t) and v — v(x,t) denote two functions that are defined on 
]R. Then, the temporal correlation C,

t{u,v}(x,t) of u and v is defined as 

C't{u,v}(x,t) = / u(x,t + t')v(x9t')dt' 

= f u{x, tf)v(x, t' - t)dt' = C[{v, u}(x, -t). (1.21) 

(1.18) 
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Equation (1.21) shows that the correlation is not a symmetrical functional 
of the two constituent functions. Taking the Laplace transformation of 
Eq. (1.21), we arrive at 

C[{u, v}{x, s) = «(*, s)v(x, -S) . (1.22) 

For Eq. (1.22) to be valid, there must exist a value of s for which the two def­
inition integrals for u(x,s) and t)(a;, -s) converge simultaneously. In wave-
field problems dealing with lossless media, this only occurs for the limiting 
case of imaginary values of the transform parameter s. 

Inverse Laplace transformation 

The inverse Laplace transformation can be carried out explicitly by evalu­
ating the following inversion integral (also denoted as the Bromwich integral) 
in the complex domain 

—- / exp(st)u(x, s)ds = XT(t)u(x, t), (1.23) 
£71'J Jso—joe 

where the path of integration is along the line s = 50, Re(so) > 0, parallel 
to the imaginary axis of the complex s-domain. 

Temporal Fourier transformation 

In this subsection we consider the consequences for the limiting value 
when s —» ju>, where LJ is real. Then, the Laplace transform is equivalent 
with the temporal Fourier transform 

u(x,jv)= / exp(-jut)xT(t)u(x,t)dt. (1-24) 
JteR 

A sufficient condition for the convergence of the integral of Eq. (1.24) is 
the absolute integrability of u(x,i) over the domain T (VAN DER POL and 
BREMMER, 1950, p. 8). The function X T ( 0 U ( ; C Ï 0 1S retrieved from ü(x,j<jj) 
as 

nT / « exp(ja;*)ti(aj, ju)dw = XT(t)u(x, t). (1.25) 

From Eq. (1.24) we observe that Ü(X,—JLJ) = ü*(x,ju>), where the star 
denotes the complex conjugate. Hence, Eq. (1.25) may be written as 

- R e ƒ exp(jü>t)ü(x,ju))ów\ = XT(t)u(x,t) . (1.26) 
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In this book we only consider seismic wave problems. We assume that 
ü(x,ju>) = 0 for u — 0. From Eq. (1.26) we observe that only positive 
values of u> have to be considered. Therefore, we restrict our analysis in this 
book to positive values of u>. 

Asymptotic behavior as u —» oo 

The asymptotic behavior of the temporal Fourier transform as the trans­
form parameter goes to infinity is found to be 

lim ü(x,jw) = 0 . (1.27) 

The result is based on the Riemann-Lebesgue lemma (WHITTAKER and 
WATSON, 1927, p. 172). 

The initial-value theorem becomes now 

lim exp(juto)ju>ü(x, ju>) = ]imu(x,t). (1.28) 
w—>oo tlt0 

Note that the initial-value theorem, previously given by Eq. (1.18), holds 
not only for Re(s) > 0, but also for s = ju>. 

1.2.2. Spatial Fourier transformation of a localized function 

Let us consider the scalar wavefield quantity u = u(x,t) that is defined 
in some bounded domain ID in space and let ü — ü(x,s) denote its time 
Laplace transform. The spatial Fourier transform of this localized function 
ü over the domain 3D is then defined as 

u(jsoL,s)= / exp(jsaqxq)u(x, s)dV, (1.29) 
JxeB 

where dV is the elementary volume in B3 . We have put the factor s in 
the exponential function, because this is very convenient for seismic wave 
problems. Let, further, dD denote the boundary surface of D and let B' 
denote the complement of D U dD in B3 . By introducing the characteristic 
function Xj){x) of the set D as (Fig. 1.3) 

X l W = { l , ^ 0 } when xe{V,dD,V'}. (1.30) 
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T ' 

XDK) 

B' 

dn 
I 
I 

dD 
I 
I 

B' 

Figure 1.3. Domain D and its characteristic function xj)-

Equation (1.29) can also be written as 

ü(jsa,s)= / exp(jsaqxq)xj){x)ü(x,s)dV. (1.31) 
JxtIL 

In Eqs. (1.29) and (1.31), a is denoted as the angular-slowness vector; in 
terms of its Cartesian components we have 

OL - a^i + a 2 t 2 + a 3 i 3 . (1.32) 

Although a may be complex, we take SOL to be real, i.e., set G B 3 . In the 
complex a^-domain (g = 1,2,3), we take aq always in the direction of the 
complex conjugate s* of s (see Fig. 1.4). Then, a sufficient condition for the 
convergence of the definition integral (TiTCHMARSH, 1948) is the absolute 
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integrability of u(x, s) over the domain D. Since then u(x, s) necessarily 
goes to zero as \x\ —> oo when D is unbounded, we denote this class of 
functions also as localized (in space). The Fourier transform domain is also 
denoted as the angular-slowness-vector domain or the spectral domain. 

The transformation from the angular-slowness-vector domain back to the 
spatial domain is carried out by employing the Fourier inversion integral 

7^~V3 / ™3 e x p ( - j a a 9 s 9 ) t i ( ; s a , *)dV = Xj)(x)ü(xi S) . (1.33) 

The integration path in the complex a-domain is chosen in such a way that 
sot is real valued (see Fig. 1.4). The result of the left-hand side of Eq. (1.33) 
for x E dD holds on the assumption that dD has a unique tangent plane, 
while the integral has to interpreted as a Cauchy principal-value integral 
around infinity (VAN DER P O L and BREMMER, 1950, p. 8). In a number of 
cases the integrations with respect to sa\, sa2 and/or sa^ can be evaluated 
by employing theorems of the theory of functions of a complex variable. 

Next, some elementary rules for the spatial Fourier transformation will 
be discussed. 

Differentiation with respect to the spatial coordinates 

Let u = u(x, t) denote a function that is defined on D and that is equal 
to zero on B'. Let, further, ü = ü(x, s) denote its Laplace transform. Then, 
the spatial Fourier transform of the spatial derivative dkU is found as 

/ exp(jsaqxq)dkü(x, s)dV 
JxeB 

- \ {dk[exv(jsaqxq)ü(x,s)]- [dk^^{jsaqxq)}ü{x, s ) }dV 
JxeD 

= 1 exv(jsaqxq)ü(x,s)vkdA-jsakü(jsat,s), (114) 
JxtdID \X-^J 

where Gauss' integral theorem has been used to arrive at the integral over 
dD] vk denotes the unit vector along the normal to dD pointing away from D, 
and the value of ü on dD is the limiting value approaching dD via D. Further, 
the spatial Fourier transform of the spatial derivative of XD{X)U(XIS) '1S 

found as 
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Jm(aq) 
i 
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S 

s — real 

Re(aq) 

lm(aq) 

s = imaginary = JUJ 

Re(aq) 

I m ^ ) 

Re(aq) 

Figure 1.4. Integration path in the spectral domain. 
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/ ™3
e xP(^ ag zg)d*[XB(*M*, 5 ) l d v 

JxeH 

= / ^3^V(J^qXq)[dkXj){x)]Ü(x,s)dV 
JX&M 

+ / ^exv(J^ocqxq)xj){x)dkü(x,s)dV 
JxeW 

= - exv(jsaqxq)vku(x,s)dA 
JxedD 

+ / exv(jsaqxq)dku(x, s)dV 
JxzD 

— -jsakü(js<x, s), (1.35) 

where Eq. (1.34) has been used. In the derivation we have also used the 
property that dkxj){&) has a spatial unit impulse function (Dirac distribu­
tion) behavior in the opposite direction of the unit vector along the normal 
to dD pointing away from B. 

Equation (1.35) exemplifies that the transformation rules find their sim­
plest expression when B 3 is taken as the domain of ü. 

Asymptotic behavior as \sa\ —> oo 

The asymptotic behavior of the spatial Fourier transform as the trans­
form parameter goes to infinity is found to be 

lim u(jsa,s) = Q, \SOL\ <G B 3 . (1.36) 
|sa|->oo 

The result of Eq. (1.36) is based on the Riemann-Lebesgue lemma ( W H I T -

TAKER and W A T S O N , 1927, p. 172). 

Spatial convolution 

Let ü — u(x,s) and v = v(x,s) denote two s-domain functions that are 
defined on B 3 . Then, the spatial convolution Cx{u, v}(x, s) of ü and v is 
defined as 

Cx{ü,v}(x,s) = ƒ ü(x — x', s)v(xf, s)dV 
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= / ü(xf,s)v(x - x,
ys)dY = Cx{v,ü}(x,s). 

Jx'e'R* 
(1.37) 

Equation (1.37) shows that the convolution is a symmetrical functional of the 
two constituent functions. Taking the Fourier transformation of Eq. (1.37), 
we arrive at 

Cx {u, v}(jsct, s) = u(jsot, s)v(jsa, s). (1.38) 

For Eq. (1.38) to be valid, there must exist a value of SOL for which the 
two definition integrals for ü and v converge simultaneously. For absolutely 
integrable functions this is the case (for real values of SOL). 

Spatial correlation 

Let ü — u(x,s) and v — v(x,s) denote two s-domain functions that are 
defined on B 3 . Then, the spatial correlation Cx{u,v}(x,s) of ü and v is 
defined as 

Cx{u, v}(x,s) — / u(x + x', s)v(x', s)dV 
Jx'elB? 

u(x', s)v{x' - « , s)dY = C'x{v, w } ( - « , s). 
L 

(1.39) 

Equation (1.39) shows that the correlation is not a symmetrical functional 
of the two constituent functions. Taking the Fourier transformation of 
Eq. (1.39), we arrive at 

C'x{ü,v}(jsoL,s) = w ( j 5 a , 6 ) i ; ( - j 5 a , 5 ) . (1-40) 

For Eq. (1.40) to be valid, there must exist a value of SOL for which the 
two definition integrals for u and v converge simultaneously. For absolutely 
integrable functions this is the case (for real values of SOL). 

Special case of imaginary s 

In the special case of s = ju the slowness vector must be taken imaginary. 
We therefore introduce the real slowness vector 

P = Pl*l +/>2»2 + P 3 i 3 , (!-4l) 

= / . 
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as 
P = jot. (1.42) 

Hence, the transform pair of Eqs. (1.31) and (1.33) is rewritten as 

u(jwp, jw) = / exv(jupqxq)xj)(x)ü{x, ;u;)dV, (1.43) 

V2W J m 3 e x p ( ~ ^ ^ ^ W ^ P ) i ^ ) d v = XB(*)w(a;,ja;). (1.44) 

Equation (1.43) represents the temporal Fourier transform of the Radon 
transform. To show this, we transform Eq. (1.43) back to the time domain. 
Using Eq. (1.25) we arrive at 

fiÜM)= / mXD{*)XT{t + pqxq)u(x,t + pqxq)dV . (1.45) 

The latter represents the three-dimensional Radon transformation (DEANS, 
1983; CHAPMAN, 1981). It is clear that the Radon transformation can con­
veniently be carried out via the temporal Fourier domain, using Eq. (1.43). 

1.2.3. Spatial Fourier transformation with respect to the hor­
izontal coordinates 

It is common in seismic problems to assign the a^-coordinate to the vertical 
depth position. Then, x\ and x2 represent the horizontal positions. Very 
often the spatial Fourier transform of a bounded function with respect to 
these horizontal coordinates is used. This transform pair is defined as 

ü(jsa^Jsa2,x3,s) 

(1.46) 
= ƒ ^exp(jsa1x1+jsa2x2)ü(x1,X2,x3,s)dA, 

—— ƒ 2exp(-jsa1x^-jsa2x2)u(jsaujsa2,x3,s)dA 

= u(xux2,x3,s). (1-47) 
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Special case of real s 

In the special case of real s, the slowness vector a must be taken real 
as well. This case occurs in the generalized-ray theory, e.g., the Cagniard-
de Hoop method (see Chapter 4). Then the inverse transform, defined by 
Eq. (1.47), may be written as 

( — ) / ex^(-jsa1xl-jsa2x2)ü(jsaujsa2,x3,s)dA 

= u{xux2,x3,s). (1.48) 

Special case of imaginary s 

When s approaches the imaginary value, the introduction of s = ju) and 
j?1 = jai, p2 — jct2 leads to the transform pair 

(1.49) 

(-Yf V2W y(pif 

exp(j(jjpixi + jvp2X2)ü(xuX2,X3ju>)dA, 

exp(-;a;p1aj1 - jup2X2)u(jupujwp2ix3Jüf)dA 
P2)eR 

= u(xux2ix3Jw). (1.50) 

Equation (1.49) represents the temporal Fourier transform of the Radon 
transform with respect to the horizontal coordinates. To show this, we 
transform Eq. (1.49) back to the time domain. Using Eq. (1.25) we arrive 
at 

« ( P l > P 2 , * 3 , 0 = / -XT(t+PlXi+p2X2)u(xUX2,X3,t+PiX1+P2X2)dA. 
y(xi ,x 2 )€JK 

(1.51) 
The latter represents the two-dimensional Radon transformation with re­
spect to the horizontal coordinates a?i, x2 (DEANS, 1983; MCCOWAN AND 
BRYSK, 1982). It is advantageous to carry out this Radon transformation 
via the temporal Fourier domain (FOKKEMA et a/., 1992), using Eq. (1.49). 
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1.3. Discrete Fourier-transformation methods 

In seismic data processing we need the discrete counterparts of the per­
tinent Fourier transforms. In the numerical treatment that leads to the 
discrete Fourier transform, we require that the symmetry properties of the 
continuous Fourier transform are maintained. To that end we first identify 
these properties. 

Symmetry properties of the continuous Fourier transform 

The more-dimensional spatial Fourier transform, previously given by 
Eq. (1.29), is considered as a repeated version of a one-dimensional Fourier 
transformation. The temporal Fourier transform is already of the one-
dimensional type (cf. Eq. (1.24)). This allows us to focus the discussion 
on the one-dimensional case. The Fourier transform of u = u(x) is generally 
given by 

U(a) = F{u}(a) = / exp(j2 7raa;)u(a;)da;, (1.52) 

while the function u(x) is retrieved from U(a) by employing the Fourier 
inversion integral with the result 

F~l{U}{x) = f exv{-j2Trax)U(a)da = u(x). (1.53) 

The function u(x) is considered as the sum of an even part ue(x) and an odd 
part u°(x), 

u{x) = ue(x) + u°{x). (1.54) 

The even part is given by 

ue(x) = \u{x) + \u{-x) (1.55) 

and the odd part is given by 

u°(x) = \u{x) - \u{-x) , (1.56) 

with the properties 
ue{x) = ue{-x) (1.57) 

and 
u°{x) = -u°{-x). (1.58) 
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Substituting this decomposition in even and odd parts in Eq. (1.52) we arrive 
at 

U{a) = Ue{a) + U°{a), (1.59) 

where the even and odd parts follow from 

ir{a) = \u{a)+\u(-a) (1.60) 

and 
U°(a)=\u(a)-\u(-a). (1.61) 

Consequently, the even parts in the ar-domain and a-domain are related 
through 

Ue(a) = f exv(j2Ttax)ue(x)dx (1.62) 

and 
f exp(-j2Trax)Ue{a)da = ue(x), (1.63) 

while the odd parts are linked through 

U°(a) = ƒ exp(;27raa;)w0(a;)da; (1.64) 

and 
/ exp(-;27raaj)C/°(a)da = u°(x). (1.65) 

The relation between even and odd parts are consequences of the fact that 
the Fourier transform and its inverse are symmetrical operators in the x-
domain and the a-domain, respectively. We require that these symmetry 
properties are conserved in the numerical discretization. 

Real functions in the x-domain 

In the case that u(x) is real, Ue(a) is real and U°(a) is imaginary valued, 
which allows us to rewrite Eqs. (1.63) and (1.65) as 

2 Re I ƒ exp(-j27raz)xm+(a)!7e(a)da 

2 Re ƒ exp(-;27ra:c)xm+(a){70(a)da 

= ue(x) (1.66) 

and 
u°(x). (1.67) 
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In Eqs. (1.66) and (1.67) we have used the definition (cf. Eq. (1.30)) of the 
characteristic function x^+ , related to the domain H+ given by 

m+ = {a e m; a > 0} . (1.68) 

Prom Eqs. (1.54), (1.59), (1.66) and (1.67) it follows that, when u(x) is real, 
Eq. (1.53) can be rewritten as (cf. Eq. (1.26)) 

2 Re ƒ exp(-j2nax)xyi+{oL)U(a)da = u(x). (1.69) 

It is noted that in the numerical discretization a symmetrical domain around 
a — 0 has to be chosen in order to compute Eq. (1.69) numerically. This 
requires space allocation of zero values for negative values of a. 

Step functions in the x-domain 

The step function w(x) is denned on the domain D = {x £ B; 0 < 
XQ < x} and given by means of the characteristic function xj) ( s e e Fig- 1-5) 
according to 

w(x) = xj){x)u(x). (1.70) 

The even part we and odd part w° are given by 

™e(z) = ^ ( z M * ) + 2 X B ( - Z M - Z ) (1.71) 

and 
w°(«) = ^XD(XHX) - - X D ( - * M - * ) . (1-72) 

Since 
w(x) = 2 X m + (x)w°(x) = 2 X R + (X)W°(X) , (1.73) 

we deduce from Eqs. (1.63) and (1.65) that w(x) either follows from the 
even part or from the odd part of the Fourier-transform counterpart in the 
a-domain. Hence 

2*m+ ( z) / exp(-j2nax)We(a)da = w(x), (1.74) 
m ./c*eB 

or 
2XTR+ (X) f exp{-j2irax)W°(a)da = w{x), (1.75) 
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Figure 1.5. The domain I) and its characteristic function x~D-

in which We(a) and W°(a) are the even and odd part of W(a), respectively. 
Note that for this class of functions, we can reconstruct the function w(x) 
either from Eq. (1.74) or from Eq. (1.75). 

Real step functions in the x-domain 

When w(x) is real, the results from Eqs. (1.66) and (1.67) can be com­
bined with those from Eqs. (1.74) and (1.75) yielding 

4 Xn+(«)Re I exj)(-j2nax)xy^(oi)We(a)da\ 
VaGlR J 

= w(x), (1.76) 

or 

4x-j^+(x)Re I exp(-j27rax)xji+(ot)W0(a)da w (*)• (1-77) 

It is noted that in the numerical discretization a symmetrical domain around 
a = 0 has to be chosen in order to compute either Eq. (1.76) or (1.77) 
numerically. This requires space allocation of zero values for negative values 
of a. 
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Discretization 

In seismic processing methods, integral transformations of the type of 
Eqs. (1.52) and (1.53) are carried out by means of numerical techniques. We 
only know the pertinent function values u(x) in discrete points in a finite 
interval 

» = {*e *; 4 1 < * < 4UL> • (1-78) 
To study the consequences of the discretization, we depart from the contin­
uous Fourier transform given by Eq. (1.52) and consider a discretization in 
a with sample interval A a 

Um = exv(j2TrmActx)u(x)dx, (1-79) 

where £/m is defined as 
Um = U{mAa). (1.80) 

Next, we write the infinite integral on the right-hand side of Eq. (1-79) as 
an infinite sum of integrals over finite intervals with length ^ , 

Um = ^ ƒ 2*° exp(j'27rmAaï)it(a;)dï . (1-81) 
n = - o o 2AQ 

Note that the center positions of the finite intervals are chosen such that 
the point of symmetry x = 0 of the original transformation, Eq. (1.79), is 
contained in the contribution for n — 0. This is necessary to guarantee that 
the symmetry properties are maintained in the discretized version. Changing 
the variable of integration, we rewrite Eq. (1.81) as 

Um = Yl l-T exp(i2irmAajc)u(aj + — )dx . (1.82) 
n— — oo 2Act 

We interchange the order of summation and integration, leading to 

Um = f2^ exv{j2nmAax)uper(x)dx , (1.83) 

where uper is a periodic function with period ^ , given by 

vf*r{z) = £ u(x+—). (1.84) 
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In view of the symmetry requirements of the Fourier transform we define 
a symmetric domain around x = 0. To this end we extend the supporting 
domain D to the extended domain 

DI5 = {SB€IL; \x\<XE}, (1.85) 

where 
XE = max ( |*H, | , | z M j ) • (1.86) 

This is accomplished by extending the definition of the function u(x) as 

« ■ ( • > = { ■ ? / • : ? ; : <'-8'> 
It is convenient to take 

1 = XE . (1.88) 
2Aa 

Taking this value for Aa we observe that wper(a;) = uE(x) for \x\ < ^ ^ 
Hence, we rewrite Eq. (1.83) as 

UE = ƒ a exp(j2vmAax)uE(x)dx. (1.89) 

The integral on the right-hand side of Eq. (1.89) is computed by employing 
the trapezoidal integration rule (RALSTON and RABINOWITZ, 1978, p. 120) 
of a periodic function with N sample intervals of length Aa;. This procedure 
leads to the discrete Fourier transform UE

X of the extended discrete function 

UE = Ax J2 ex^(j2irmnAaAx)uE, (1.90) 

with 
n^-^N+l 

uE = uE(nAx), (1.91) 
and 

1 2XE 

Ax = 7 ^ = -JT • (1-92) 
NAa N v J 

Using Eq. (1.92) in Eq. (1.90), we arrive at the final result 

UE = DFN{uE}(m) = Ax £ e x p ( ; 2 7 r ^ ) ^ , 

m = - i i V + l , . . . , i J V . (1.93) 
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In numerical computations, the values of U^ are taken as approximate re­
sults of the Fourier transform of the localized function defined on B. The 
inverse discrete Fourier transformation leads to 

n = - i t f + l , . . . , i J V . (1.94) 

The original function is then recovered as 

u(x) = u„, x - nAz, x G B . (1.95) 

Note that our definitions of the discrete Fourier transforms are different from 
the standard ones, as far as normalization and numbering are concerned 
(OPPENHEIM et a/., 1983, p. 297). However, we prefer the situation where 
the normalization and numbering of the discrete transform is closely related 
to the definition and symmetry properties of the continuous transform. 

Discrete convolution 

The continuous convolution of the functions u(x) and v(x) is given by 
the expression (cf. Eqs. (1.19) and (1.37)) 

Cx{u,v}{x) = [ u(x - x')v{x')dx'. (1.96) 
Jx'e'B. 

We assume that the supporting domains of u(x) and v(x) are given by 

B u = {x e »; x{X < x < * H , } (1.97) 

and 
»„ = {*€ *; x'Zl < x < « M , } , (1.98) 

respectively. By inspection it follows that the supporting domain of the 
function Cx{u, v}(x) is given by 

vc = {xe m; *<1 + 4 1 < x < « Ü + x(±} . (1-99) 
Outside this domain the convolution Cx{u, v}(x) — 0. In view of the symme­
try properties of the Fourier transform we introduce an extended, symmetric 
domain common for the functions w(z), v(x) and Cx{u,v}(x), i.e., 

I Ê = { ^ 1 ; \x\<XE}, (1.100) 
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where 

XE = max ( |41 + 4 1 | , | 4 1 + *Lll, l«Lll, l*Lll, l*Ltl, tóLl) • 
(1.101) 

This is accomplished by extending the definitions of the functions u(x) and 
v(x) as 

-■(■)-{ "?M<ï: e-1»2) 
and 

Observing that uE(x - x')vE(xf) vanishes outside the extended domain J>E, 
Eq. (1.96) is replaced by 

Cx{uE, vE}(x) = [ uE(x - x')vE{x')dx'. (1.104) 
JX'GDE 

The integral on the right-hand side of Eq. (1.104) is computed by employing 
the trapezoidal integration rule with N sample intervals of length Az. We 
arrive at the discrete convolution 

i* 
Cn = Ax £ uE_tvf, (1.105) 

i=-4/v+i 

where 
Cn = Cx{uE, vE}(nAx), (1.106) 

uE = uE(nAx), (1.107) 

vE = vE(nAx), (1.108) 

in which 
2X E 

AX=-Ü~- (L109) 
Using the definitions of the discrete Fourier transforms we observe that 

DFN{Cn}(m) = DFN{u%}(m) DFN{v*}(m). (1.110) 

The final result is obtained as 

Cn = DFrf {DFN{UZ}(m) DFN{v*}(m)} (n), (1.111) 
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for n = -\N + 1,• • •, 2^* ^ n u m e r i c a l computations, the values of Cn are 
taken as approximate results of Cx{u, v}(x), x = nAx and x G B^ . 

Discrete correlation 

The continuous correlation of the functions u(x) and v(x) is given by the 
expression (cf. Eqs. (1.21) and (1.39)) 

C'x{u,v}(x) = f u(x + x')v{x')Ax'. (1-112) 

We assume that the supporting domains of u(x) and v(x) are given by 

B u = {x e m; z<± < x < « Ü J (1.113) 

and 
B„ = {x € m; 4 1 < x < 4 1 } , (1.114) 

respectively. By inspection it follows that the supporting domain of the 
function Cf

x{u,v}(x) is given by 

©e- = {x G m; 4 1 - 4 L < * < *LUL - 41 ) • (i-ii5) 
Outside this domain the correlation C'x{u, v}(x) = 0. In view of the symme­
try properties of the Fourier transform we introduce an extended, symmetric 
domain common for the functions U(JC), v(x) and Cx{u,v}(x), i.e., 

D E = { * € » ; 1*1 < * E } , (1-116) 

where 

xE= max(i4t - *MJ, i4"L - 4 U i*Lli, i4li , I4LI. tóLi) • 
(1.117) 

This is accomplished by extending the definitions of the functions u(x) and 
v(x) as 

and 
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Observing that uE(x')vE(x' — x) vanishes outside the extended domain Dgy 
Eq. (1.112) is replaced by 

C'x{uE, vE}{x) = f uE{x')vE{x' - x)dx'. (1.120) 
Jx'eDE 

The integral on the right-hand side of Eq. (1.120) is computed by employing 
the trapezoidal integration rule with N sample intervals of length Ax. We 
then arrive at the discrete correlation 

IJV 

C'n = Ax £ uE
n+ivf, (1.121) 

i '=-j«+i 

where 
C'n = C'x{uE,vE}{nAx), (1-122) 

uE = uE(nAx), (1.123) 

vE = vE(nAx) , (1.124) 

in which 
2X E 

Ax = ^T' (1*125) 

Using the definitions of the discrete Fourier transforms we observe that 

DFN{C'n}(m) = DFN{u*}(m) DFN{vEn}(m). (1.126) 

The final result is obtained as 

C'n = DFJ {DFN{u*}(m) DFN{vEn)(m)} (n ) , (1.127) 

for n— ~^N -\-l," -,^N. In numerical computations, the values of C'n are 
taken as approximate results of C'x{u, v}(x), x = nAx and x G DE-





Chapter 2 

Iterative Solution of Integral 
Equations 

Many problems in seismic wave motion are formulated through integral 
equations. In the present chapter the iterative solution of an integral equa­
tion is discussed. To have a measure for the accuracy attained, we select 
the global root-mean-square error in the equality sign of the integral equa­
tion that has to be satisfied by the exact solution. For a given sequence of 
expansion functions used to represent the unknown wavefield quantities, the 
minimization of the relevant error leads to a particular method of moments. 
For configurations of realistic size and degree of complexity, this leads to the 
numerical solution of a large system of linear algebraic equations which is 
intractable for a direct numerical implementation. In this chapter we de­
velop some iterative techniques, where the intermediate step of the solution 
of a large system of equations is superfluous. In all the iterative techniques 
we take the integrated square error with respect to the original operator 
equation as a measure of deviation of the approximate solution from the ex­
act one. Variational techniques are employed to arrive at a minimum error. 
Several schemes are presented to control the successive decline of the error. 
A symmetrization and preconditioning procedure of the integral equation is 
also discussed. In the special case that the operator is of the convolution 
type, Fourier transformations can be used advantageously to compute the 
operator; further, we derive an approximate inverse operator that can be 
used as an efficient preconditioner. 
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2.1. The integral equation 

In this section we consider the integral equations that arise from the 
application of the acoustic reciprocity theorem, see Chapter 5, both in the 
frequency domain and the time domain. All of these are of the general form 

f L(x,x')u{x')Axf = / ( x ) , when z G 3D. (2.1) 
Jx'tD 

In this equation, u is the unknown wavefield quantity in the relevant spa­
tial or space-time domain, ƒ is a known wavefield, and L is the kernel of 
the integral equation. In general, x and x' stand for the relevant coordi­
nate variables (for example, the Cartesian coordinates {xi,x2,x^} in three-
dimensional space in the frequency-domain formulation, and {x\,X2>,x^t} 
in the corresponding time-domain formulation); u and ƒ are vector valued, 
L yields the proper matrix relationship, and 3D is the (space or space-time) 
domain for which Eq. (2.1) holds. 3D is a subspace of 3RP, where p is the 
dimension of the space under consideration. We further assume that the 
integral equation has a unique solution, i.e., u(x) — 0 for all x G 3D, if and 
only if f(x) = 0 for all x G 3D. 

In almost all situations encountered in practice, the integral equation 
of Eq. (2.1) can only be solved approximately with the aid of numerical 
techniques. How good an approximate solution is, can be quantified only 
after one has chosen a particular quantitative error. To discuss this aspect, 
we introduce an operator formalism together with an inner product of two 
functions denned on 3D (with the associated norm). To write Eq. (2.1) in an 
operator form, the (bounded) linear operator L acting on a function u E 3D 
is introduced by 

Lu = L{u}(x)= [ L(x, x') u(x') dx'. (2.2) 
Jx'eD 

Note that the right-hand side of Eq. (2.2) is defined for all x G 3RP (see 
Section 2.7). Equation (2.1) is equivalent to the operator equation 

Lu = ƒ, when x G 3D . (2.3) 

Further, the inner product of two integrable functions u and v defined on 3D 
is taken as 

(u,v) = [ u(x)v*(x)dx, (2.4) 
JxeD 
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where the star denotes complex conjugate. The norm of a function it is, in 
accordance with Eq. (2.4), defined as real positive quantity 

HI = («,«>*. (2.5) 

The (Hermitean) adjoint operator L* of L is defined as that one for which 

(Lu,v) = (u,L*v), (2.6) 

for all functions u and v defined on D. If X* = X, the operator is selfadjoint. 
It is noted that in most seismic problems the operator is, however, not 
selfadjoint. Combining Eq. (2.2) with Eq. (2.6) it follows that 

L*v = L*{v}(x) = f L*(x',x)v(x')dx', (2.7) 
Jx'eD 

where L*{x', x) denotes the complex conjugate of the transpose of the matrix 
kernel L(x\ x). Note that in the functional dependencies of the matrix kernel 
of Eq. (2.7) the coordinates x and x1 have the reverse order of the ones in 
Eq. (2.2). 

For any function uapp differing from the exact solution u of Eq. (2.3) we 
define the residual as 

r = f-Luapp, (2.8) 

and the global root-mean-square error in the satisfaction of the equality sign 
in Eq. (2.3) as 

E R R = ( r , 7 . ) ^ | | r | | , (2.9) 

being the norm of r. Note that ERR > 0 and that ERR = 0 if and only 
if uapp = u. In seismic problems, ƒ is related to the source wavefield in 
the domain D; therefore, in numerical implementations, we normalize the 
root-mean-square error according to 

ETR = M , (2.10) 

with the properties E"RR = 0 if uapp = u and ERR = 1 if uapp = 0. The 
error defined in Eqs. (2.9) and (2.10) is used as a measure for the accuracy 
attained in all the various iterative schemes to be dealt with. 
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2.2. Direct minimization of the error 

In this section we first discuss a direct (i.e., non-iterative) approxima­
tion to the solution of the operator equation (2.3). To construct an approx­
imate solution, the unknown function u is expanded in terms of a given, 
appropriately chosen, sequence of linearly independent expansion functions 
{cj>n\ n = l,---,i\T} that are defined on D and belong to the same vector 
space as to which u belongs. Let, for some N > 1, 

uN = £ a[NUn , (2.11) 

and 
rN = f - LuN . (2.12) 

Then the problem is to determine, for given iV, the sequence of expansion 
coefficients {an ; n — 1, • • •, N} such that (ryv, r/v) is minimized. The rele­
vant values of {an '} are denoted as the optimum values {a°p<}. Assuming 
that the optimum exists, let 

a(N) = a°P' + fon for n = i , . . . , jv , (2.13) 

where 6an is arbitrary. Let, further, 

vf = ƒ - Lut = f-J2°Tl«t>n, (2.14) 

then 

r N 
opt opt \ {rN,TN) = (Tv ,rrf) - 2 Re £&C<r0

N
p , ,^m) 

Lm=l 
N N 

(2.15) 
+ (^&*nL<£n, ^SoLmLcf), 

n=\ m=\ 

Now, the last term on the right-hand side of this equation is always positive 
if {&*!,••• ,fa/v} ^ {0,- - - ,0}. Hence, if 

( r ^ , 2 ^ m ) = 0 f o r m = l , . . - , J V , (2.16) 
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we have constructed the situation that for {&*i, • • •, &*;v} = {0, • • •, 0} the 
quantity {T^1,^1} is the absolute minimum of (rjv,r/v)- Substitution of 
Eq. (2.14) in Eq. (2.16) yields the system of linear algebraic equations 

N 
J2<pt(L<f>n,L<l>Tn) = (f1L<j>rn) f o r m = l , . . . , J \ r , (2.17) 
n = l 

to be solved for « p ' } . From Eqs. (2.16) and (2.14) it also follows that 

( ^ , ^ ) = 0. (2.18) 

The resulting value of the error is 

ERRyv = (r°N
pt,<)> = (r°N

P\ ƒ>* , (2.19) 

where Eqs. (2.14) and (2.18) has been used. If this value does not meet 
the accuracy requirements set on the solution of the operator equation, it 
can be reduced either by selecting a more appropriate sequence of expan­
sion functions (which is difficult to realize in practice) or by increasing N. 
Note that Eq. (2.17) would also result from the application of the method of 
moments (HARRINGTON, 1968) or Galerkin's method (KANTOROVICH and 
KRYLOV, 1964, p. 151), provided that the sequence of testing functions is 
chosen as {(L</>m)*; m = 1, * • •, N} when the sequence of expansion functions 
is {<f>n; n = 1, • • -,iV}, which choice gives the best result in the integrated-
square-error sense. For problems of realistic size and complexity the value 
N soon becomes so large that the storage requirements exceed the capac­
ity of even present-day large computer systems. The problem of excessive 
computation time and computer storage requirements for a direct numerical 
solution (e.g., by Gaussian elimination, e.g. see RALSTON and RABINOWITZ, 
1978, p. 415) of the system of equations can be circumvented by using suit­
able iterative techniques. Another argument in favor of solving the pertinent 
system of equations iteratively is the evident fact that we should not solve 
the system of equations to a higher degree of accuracy than is needed. 

2.3. Recursive minimization of the error 

In this section we develop a recursive method for calculating the ap­
proximate solution to the operator equation (2.3). In a direct procedure 
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for solving such an equation approximately a (finite) sequence of expansion 
functions is somehow selected beforehand, and the sequence of expansion 
coefficients is solved from a system of linear algebraic equations that follows 
from - in our case - minimizing the norm of the error in the residual. In 
an iterative procedure the elements of the sequence of expansion functions 
are recursively generated from the operator equation to be solved, one in 
each iteration step. To achieve this, the successive residuals in the iteration 
process are at one's disposal. The sequence of expansion coefficients grows 
with the number of iterations. Since at the Nth step, N presumably linearly 
independent expansion functions have been generated, N expansion coeffi­
cients are available to represent the iVth approximation to the solution of the 
operator equation. Here, too, the minimization of the norm of the residual 
at the Nth step will be employed to generate the system of linear algebraic 
equations that the sequence of expansion coefficients must satisfy. 

Let UN denote the iVth approximation to the solution of the operator 
equation 

Lu= ƒ, for x e B , (2.20) 

and let {<£n; n — 1, • • •, N} be the recursively generated sequence of expan­
sion functions. Then, we take 

uo = 0 , 

uN = w N - i +u5fr for N = 1, • • • , (2.21) 

where ucfir is the correction to i/yv-i to arrive at ujy. The correction is now 
expressed as 

N 

uW = £ anN)(t>n for N = 1 , . . . , (2.22) 

where {ctn '; n = 1, • • •, N} is the sequence of expansion coefficients of uc^r. 
The residuals are found as 

n> = ƒ , 

rN = ƒ - LuN for N = 1, • • • . (2.23) 

From Eqs. (2.21) and (2.23) it follows that 

rN = ryv-i - XuJT . (2.24) 
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Substituting Eq. (2.22) in Eq. (2.24), we arrive at 

N 
rN = rvv-i - £ °kN)L<l>n for JV = 1 , . . . . (2.25) 

n = l 

Taking into account that at the iVth step r;v-i is known, minimization of 
the norm of r^ leads to a system of linear algebraic equations in the N 
expansion coefficients {otn ; n = l,-«-,iV}. On account of Eqs. (2.14) and 
(2.16) this system of equations follows from 

(rN,L</>m) = 0 form = l , . . . , t f . (2.26) 

Substitution of Eqs. (2.24) and (2.22) in these equations leads to 

N 

^aW\L<frn,L4>m) = {rn-uLihn) f o r m a l , - . - , i V . (2.27) 
n = l 

Now, on account of Eq. (2.26) only the right-hand side of Eq. (2.27) for m = 
N may differ from zero. For non-zero values of the coefficients {a„ '; n = 
1, • • •, iV}, this should be the case and hence 

(rN.uL(j>N)^0, (2.28) 

which is denoted as the improvement condition. If Eq. (2.28) is satisfied, the 
coefficients {a„ '\ n = 1, • • •, N} can be solved from Eq. (2.27). 

First of all it is observed that the vanishing of the right-hand sides in 
Eq. (2.27) for m = 1, • • •, N - 1 entails the property that all a{

n
N) for n = 

1,---,7V - 1 are proportional to crN . In view of this, we introduce the 
sequence of functions {Vw N — 1, • • •} as 

ucor 

^" = -m for JV = 1, - - - , (2.29) 
aN 

(N) 

or (cf. Eq. (2.22)) 

N-l (AT) 
1>N = 4>N + £ - ^ Y ^ „ for JV = 2, • • • . (2.30) 

n=l a / V 



48 ITERATIVE SOLUTION OF INTEGRAL EQUATIONS 

Evidently, Eq. (2.30) expresses tp^ as a linear combination of {<j>n\ n = 
1, • • - , iV} . Since the reverse is also true, <j>^ can be expressed as a linear 
combination of {^n; n — l , - « - , i V } . In view of this, Eq. (2.30) can be 
rewritten as 

V>i = <t>i » 
7 V - 1 

il>N = <I>N+ E ^ N ) ^ fortf = 2 , . . . . (2.31) 

Owing to the orthogonality properties of {Lip^} to be discussed below, the 
coefficients {/% J; n = 1, • • •, N - 1} can readily be determined. Since any 
V>yv is a linear combination of the expansion functions {<j>n\ n = 1, • • •, JV}, 
Eq. (2.26) leads to 

(r"yv,X^m) = 0 form = 1, • • - , # . (2.32) 

Using Eqs. (2.24) and (2.29) in Eq. (2.32), we arrive at the orthogonality 
relation 

(IVw,£V'm) = 0 form = l , . - - , i V - l . (2.33) 

Since Eq. (2.33) holds for any N = 2, • • •, the sequence of {tpn} satisfies the 
orthogonality relationship 

<Itf„,2^ r a} = 0 , m^n. (2.34) 

Note that our procedure of Eqs. (2.30) - (2.34) is equivalent with a Gram-
Schmidt orthogonalization procedure (see e.g., KANTOROVICH and KRYLOV, 

1964, pp. 45-47) of the sequence X0 m into an orthogonal sequence Lipm. 
Combining Eq. (2.34) with Eq. (2.31) we obtain 

^ = - ^ « , . = 1 , ^ - 1 . (2.35) 

Through substitution of Eq. (2.35) in Eq. (2.31), the sequence { V w N = 
1, • • •} has been constructed. 

The value of ucfir finally follows from (cf. Eq. (2.29)) 

u^^a^N for iV = 1 , . . . , (2.36) 

which leads to 
{Lu%\ L4>N) = a^iLrfiN, LV/v) • (2.37) 
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However (cf. Eq. (2.24)), 

(Luff, Li>N) = (ryv_i - rN, Lxj>N). (2.38) 

Application of the orthogonality relations of Eq. (2.26), with m = JV, leads 
to the result 

(Luff,Lt/>N) = {rN_uLil>N) = (rN-i,L</>N). (2.39) 

Combining Eq. (2.39) with Eq. (2.37), we arrive at 

{N) _ {^N-\^L(j>N) 

WWNW-
(2.40) 

With this, the determination of uff has been completed and the iterative 
scheme based on error minimization has been defined. 

More specifically we consider the case that the function (f>/v that is gen­
erated at the 7Vth step of iteration is linearly related to the residual r/v-i at 
the previous step. Then, 

<t>N = TrN-X foriV = l , . . . , (2.41) 

where T is a unique (bounded) linear operator on D. Then the following 
computational scheme is arrived at. In this scheme, the operator LTu de­
notes the repeated operation L{Tu}(x). 

Computational scheme for an arbitrary operator T 

The iterative scheme starts with the initial values 

uo = 0, r0 = f, ERRo = | | / | | . (2.42) 

Next, the scheme puts 

V>i - ZVo, 

Bi = | | J iM| 2 , 
(i) _ (r0, LTr0) 

Q l " * ' 
i*i = u0 + a] Vi , 

n = r0 - a^Li/>i , 
ERRj = | | n | | , (2.43) 
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and computes successively for N = 2, 

B, n 
N-l 

aN 

n = l 

BN = ||£<M|2, 
(N) _ (fN-i,LTrN_i) 

BN 

rN = f - LuN = r/v_! - a}y ^Z^/v , 

ERR/v - | M | . (2.44) 

The important orthogonality relations implicitly used in the iterative scheme 
are 

(Lrpn,Lipm) = 0 f o r m / n , 

(r/v, Lipm) = 0 for m = 1, • • •, N , 

(TW, LTrm) = 0 for m = 0, • • •, N - 1 . (2.45) 

In this scheme, for each N — 1, • • •, the values of ^ v , Z^w and i?/v are stored. 
This means that at the iV th step of iteration, we need computer storage for 
the updated values uyv and r/v, as well as some background storage for the 
values of tpm) Lipm and Bm, for m — l , - - - , iV . The computat ion time 
and computer storage required for each step of iteration increase with an 
increasing number of iterations. 

2.4. Selfadjoint operator LT 

In this section we now investigate the consequences to the scheme of the 
previous section in case the operator LT is selfadjoint. For such operators 
the property 

(u,LTv)= {LTu,v) (2.46) 
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holds. Then, the last orthogonality relation of (2.45) can be written as 

<r„, LTrm) = (LTrn, rm) = 0 for m £ n . (2.47) 

The quantity 

(rN, LTTN) = {LTrN, rN) = {rN, LTvN)* (2.48) 

is real valued. Therefore the expansion coefficient (cf. Eqs. (2.40) and 
(2.41)), 

(N) _ (rN-iiLTrjy-i) 
"N " I |£V-N| | 2 

is also a real quantity. Prom this equation we directly observe that 

IW|2= ( r"-1 ' tT r"- l ) forn = l>-,jy. 

Further, from Eqs. (2.24) and (2.29) we have 

ah } 

(2.49) 

(2.50) 

(2.51) 

Using Eqs. (2.50), (2.51) and (2.41) in Eq. (2.35), the expression for p{
n

N) 

becomes 

&N) 
(LTrN^urn)-(LTrN^urn^) forn = 1 , . . . , N - l . (2.52) 

Taking into account the orthogonality relations of Eq. (2.47), we arrive at 

0 forn = 1,--.,7V- 2 , 

(2.53) PkN) = {rN-i,LTrN_i) for n = N - 1 

Hence, only /% _\ differs from zero and has to be determined. 

Computational scheme for a self adjoint operator LT 

The iterative scheme starts with the initial values 

u0 = 0, r0 = ƒ, ERRo (2.54) 
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Next, the scheme puts 

and computes successively for N 

i l l = 

to = 
5 , = 

«! = 

n = 
ERR.} — 

ly for N = 

{r0,LTr0), 
Tr0, 

llitoll2, 
u0 + -s~V>i , 

Ihll, 
2 , • • ■ , 

(2.55) 

1pN = Tryv-i -f -: lpN-\ , 

A/v = {rN_i,LTrN-\} , 

-+ 

*JV - H^yvll2, 
. A / v / 

rN = f - LUK = rN_i - ——LipN , 
i*AT 

E R R N - ||ryv||. (2.56) 

In this scheme, we need computer storage for the updated values u ^ , ^y> 
Aj\f and r/y. The computation time and computer storage required for each 
step of i teration remain the same for all iterations N = 2, • • •. This scheme is 
equivalent to one of the conjugate-gradient schemes in the literature (GoLUB 
and O ' L E A R Y , 1989). 

The algorithm of the present conjugate-gradient scheme can be further 
simplified as follows. If we introduce the function wjy as 

wN = — - (2.57) 
AM 

and use it in the recursion relation t/jjv — Tr /v- i + A
 N tpN-i of Eq. (2.56), 

we find 

wN = wN-l + -—TrN_u N = 2,.-. (2.58) 
AN 
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Using the expression of Bjsi of Eq. (2.56), we can change the iteration scheme 
as 

I I ^ N I I 2 ' 
LWJV 

\\L^\[ ' " = 'W-i - ITTTTW. * = V " . (2-59) 

In summary, the following computational scheme is arrived at. 

Simplified computational scheme for a selfadjoint operator LT 

The iterative scheme starts with the initial values 

iio = 0, r0 = ƒ, ERRo = | | / | | . (2.60) 

Next, the scheme puts 

Ax = (r0iLTr0), 

M 
Cx = p , ^ ||2, 

1 

ri = r0 - -prLwi , 

ERRi = IMI, (2.61) 

and computes successively for N = 2, • • • , 

wN = wN-i + -—Tryv-i 

^/v = (ryv_i,£Tryv_i) , 

f-

Cyv - | | X W y v | | 2 , 
1 

Cyv 

rN - f - LuN - ryv.! - ——LwN , 
Gyv 

ERRyv = ||ryv||. (2.62) 
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In this scheme, we need computer storage for the updated values u;y, w^ 
and 7*;v. The computation time and computer storage required for each step 
of iteration remain the same for all iterations N = 2, • • • . 

2.5. The Neumann expansion 

In this section we discuss the application of the Neumann expansion to 
the operator equation 

Lu = ƒ for x e D . (2.63) 

To this end the operator is rewritten as 

L = I-K, (2.64) 

where I is the identity operator. Substitution of Eq. (2.64) in Eq. (2.63) 
leads to 

u = Ku + f for x e B . (2.65) 

Operator equations of the type of Eq. (2.65) naturally arise from integral 
equations of the second kind. The iterative scheme defined by 

UQ = 0 , 

uN = Z + uTuyv-i foriV = l , . . . , (2.66) 

is known as the Neumann iterative solution. We define the repeated operator 

KNu = K{KN~lu}(x) forJV = l , . . . , (2.67) 

and K°u = u(x). Then, the repeated application of Eq. (2.66) leads to 

uN=YlKnf forJV = l , . . . , (2-68) 

and hence 
rN = ƒ - LuN = ƒ - uN + KuN = KNf , (2.69) 

which yields 
ERRN = \\KNf\\ . (2.70) 
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Convergence of the Neumann expansion is therefore established if \\KN f \\ —> 
0 as N —► oo. Introducing the norm of the operator K as 

11*11 = sup M , (2.71) 
f*o ||/|| 

we may write \\Kf\\ < \\K\\ \\f\\, and using Eq. (2.67) we find 

\\KNf\\ < \\K\\ \\KN->f\\. (2.72) 

Repeated application of this inequality leads to 

\\KNf\\ < \\K\\N\\f\\, (2.73) 

hence, by combining Eqs. (2.70) and (2.73), it follows that the convergence 
of the Neumann expansion is guaranteed for any admissible ƒ, provided that 
the operator norm 

11*11 < 1 • (2-74) 
In practical applications we do not know the value of this norm and the rate 
of convergence can only be tested numerically. 

In order to relate the Neumann expansion to our general iterative scheme, 
we note that the second relation of Eq. (2.66) is equivalent to 

uN = uN-i + r/v-! forJV = l , - - . , (2.75) 

where 

7*0 = ƒ , 

rN = ƒ - LuN foriV = l , - . . . (2.76) 

Comparing Eq. (2.75) with Eq. (2.21), the Neumann expansion can be char­
acterized through 

uciïr = rN_x foriV = l , . . . , (2.77) 

i.e., the correction function ucfir is taken to be the residual of the previous 
step. It is noted that the Neumann iterative solution only converges for a 
very restrictive class of integral equations (cf. Eq. (2.71)). However, varia-
tional techniques derived in this chapter remove this restriction (VAN DEN 
BERG, 1991; KLEINMAN and VAN DEN BERG, 1991). 
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2.6. Special choices of the operator T 

In this section we now investigate the consequences of some particular 
choices of the operator T. 

Residuals as expansion functions (T = I) 

Firstly, the Neumann expansion suggests the residual of the previous 
step to be taken as a particular choice for the expansion function <j>s in the 
recursive minimization scheme of Section 2.3, i.e., 

(j)N - ryv_! for n = 1, • • • . (2.78) 

This is equivalent to putting the operator T introduced in Section 2.3 equal 
to the identity operator, i.e., 

T = I. (2.79) 

The improvement condition of Eq. (2.28) is then replaced by 

( r w - ^ Z r / v - i ^ O . (2.80) 

Whether or not this condition is satisfied, depends on the particular form 
of the operator L under consideration. The relevant iteration scheme now 
follows by replacing the operator T by the identity operator I in Eqs. (2.42) 
- (2.44) for non-selfadjoint operators L, and in either Eqs. (2.54) - (2.56) or 
Eqs. (2.60) - (2.62) for selfadjoint, not necessarily positive, operators L. The 
scheme of Eqs. (2.54) - (2.56) differs slightly from the standard conjugate-
gradient schemes for positive operators ( ( I u , u ) = (u,Lu) > 0 for all u ^ 0 
on B) that are given in the literature ( G O L U B and VAN L O A N , 1983, section 
10.2), where the quantity (Lu,u) — (f,u) - (u, ƒ) is minimized. 

Preconditioning (T = P) 

We first observe that, if T is chosen equal to the inverse L~l of X, then 
fa = tpi = L~l ƒ and the recursive scheme of Section 2.3 will terminate in the 
first iteration; we then have arrived at the exact solution. For this reasoning 
we take T equal to a suitably chosen preconditioning operator P , where the 
operator LP resembles the identity operator more than L itself does. Thus, 
the method depends on the availability of an approximate inverse to the 
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operator L. Accordingly, we take 

<t>N = P7w_! (2.81) 

or 
T = P, (2.82) 

The relevant iteration scheme now follows by replacing the operator T by 
the preconditioning operator P in Eqs. (2.42) - (2.44) for non-selfadjoint 
operators XP, and in either Eqs. (2.54) - (2.56) or Eqs. (2.60) - (2.62) for 
selfadjoint operators LP. 

Symmetrization (T — L*) 

When the operator L is not selfadjoint, the previous scheme for T = I 
leads to a recursive minimization scheme, in which the computer storage of 
the expansion functions required for each step of iteration increases with an 
increasing number of iterations. However, when we take 

<j)N = L*7w-i (2.83) 

or 
T = L* , (2.84) 

the operator 
LT = LL* = L*L (2.85) 

is selfadjoint and we can now use the simple iteration scheme of either 
Eqs. (2.54) - (2.56) or Eqs. (2.60) - (2.62) for selfadjoint operators LT with 
T replaced by L*. Since 

(rN-UL(j)N) = (L*rN_u<j>N) = {^N^N) = ( X > N - I , ^ > / V - I ) ï 0, (2.86) 

the improvement condition (cf. Eq. (2.28)) is automatically satisfied and the 
orthogonality relation of Eq. (2.47) simplifies to 

(XVm_!, X*rn_!) = ((j>m,(t>n) = 0 tornen. (2.87) 

Hence, the expansion functions generated according to Eq. (2.83) form an 
orthogonal sequence. 
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The scheme of Eqs. (2.54) - (2.56), with T replaced by L* and the ex­
pression for AN replaced by 

AN = \\L*rN-i ||2 for N = 1, • • • , (2.88) 

is known as the conjugate-gradient scheme for a non-selfadjoint operator L 
(VAN DEN B E R G , 1984). 

Preconditioning and symmetrization (T — PP*L*) 

When the operator LP is not selfadjoint, the scheme for T = P leads 
to a recursive minimization scheme, in which the computer storage of the 
expansion functions required for each step of iteration increases with an 
increasing number of iterations. However, when we take 

</>/v = P P * X * r N _ ! (2.89) 

or 
T = PP*L* , (2.90) 

the operator 
LT = LPP*L* = (LP){LPy (2.91) 

is selfadjoint and we can now use the simple iteration scheme of either 
Eqs. (2.54) - (2.56) or Eqs. (2.60) - (2.62) for selfadjoint operators LT with 
T replaced by PP*L* and the expression for AN replaced by 

AN = \\P'L*rN_, ||2 for N = 1, • • • , (2.92) 

is a conjugate-gradient scheme for a preconditioned non-selfadjoint operator 
L. Note that the error criterion applies to the original operator equation. 
This differs from standard preconditioned conjugate-gradient schemes, where 
the error is minimized in the range of the preconditioned operator equation. 

In the next section, we consider the case that the integral operator L 
has a convolution kernel. Then, for the evaluation of the operator expres­
sions, an advantageous combination of the conjugate-gradient algorithm and 
the Fourier transform can be employed. In addition, for this special case, 
an efficient preconditioning operator can be devised to improve the ra te of 
convergence. 
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2.7. Operators of convolution type 

In this section we consider an operator equation obtained in an analysis 
in the Laplace-transform domain. For some particular value of the Laplace-
transform parameter, we write this equation in the operator notation. In 
the special case that in the operator equation 

Lu = ƒ, x G D , (2.93) 

the operator has a convolution kernel with respect to the spatial variables, 
we take advantage of this structure. Although both Lu and ƒ assume values 
on 3D, the operator has a natural extension to the complete space ]RP. D is 
considered as a proper subspace of Hp. It is assumed that the operator has 
a convolution structure of the form 

Lu = LXj)ü = f g{x- z')X]D(z>(z')da; '> x G Bp , (2.94) 

in which we have assumed that g(x) is defined for all x G Bp . Here, the 
characteristic function (see Fig. 1.3) 

XB = {1,2>°} when z G {B, dB, 3D'} (2.95) 

is introduced. In order to take advantage of the convolution structure of the 
operator, we define the p-dimensional Fourier transform by the operator F 
and the inverse by F - 1 , i.e., 

ü = F{u} = / exp(;sa • x)u(x)dx, sa G B p , (2.96) 
Jx(E;lR.P 

F _ 1 {u} = — — ƒ exp(-jsa • x)ü(jsa)da = ü, x G Hp , (2.97) 

where a • x = Y?q=\ aqxq- Then, the Fourier transform of the convolution of 
Eq. (2.94) can be written as 

F{Lxj)ü} = g F{Xj)u} , (2.98) 

where 
9 = F{g} . (2.99) 

In our iterative schemes, the different operator expressions can now be com­
puted with the help of the Fourier transformations. 
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Computation of the operator 

When the operator of Eq. (2.93) is of the convolution type, the operator 
expression Lxj)U can be computed with the use of Eq. (2.98) as 

LXDU = F-1{gF{Xj>ü}} . (2.100) 

It is noted that in the actual numerical computations this operator expression 
can be computed by using the discrete versions of the forward and inverse 
Fourier transformations. 

Computation of the preconditioning operator 

A preconditioning operator is now constructed as follows. Let us write 
Eq. (2.98) as 

F{XDU} = 9-1F{LXI)Ü}. (2.101) 

Using Eqs. (2.93) and (2.94) we may write 

F{xj)ü} = g^F&nLxnüy + g^Fixjï'Lxnü} 
= g-'FixDn + g-'FixvLxDU}, (2.102) 

where X D ' = 1 - XD- The inverse Fourier transformation of Eq. (2.102) 
yields 

Ü = F " 1 {g-lF{xxf}} + F'' {rlF{Xj>'LXT>*}} , * G D . (2.103) 

This is an integral equation of the second kind and in operator notation it 
may be written as 

ü = Pxnf + Qxnü, xen. (2.104) 
Now P is taken to be an approximate inverse of L and Qxj)ü 1S ^n e error in 
solving Eq. (2.93). The latter error in constructing the approximate inverse 
is due to the non-zero values of Lu on B'. In the remainder the operator P 
will be employed as a preconditioner and its extension to B p is given by 

PXDV = F-'{g-lF{Xj)v}}, xe-B.". (2.105) 

It is noted that in the numerical work the operator expression Pxj)V c a n 

also be computed by using the discrete versions of the forward and inverse 
Fourier transformations. 
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Computation of the adjoint operators 

To complete the discussion we remark that the adjoint operators neces­
sary in our iterative scheme are given by 

L*v = f g*(x' - z)v(x')&x\ x G B , (2.106) 
Jx'eJ) 

or in terms of the Fourier transforms, which are the forms actually employed 
in the computations, 

L'xr>i = r-1{g'F{xx*}} (2-107) 
and 

P*Xi)ü = F-'^gT'Hxvü}} , (2.108) 

where g is given in Eq. (2.99) and g* is the complex conjugate of the trans­
pose. Again, it is noted that in actual numerical computations we use the 
discrete versions of the forward and inverse Fourier transformations. 





Chapter 3 

Basic Equations in Acoustics 

In the present chapter we discuss the acoustic wave equations in their 
most simple form. These equations form the basis of our treatment of seismic 
wave problems. The fundamentals can be found in the classical treatises by 
LORD RAYLEIGH (1894), LAMB (1925), LOVE (1944), RSCHEVKIN (1963), 
MORSE and INGARD (1968), SKUDRZYK (1971), HANISH (1981) and in the 
series edited by MASON (1964 - • • •). The application of acoustic waves in 
seismic processing has been discussed by BERKHOUT (1987). We present the 
partial differential equations for the acoustic pressure, the particle velocity, 
the mass flow density and the volume change. Next, we discuss the constitu­
tive relations that define how the mass flow density and the volume change 
are related to the acoustic pressure and the particle velocity. The relational 
parameters are the mass density and the compressibility. At discontinuities, 
the partial differential equations are supplemented with boundary condi­
tions. 

3.1. The acoustic wave equations 

The acoustic wave equations are representative for the action of mechan­
ical forces and the influence of inertia during the acoustic wave motion as 
well as of the deformation that take place during this wave motion. The 
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acoustic wave motion is a dynamical state of matter that is superimposed 
on a static equilibrium state. In this respect, we shall only retain the first-
order terms to describe the acoustic wave motion. Further, as can be done 
in practically all terrestrial applications, the influence of gravity is neglected 
(see B A T H and B E R K H O U T , 1984, p. 400). 

The equation of motion 

Applying Newton's law of motion to a representative elementary domain 
of a fluid, we arrive at the local equation of motion which we write as 

fl*P+** = ƒ*. (3.1) 

In this equation, 

p = acoustic pressure (Pa), 

ik = mass-flow density rate (kg/m 2s 2) , 

fk = volume source density of volume force (N/m 3 ) . 

The acoustic pressure is representative for the contact forces between adja­
cent elements of the fluid, the mass-flow density rate for the inertia properties 
of a portion of the fluid, and the volume source density of volume force for 
the action of volume forces. In our applications forces of this kind will be 
employed to represent the action of acoustic sources of the "dipole" type. 

The deformation equation 

By following an elementary portion of the fluid for a short while on its 
course and observing the changes in dimensions and shape of this portion, 
the following deformation equation is obtained: 

OM ~ &'' = 9 • (3-2) 

In this equation, 

Vk = particle velocity (m/s) , 

0* = induced part of the cubic dilatation rate ( s _ 1 ) , 

q = volume source density of injection rate ( s _ 1 ) . 

The particle velocity is the spatially averaged drift velocity of the particles 
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constituting the fluid, the cubic dilatation rate is representative for the rela­
tive changes in volume of a fluid portion per time unit. The induced part of 
the latter is related to the action of the pressure via an equation of state; the 
volume density of injection rate is the remaining part, which is representative 
for the action of acoustic sources of the "monopole" type. 

The constitutive relations 

The constitutive relations express the mass flow density rate $k and the 
induced cubic dilatation rate 0* in terms of the particle velocity Vk and the 
acoustic pressure p. These relations are established by a physical experiment. 
In view of the assumed passivity of the fluid, we require that for any type of 
fluid we have {$£ , 0*} —> 0 as {vk, p) —» 0. 

When the values of {iky ®1} are linearly related to the values of {vk, p}, 
we denote the fluid as linear. If this is not the case, the fluid is denoted 
as non-linear. Since the constitutive relations apply to a particular piece of 
matter, linearity in behavior is to be understood in the so-called Lagrangian 
sense, i.e., time rates are observed by a co-moving observer. 

When the operators that express the values of {iky ®*} in terms of the 
values of {vky p) are time invariant, the fluid is denoted as time invariant. 

When the constitutive relations express the values of {iky 0*} at some 
instant in terms of the values of {vk, p) at the same instant only, the fluid 
is denoted as instantaneously reacting. When, on the other hand, the values 
of {iky Ó*} are expressed in terms of the values of {vjt, p) at all previous 
instants, the fluid is said to show relaxation; the property that only the past 
is involved in relaxation phenomena, is known as the principle of causality. 

When the values of {iky 0 1 } at some position are related to the values 
of {vk, p) at the same position only, the fluid is denoted as locally reacting. 

If at a point in space the constitutive operators are orientation invariant, 
the fluid is denoted as isotropic at that point. If this property does not 
apply, the fluid is denoted as anisotropic. 

In a domain in space where the constitutive operators are shift invariant, 
the fluid is denoted as homogeneous; in a domain in space where the shift 
invariance does not apply, the fluid is denoted as inhomogeneous. 

For a wide class of fluids, the mass flow density rate ik only depends on 
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the particle velocity vk (and not on the acoustic pressure), and the induced 
cubic dilatation rate 0* only depends on the acoustic pressure p (and not on 
the particle velocity). Further, in this book, we shall only deal with fluids 
that, in addition, are linear, time invariant, instantaneously reacting, locally 
reacting and isotropic in its acoustic behavior, while inhomogeneous fluids 
will be admitted. We then have 

*k(x,t) = p{x)Dtvh(x,t), (3.3) 

and 
Qi{x,t) = -K(x)Dtp{x,t), (3.4) 

where 

p — volume density of mass (kg/m3), 

AC = compressibility (Pa - 1 ) , 

are the constitutive coefficients and 

Dt = 8t + vkdk (3.5) 

is the time derivative that an observer experiences when co-moving with the 
fluid (with speed vk). In a domain where the constitutive coefficients intro­
duced here change with position, the fluid is inhomogeneous; in a domain 
where they are constant, the fluid is homogeneous. 

3 . 1 . 1 . Low-veloc i ty a p p r o x i m a t i o n 

The system of equations that consists of the equation of motion, the 
deformation equation and the constitutive relations discussed in the previous 
section, is non-linear in the particle velocity due to the occurrence of the 
latter in the operator Dt of Eq. (3.5). Fortunately, in seismic practice, 
the quantities associated with the acoustic wavefield are small-amplitude 
variations on the equilibrium state of the earth. Then, results of a sufficient 
accuracy are obtained by solving the linearized equations. Therefore, we 
shall employ Eqs. (3.3) - (3.4) in their low-velocity approximation, i.e., we 
replace Dt as defined by Eq. (3.5) by 

Dt = dt. (3.6) 
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The basic acoustic wave equations are then given by 

dkp + pdtvk = fk, (3.7) 

dkvk + ndtp = q. (3.8) 

These equations are the theoretical fundaments of our seismic model. 

3.1 .2 . Acoust ic boundary conditions 

In those domains in a fluid where the constitutive parameters change 
continuously with position, the acoustic pressure and the particle velocity 
are continuously differentiable functions of position and satisfy the differen­
tial equations (3.7) and (3.8). Now, in practice, it often occurs that fluids 
with different material parameters are in contact along interfaces. Across 
such an interface, the constitutive parameters show a jump discontinuity. 
Prom the equation of motion and the deformation rate equation it then fol­
lows that at least some components of the particle velocity, and possibly 
the pressure, show a jump discontinuity across the interface. Consequently, 
the pressure and/or the particle velocity are no longer continuously differ­
entiable, and Eqs. (3.7) and (3.8) cease to hold. To interrelate the acoustic 
wavefield quantities at either side of the interface, a certain set of bound­
ary conditions is needed. To arrive at these boundary conditions, we shall 
assume that along the interface the two fluids remain in touch, but do not 
mix. Then, the component of the particle velocity normal to the interface 
should be continuous across the interface. Otherwise, the fluid at one side of 
the interface would either move away from the fluid at the other side of the 
interface or mix with it. The components of the particle velocity parallel to 
the interface may be different at each side of the interface, since along the 
interface the two fluids may slide with respect to each other. To arrive at 
the conditions to be laid upon the acoustic pressure, we proceed as follows. 

Let S denote the interface and assume that S has everywhere a unique 
tangent plane. Let, further, vk denote the unit vector along the normal to S 
such that upon traversing S in the direction of vk, we pass from the domain 
D2 to the domain 1)], 1^ and D2 being located at either side of S (Fig. 3.1). 
Suppose, now that some (or all) acoustic wave quantities jump across S. In 
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Figure 3.1. Interface between two media with different acoustic properties. 

the direction parallel to S, all acoustic wave quantities still vary in a contin­
uously difFerentiable manner, and hence the partial derivatives parallel to S 
give no problem in Eqs. (3.1) and (3.2). The partial derivatives perpendic­
ular to S, on the contrary, meet functions that show a jump discontinuity 
across S; these give rise to surface Dirac distributions (surface impulse func­
tions) located on S. Distributions of this kind would, however, physically be 
representative of surface sources located on S. In the absence of such surface 
sources, the absence of surface impulse functions in the partial derivatives 
perpendicular to S should be enforced. The latter is done by requiring that 
these normal derivatives only meet functions that are continuous across S. 
This procedure leads to 

p is continuous across S (3-9) 

and 
Vkvk is continuous across S . (3.10) 

Equations (3.9) and (3.10) are the boundary conditions at a sourcefree in­
terface between two different fluids. Equation (3.10) has already been con­
jectured on physical grounds, but is here shown to be consistent with the 
deformation rate equation (Eq. (3.2)). 
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Figure 3.2. Limiting procedure approaching the boundary of 
an impenetrable object. 

Impenetrable object (void) 

A subdomain D of the fluid is denoted as a void if in it the acoustic 
pressure is negligibly small, while the continuity of the acoustic pressure 
across the boundary surface dD of the void is maintained. Consequently, 
the boundary condition upon approaching the boundary surface dD of a 
void via its exterior is given by (Fig. 3.2) 

lim p(x + £i/, t) = 0 for any x £ dD , (3.11) 

where i/ is the unit vector along the normal to dD pointing away from D. We 
are not free to prescribe the normal component of the particle velocity in this 
case. In fact, the normal component of the particle velocity will, in general, 
have a non-zero value at <9B, while it is not defined in D. A subdomain of 
the fluid can in practice be considered as a void if the acoustic pressure in it 
is negligibly small compared to the pressure in other parts of the fluid. For 
example, an air bubble in sea water can in most cases be regarded as a void. 

Impenetrable object (perfectly rigid) 

A material body, occupying a domain D in the fluid, is denoted as a 
perfectly rigid object if it cannot be deformed and if its surface is impene-
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trable to the surrounding fluid. If in addition the object is held immovable 
by external means, we have (Fig. 3.2) 

lim vkvk{x + ei/, t) = 0 for any x G dD . (3.12) 

If Eq. (3.12) holds, we are not free to prescribe the acoustic pressure on dD. 
In fact, the acoustic pressure will, in general, have a non-zero value at dD, 
while it is not defined in D. 

3.2. The acoustic equations in the 
Laplace-transform domain 

In a large number of cases met in practice, we are interested in the behav­
ior of acoustic wavefields in linear and time-invariant configurations. Mathe­
matically, one can take advantage of this situation by carrying out a Laplace 
transformation with respect to time and considering the equations governing 
the acoustic wavefield in the corresponding Laplace-transform domain or s-
domain. In the s-domain relations, the time coordinate has been eliminated, 
and a wavefield problem in space remains in which the transform parameter s 
occurs. Causality of the wavefield is taken into account by taking Re(s) > 0, 
and requiring that all causal wavefield quantities are analytic functions of 
s in the right half 0 < Re(s) < oo of the complex s-plane. In a number 
of wavefield problems, the transform parameter s is profitably chosen to be 
real and positive. Further, by considering the limiting case s — jv, where 
j is the imaginary unit and u> is real and positive, the complex steady-state 
representation of sinusoidally in time oscillating wavefields of angular (or 
circular) frequency u> follows, the complex representation having the com­
plex time factor exp(ju)t). For arbitrary complex values of 5 in the domain 
of analyticity, all 5-domain wavefield quantities are Laplace transforms of 
real-valued functions of the time coordinate t. As a consequence, the s-
domain wavefield quantities are real valued for real and positive values of s. 
On account of Schwarz's principle of reflection, the relevant functions then 
take complex conjugate values for conjugate points in the complex s-plane 
(TlTCHMARSH, 1939, p. 155). 
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The s-domain acoustic wave equations 

We subject the acoustic wavefield equations (3.7) and (3.8) to a Laplace 
transformation over the interval T= {t € H]t > t0], (see Section 1.2.1). 
For completeness, we allow a non-vanishing acoustic wavefield to be present 
at t = to, although in the majority of cases we are interested in the causal 
wavefield generated by sources that are switched on at the instant t = to, in 
which case the initial values of the acoustic wavefield are taken to be zero. 
Since (cf. Eq. (1.15)) 

oo 

exp(-st)dtvk(x, t)dt - -vk(x, t0) exp(-st0) + svk{x, s) (3.13) 
0 

and 
oo 

exp(-st)dtp(x, t)dt = -p(x, t0)exp(-sto) + sp(x, s), (3.14) 
0 

we arrive at 
dkp + spvk = fk + pvk(x, to)exp(-sto), (3.15) 

dkvk + SKp = q + Kp(x, t0)exp(-st0) . (3.16) 

Prom Eqs. (3.15) and (3.16) it follows that, in the s-domain, one can take 
into account the influence of a non-vanishing initial acoustic wavefield by 
properly incorporating it in the s-domain volume densities of external volume 
force and external volume injection rate. In the remainder of our analysis, 
it will be tacitly understood that non-zero initial acoustic wavefield values 
have been accounted for in this manner. Our acoustic wave equations in the 
s-domain have then the final form 

dkp + spvk = fk , (3.17) 

dkvk + sup - q. (3.18) 

After transforming back to the time domain, the reconstructed acoustic 
wavefield values are zero in the interval t G T', where T' = {t e IR; t < t0}, 
and equal to the actual wavefield values when t G T. In addition, many 
of the Laplace inversion algorithms yield half the wavefield values at the 
instant t 6 dT, where #T = {t £ B;i = t0}. Notationally, this can be 
expressed by employing the characteristic function XT = Xr(t) of the set 
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T defined by Eq. (1.13). Wi th this notation, we have for any space-time 
function u = u(x, t) 

Inverse Laplace transform of u(x, s) = X T ( 0 U(«> t). (3.19) 

The steady-state analysis 

The behavior of acoustic waves of interest is often characterized by 
the results of a steady-state analysis. In such an analysis, all acoustic wave 
quantities are taken to depend sinusoidally on time with a common angular 
frequency, u> say. Each purely real quantity can then be associated with a 
complex counterpart and a common time factor ex^(jut). In doing so, the 
original quantities in the time domain are found from the complex counter­
parts as 

{p(x, t), vk(x, t), q(x, t), fk(x, t)} 

= R e [{p{*Jv),Vk{xJw),q{*>Jv)i fk(xju))}exp(jwt)] . 
(3.20) 

Substitution of these complex representations in the basic equations in the 
t ime domain yields, except for the common time factor exp(jurt), a set of 
basic equations 

dkP + jvpvk = h , (3.21) 

dkVk + iuK-p - q . (3.22) 

These equations are identical to the one of the Laplace-transform domain, 
viz. Eqs. (3.17) - (3.18) with s — ju. Hence, we interpret the steady-state 
analysis as a limiting case of the time Laplace-transform analysis in which 
s —> ju> via Re(s) > 0. In this way we have ensured that the causality 
remains satisfied. 

3 . 2 . 1 . B o u n d a r y c o n d i t i o n s in t h e L a p l a c e - t r a n s f o r m d o m a i n 

The boundary conditions that have been discussed in Section 3.1 apply, in 
the linearized low-velocity approximation, to time-invariant boundaries. As 
a consequence of this, these boundary conditions can directly be transferred 
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to the 5-domain. At the interface S of two different fluids we therefore have 
(cf. Eqs. (3.9) and (3.10)) 

p is continuous across S (3.23) 

and 
i/^Vk is continuous across S , (3.24) 

while from Eq. (3.11) we have 

lim p(x + £i/, s) = 0 for x G boundary of a void , (3.25) 

and from Eq. (3.12) we have 

lim v^Vkix -f ev, s) — 0 (3.26) 

for * £ boundary of an immovable, perfectly rigid object. 

This concludes the discussion of the general framework of the acoustic 
wave equations and the acoustic boundary conditions. Before turning our 
attention to the acoustic reciprocity theorems, we first discuss in the next 
chapter the acoustic wavefield in an unbounded, homogeneous medium; in 
particular, the acoustic wavefield from a point source (the Green's function) 
is derived. 





Chapter 4 

Radiation in an Unbounded, 
Homogeneous Medium 

In this chapter we calculate the acoustic wavefield that is causally related 
to the action of sources of bounded extent in an unbounded homogeneous 
medium. Mathematically, one can take advantage of this spatial invariance 
of the configuration by carrying out a spatial Fourier transformation. The 
latter is applied to the wavefield quantities that satisfy the s-domain equa­
tions discussed in Chapter 3. Then, an algebraic problem remains, in which 
the spatial Fourier-transform parameter jsa. and the Laplace-transform pa­
rameter s occur. The acoustic scalar and vector potentials are introduced. 
Inversion to the spatial domain and to the time domain yields the desired 
representations for the wavefield quantities. Specifically, the acoustic wave-
field of a point source is calculated. 

4.1. Source representations in the spectral 
domain 

The 5-domain particle velocity and acoustic pressure in a homogeneous 
fluid with constant volume density of mass p and constant compressibility K 
satisfy the s-domain acoustic wavefield equations (cf. Eqs. (3.17) and (3.18)) 
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Figure 4.1. Source domain in an unbounded homogeneous embedding. 

dkp + spvk = fk, (4.1) 

dkVk + snp - q . (4.2) 

We assume that fk and q only differ from zero in some bounded sub domain 
^source of H 3 (Fig. 4.1). To solve Eqs. (4.1) and (4.2) we subject these 
equations to a three-dimensional Fourier transformation (cf. Section 1.2.2) 
over the entire three-dimensional configuration space B 3 . We further assume 
tha t vie and p show, for Re(s) > 0, an exponential decay as |sc| —► oo. Then, 
the spatial derivative dk may be replaced by a multiplication with -jsak in 
the spectral domain. Wi th this, Eqs. (4.1) and (4.2) transform into 

- jsakP + spvk = fk , (4.3) 

- jsotkVk + sap = q , (4.4) 

where 
{P, VkyiJsa, s)= exv{jsaqxq){p, vk}{*, s)dV , (4.5) 

JxeRr 
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{qJk}(jsa1s)= f exv(jsaqxq){qJk}(x,s)dV, (4.6) 
JXeDsource 

and a is the angular-slowness vector. 

To solve {p,Vk} from Eqs. (4.3) and (4.4) we multiply Eq. (4.4) by sp 
and substitute Eq. (4.3) into Eq. (4.4). The result is 

s2(aqaq + Kp)p - spq + jsakfk . (4.7) 

From Eq. (4.7) the expression for the acoustic pressure in the angular-
slowness-vector space is obtained as 

p = G(spq + jsakfk) , (4.8) 

in which 
1 (4-9) s2(aqaq + Kp) ' 

From Eqs. (4.3) and (4.8) the expression for the particle velocity in the 
angular-slowness-vector space follows as 

vi = —fi+ jsaiGq + —jsaijsakGfk . ( 4 - l ° ) 
sp sp 

To elucidate the structure of the right-hand sides of Eqs. (4.8) and (4.10), 
we introduce the angular-slowness-vector-domain acoustic scalar potential 

* = Gq (4.11) 

and the angular-slowness-vector-domain acoustic vector potential 

Wk = Gfk . (4.12) 

In terms of these, Eq. (4.8) can be rewritten as 

p = sp$ + jsakWk (4.13) 

and Eq. (4.10) as 

vi = —ƒ/ -f jsai^f + — jsaijsakWk . (4.14) 
sp sp ' 

Equations (4.13) and (4.14) are the desired source representations in the 
angular-slowness-vector domain or spectral domain. 
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4.2. Source representations in the s-domain 

The inverse spatial Fourier transformation of Eqs. (4.13) and (4.14) will 
be carried out; this will result into the 5-domain expressions for the acoustic 
pressure and the particle velocity of the acoustic wavefield radiated by the 
sources. Using the rule that -jsatk corresponds to #&, we obtain the s-
domain source representations 

p = sp* - dkWk (4.15) 

and 
vt = —fi - 0 |$ + —didkWk . (4.16) 

sp sp 
The expressions for the 5-domain acoustic scalar and vector potentials $ and 
Wk are obtained by carrying out the inverse spatial Fourier transformation 
of Eqs. (4.11) and (4.12), respectively. Since the product of two functions 
in the angular-slowness-vector space corresponds to the convolution of these 
functions in the spatial domain (cf. Section 1.2.2), we obtain 

$(a;, s) = f G{x - as', s)q(x', s)dV, x € B 3 , (4.17) 
J X' £ MJsource 

and 

Wk{x,*)= [ G(x-x',s)fk(x,,s)&V, * 6 B 3 , (4.18) 
Jx'eBsource 

in which the Green's function 

G(«, s) = - ^ f exj>(-jsaqxq)G{jsoL, s)dV . (4.19) 

Note that in the right-hand sides of Eqs. (4.17) and (4.18) we have taken 
care to distribute the arguments over the functions such that the integration 
is carried out over the fixed source domain DSOurce-

Equations (4.15) - (4.16) constitute the solution to the 5-domain acoustic 
radiation problem in an unbounded homogeneous medium. Owing to the 
simple way in which the Laplace-transform parameter 5 occurs, the inversion 
back to the time domain can easily be carried out. Before going to the time 
domain, we first consider the Green's function and the far-field expressions. 
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The s-domain expression of the Green's function 

In this subsection we discuss the spatial Fourier integral representation 
of the Green's function (cf. Eq. (4.19)), in which the spectral representation 
of the Green's function is given by (cf. Eq. (4.9)) 

with 
7 = - , (4.21) 

c 
where the acoustic wave speed c is given by 

c = (up)-'* . (4.22) 

It is easily verified that G is the three-dimensional Fourier transform, over 
the entire configuration space ]R3, of the function G = G(x,s) that satisfies 
the three-dimensional modified Helmholtz equation 

(dqdq-f)G=-6(x), (4.23) 

where 6(x) is the three-dimensional Dirac distribution (impulse function) 
operative at x = 0. The simplest way to evaluate the right-hand side of 
Eq. (4.19), where G(jsot,s) is given by Eq. (4.20), is to introduce spherical 
coordinates in the $a-domain with origin at sak = 0 and the direction x as 
polar axis. Let (3 = \sa\ and 6 the polar angle between set and x. Then 
the range of integration is 0 < /3 < oo, 0 < 0 < 7r, 0 < <f> < 27T, where 
(j> is the azimuth angle in the plane perpendicular to x. In the integral we 
use saqxq — /3|ai|cos(0), s2aqaq = p1 and dV= /32sin(0)d/3d0d<£. In the 
resulting integral we first carry out the integration with respect to <j>\ this 
merely amounts to a multiplication by a factor of 2w. Next we carry out the 
integration with respect to 9, which is elementary. After this we have 

* ( • • *) = ̂ r e X P ( i 4 | i E | - ) " e X P ( ' y 4 | ! E | ) ^ . (4.24) 

This can be written as 

é(.,,)= 1 T ï ^ H l ^ . (4.25) 
v ; 47T2j|a! |y_00 (32+y2 K } 



80 RADIATION IN AN UNBOUNDED, HOMOGENEOUS MEDIUM 
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Figure 4.2. Contour integration in the complex /3-plane. 

The integral at the right-hand side of Eq. (4.25) is evaluated by continuing 
the integrand analytically into the complex /3-plane, supplementing the pa th 
of integration by a semi-circle situated in the upper half-plane 0 < Im(/3) < 
oo and of infinitely large radius, and applying the theorem of residues (Fig. 
4.2). On account of Jordan's lemma the contribution from the semi-circle 
at infinity vanishes. Further, the only singularity of the integrand in the 
upper half of the complex /3-plane is the simple pole /3 = j ' 7 . Taking into 
account the residue of this pole, we finally arrive at the Green's function in 
the s-domain 

exp( -7 |a ; | ) G{x,s) = 
4TT\X\ 

(4.26) 

This is the well-known expression for the spherical wave due to a point source 
in a homogeneous medium. 
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4.3. Far-field radiation characteristics in the 
5-domain 

In many applications one is often particularly interested in the behavior 
of the radiated wavefield at large distances from the radiating structures. To 
investigate this behavior, we consider the leading term in the expansion of 
the right-hand sides of Eqs. (4.15) - (4.16) as |ic| —► oo; this term is denoted 
as the far-field approximation of the relevant acoustic wavefield. The region 
in which the far-field approximation sufficiently accurately represents the 
wavefield values is denoted as the far-field region. 

To arrive at the far-field representations we observe that (see Fig. 4.3) 

Figure 4.3. Configuration for the far-field radiation-characteristics. 
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(4.27) 

and hence 

\x - x'\ = |z | - ^ + Orderdajp1) as |z | - oo , (4.28) 

where 

fc = S <4-29> 
is the unit vector in the direction of observation. For the derivatives of 
| se - x'\ we further have 

dk\*-x'\ = ? * ^ (4.30) 
\x -x'\ 

and hence 
dk\x - x\ = ik + Orderdaïl"1) as |a?| -> oo . (4.31) 

Using these results, the Green's function of Eq. (4.26) can, in the far-field 
region, be approximated by 

G{x - a?', 5) = é(a?, 5)exp(7^x^) + Order(|aj|-2) as \x\ -♦ oo , (4.32) 

and its spatial derivatives by 

dkG(x - s ' , s ) = -7^G(a,«)exp(7{9JB^) -f Order(|a;|"2) as |as| —♦ oo . 
(4.33) 

Using these results in the expressions of Eqs. (4.17) and (4.18) for the po­
tentials we obtain their far-field approximations 

{*, Wk}(x, s) = {*°°, W H ( * . *)G(*,') + Order(|x|-2) as |*| - oo , 
(4.34) 

in which 

{*°°, W*00}«, *) = / ^ exp(7^<){<7, ƒ*}(*', s)dV . (4.35) 

Using them in the expressions of Eqs. (4.15) and (4.16) for the acoustic 
pressure and particle velocity, we obtain the far-field approximations 

{p,!>*}(»,«) = {pOG,vntt,s)G(x,s) + Oidei(\x\-2) as |*| - oo , (4.36) 

1 - 2* , * ; .'12 

+ X 
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in which 

r = ^ ° ° + 7 W 5 (4.37) 

vr = 76*00 + -titkW? , (4.38) 
sp 

where we have used the fact that {g, ƒ*} vanishes outside the source domain. 
As Eq. (4.36) shows, the acoustic pressure and particle velocity have, in the 
far-field region, the structure of a spherical wave that expands radially from 
the origin of the coordinate system (which is also denoted as the phase center 
of the far-field approximation), the latter being chosen in the neighborhood 
of the radiating sources, with an amplitude that depends on the direction of 
observation and that decreases inversely proportional to the distance from 
the chosen origin. The amplitude radiation characteristics {j3°°, t>£°} depend 
only on the direction of observation £, and on s. 

Upon inspecting the dependence of \£°° and W%° on £, a comparison of 
Eq. (4.35) with Eq. (4.6) shows that 

{*°°, WTH& ') = R AK7É, *) • (4.39) 

Consequently, in the far-field region only the spatial Fourier transforms of 
the source distribution at the subset of angular-wave-vector values jsot — 7^ 
are "seen". Since sex is real, the observation is only true if 5 is imaginary 
valued. In the latter case we introduce the real slowness vector p = jot (see 
Eq. (1.42)). Then, Eq. (4.39) is rewritten as 

{*°°, wrK^iw) = {qJk}U»p>i»)> P = -. (4.40) 
c 

4.4. Source representations in the t ime domain 

Owing to the simple structure of Eqs. (4.15) - (4.16) in which the Laplace-
transform parameter s occur, the inversion of the acoustic wavefield quanti­
ties back to the time domain can now easily be carried out. Evidently, the 
time-domain equivalents of Eqs. (4.15) -(4.16) contain the time-differentiated 
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and the time-integrated forms of the acoustic scalar and vector potentials. 
For the latter, we employ the notat ion 

{ƒ**, I,Wk}(x, *) = {ƒ' *(«, t')dt', f Wk(x, t')dt'} . (4.41) 
Jt0 Jto 

Using Eq. (1.23), we obtain the time-domain equivalents of Eqs. (4.15) -
(4.16) as 

/»fl,« - dkWk = Xy{t)p{x, t), (4.42) 

-Jtf, - Ö,* + -8,dkftWk = XT(t)v,(x,t). (4.43) 

The time-domain equivalent of the Green's function is easily obtained from 
Eq. (4.26) as 

6(t- £h 

Therefore, the time-domain equivalents of the scalar and vector potentials 
of Eqs. (4.17) and (4.18) are obtained as 

* ( * > * ) = / „ ^~T1 ^ d v > ( 4 - 4 5 ) 
Jx'£Daource 47r|aj-« / | 

and 

Wk(x, t) = / ™ ^ - ^ d V . (4.46) 

Expressions (4.45) and (4.46) are known as retarded potentials: the time 
argument in the integrands is delayed by the travel t ime J "• tha t the 
acoustic wave needs to traverse the distance |SB —aj'| from the source point 
x' to the observation point x with the speed c. 

4.5. Far-field characteristics in the t ime domain 

In this section we consider the far-field radiation characteristics that re­
sult from the time-domain source-type representations of Eqs. (4.42) - (4.43) 



FAR-FIELD CHARACTERISTICS IN THE TIME DOMAIN 85 

as \x\ —► oo. Using Eq. (4.28) we obtain for the retarded time argument oc­
curring in Eq. (4.45) and (4.46) the expression 

t _ Ü L J Ü = t - £! + ^ + Orderd*!"1) as \x\ -> oo . (4.47) 
c c c 

With this the far-field representations for the vector potentials are obtained 
as 

{$ ,W t }(» , t ) = • * / ; , • ^ + Order( |*r2) as |z| - oo, (4.48) 

in which 

'x'eDt 

We further obtain for the spatial derivatives 

{*°°, » T } ( « . * ) = ƒ „ { « , ƒ * } ( » ' , * + ^ ) d V . (4.49) 

Skl%Wt)M„ _&<*-■ W H t . - f ) + 0 r t o ( | , r , ) 
c 47T|a;| 

as |*| -> oo , (4.50) 

where derivatives with respect to aj£ have been interchanged for a deriva­
tive with respect to time. Using Eqs. (4.48) - (4.50) in the expressions of 
Eqs. (4.42) - (4.43), we arrive at 

-To00 v?°\(£ t - i ^ ï 
{p,vk}(x,t) = iP ' Y 7 ' * J + Orderd^r 2 ) as |*| - oo , (4.51) 

in which 
p°° = pdtV» + ^dtW£° , (4.52) 

c 
oo = &f l j$oo + ^ ^ ö ^ o o . (4.53) 

c 
As Eq. (4.51) shows, the acoustic pressure and particle velocity have, in 
the far-field region, the structure of a spherical wave that expands radially 
from the origin of the coordinate system, the latter being chosen in the 
neighborhood of the radiating sources, with an amplitude that depends on 
the direction of observation and that decreases inversely proportional to the 



86 RADIATION IN AN UNBOUNDED, HOMOGENEOUS MEDIUM 

distance from the chosen origin. The amplitude radiation characteristics 
{p°°i vjfc°} depend only on the direction of observation £, and on the pulse 
shapes of the source distributions. Note that in the right-hand sides of 
Eqs. (4.52) and (4.53) via Eq. (4.50) only the time-differentiated pulse shapes 
of the volume source densities occur. 

Upon inspecting the dependence of ^°° and W%° on £, a comparison of 
Eq. (4.49) with Eq. (1.45) shows that 

{*°°,Wr}«,0 = «.A}(-,0i (4.54) 
c 

where q and fk denote the three-dimensional Radon transform of q and ƒ*, 
respectively. Consequently, in the far-field region only the Radon transform 
of source distributions at the subset of Radon-transform parameters p = f 

4.6. The Cagniard-de Hoop method 

An alternative method to arrive at the time-domain representation of 
the Green's function is the Cagniard-de Hoop method (DE H O O P , 1960). 
To illustrate the essence of this technique in obtaining time-domain versions 
from the corresponding spectral representations, we start with the expression 
of the Green's function given in Eq. (4.20): 

G{jsex,s)= 9_ 1 , ^ . (4.55) 
IqOLq s2aqaq + 72 

As a first step, we perform an inverse Fourier transform with respect to real 
parameter sa.3 and denote the results as G(jscti, jsa2, x3, s), according to 
the definition of the Fourier transform of Eq. (1.46). The two-dimensional 
Fourier transform of the Green's function becomes 

G ( i , a l j ^ a 2 , a ; 3 , , ) = ^ ^ ) 6 i i e x p ( - i , a 3 a ! 3 ) ( s Q 3 ) 2
1

+ s 2 r 2 d ( , a 3 ) , 

(4.56) 
where 

r = ( ^ + af + a l ) 2 , R e ( r ) > 0 . (4.57) 
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/ 

Figure 4.4. Contour integration in the complex («a.3)-plane. 

When ÏC3 < 0, the integral at the right-hand side of Eq. (4.56) is evaluated 
by continuing the integrand analytically into the complex (5a3)-plane, sup­
plementing the path of integration by a semi-circle situated in the upper 
half-plane 0 < Im(sa3) < 00 and of infinitely large radius, and applying 
the theorem of residues (see Fig. 4.4). On account of Jordan's lemma the 
contribution from the semi-circle at infinity vanishes. Further, the only sin­
gularity of the integrand in the upper half of the complex (sa3)-plane is the 
simple pole at s a 3 = jsT. Taking into account the residue of this pole, we 
arrive at 

exp(srz 3 ) G(jsaujsa2,x;hs] 2sT *3 < 0 . (4.58) 
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When x3 > 0, the integral at the right-hand side of Eq. (4.56) is evalu­
ated by continuing the integrand analytically into the complex (sa3)-plane, 
supplementing the path of integration by a semi-circle situated in the lower 
half-plane - c o < Im(sa 3 ) < 0 and of infinitely large radius, and applying 
the theorem of residues (see Fig. 4.4). On account of Jordan's lemma the 
contribution from the semi-circle at infinity vanishes. Further, the only sin­
gularity of the integrand in the upper half of the complex (sa3)-plane is the 
simple pole at s a 3 = -jsT. Taking into account the residue of this pole, we 
arrive at 

G(jsaujsa2,x3,s)=eXV^X3\ x3 > 0 . (4.59) 

With the aid of Fourier's inversion theorem we obtain the following expres­
sion for G(x,s): 

This is the well-known plane-wave representation of the Green's function for 
complex values of $, Re(s) > 0. 

As a next step, we shall try to cast the integral on the right-hand side of 
Eq. (4.60) in such a form that G(x,t) can be found by inspection. To that 
end, we first restrict the Laplace-transform parameter to real values (s > 0). 
The slowness vector (ai,Q2) is taken real as well. Then, the general plane-
wave representation of Eq. (4.60) is written as 

It will be advantageous to deform the integration surface such that the ex­
pression in the exponential function in the right-hand side of Eq. (4.61) 
becomes real. Therefore, we introduce the polar coordinates in the (xi,x2)-
plane through 

x\ — r cos(^), x2 — r sin(<£), T = (x\ + x\)*, (4.62) 

where 0 < r < oo and 0 < <j> < 2TT. Next we replace the variables of 
integration a-[ and a 2 in Eq. (4.61) by p and q through 

a i = -JP cos(0) - q sin(0), 
a2 = -jpsin((j)) + q cos(0), (4.63) 
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Im(p) 

branch cut 

^//////////////////t Mp) 

Figure 4.5. Complex p-plane with Cagniard-de Hoop path p(r). 

which entails a\-\-a\ = q2 -p2, da ida 2 = -jdpdq and ja\X\ + ja2x2 = pr. 
Hence, Eq. (4.61) is replaced by 

■oo •/—joo 

where 
1 r=(^ + q

2-p2f (4.65) 

The next step towards the solution of the transient problem is to perform 
the integration in the complex p-plane along such a path that the right-hand 
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side of Eq. (4.64) can be recognized as the Laplace transform of a certain 
function of time. We therefore extend the integrand of Eq. (4.64) in the 
complex p-plane. Since we want to keep the integrand single-valued, we 
introduce a branch cut for the square-root expression T along {(\ -f q2)ï < 
|Re(p)| < oo, Im(p) = 0} and keep Re(r) > 0 in the entire cut p-plane. On 
virtue of Cauchy's theorem and Jordan's lemma, the integration path along 
the imaginary p-axis is now deformed into a path along 

pr + r|as3| = T , (4.66) 

r 
where r is real and positive. If - < r < oo, Eq. (4.66) represents the branch 

c 
of a hyperbola. The parametric representation of this Cagniard-de Hoop 
path 

rr + j\x3\{r2 - [T(q)?}l 
P = ^ p , (4.67) 

with 

T(g) = |*| ( I + q2Y (4.68) 
and 

M = (r2 + x § ) * , (4.69) 

denotes the part of the hyperbola in the upper half of the p-plane, while 
p = p* (the star denotes complex conjugation) represents the lower half (see 
Fig. 4.5). Using Eq. (4.67) together with Eq. (4.66), the Jacobian of this 
transformation is found as 

dp r + JT\x3\{r2-[T(q)]2}-* jT 
9r \x\2 {r2-[T{q)]2} 

(4.70) 

After this deformation and the use of Schwarz's principle of reflection, we 
are able to rewrite Eq. (4.64) as 

«*(.,.)=JL r dq r «p(-~) ,d T . (4.7D 
4x2y_ 0 0 i T ( , ) { T 2 - [ T ( 5 ) ] 2 } i 

Next we interchange the order of integration leading to 

G{x,s)=—rr-l exp(-sT)dr/ rdq, (4.72) 
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where 
To = T(0) = ^ (4.73) 

c 
and 

Q(r) = [ j ^ - • ( 4 .74 ) 

Introducing the new variable of integration q = Q(r)sm(ip), we arrive at 

* < ■ ' • > = Ï ^ A ^ < - " > d T ƒ - * / * • (4'75) 

or 
G{x>s)=-4^r> (4-76) 

which corresponds to Eq. (4.26) with j\x\ = sT0. The time-domain equiva­
lent of the Green's function is (cf. Eq. (4.44)) 

This final result concludes the discussion of the Cagniard-de Hoop method, 
(see also AKI and RICHARDS, 1980, section 6.5). We have shown the essential 
steps in the latter technique. We remark that this method can be extended 
to the case of an arbitrary planar layered medium (VAN DER HIJDEN, 1987). 
In the latter case, the Cagniard-de Hoop path has to be constructed for every 
generalized-ray constituent. 

4,7. The acoustic wavefield of point sources 

In this section we calculate the acoustic pressure and particle velocity of 
the wavefield emitted by two point sources of different type, viz. the acoustic 
monopole transducer and the acoustic dipole transducer. 

The monopole transducer 

An acoustic monopole transducer is a point source of volume injection, 
i.e., a source of volume injection whose maximum diameter is negligibly small 
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with respect to the distance from the point of observation to the position 
of the source and negligibly small with respect to the spatial extent of the 
emitted wave. We start our analysis in the s-domain. Let the monopole 
source be located at xs, then the source densities are given by 

q(x,s) = qS{s)6(x-xs), (4.78) 

ƒ£(*,«) = <), (4.79) 

where qs(s) is the s-domain time rate of volume injection. Then the scalar 
potential 4f and the vector potential Wk become (see Eqs. (4.17) and (4.18)) 

* ( * , s) = qs{s) G(x - xs, s), (4.80) 

Wk{x,s) = 0. (4.81) 

The acoustic pressure and the particle velocity of the wavefield emitted by 
the monopole transducer is then given (see Eqs. (4.15) and (4.16)) as 

p(x, s) = spqs(s) G{x - xs, s) (4.82) 

and 
vi(x, s) = -qS{s) diG(x - xs, s), (4.83) 

where 

Prom these s-domain quantities, the time-domain equivalents can directly 
be obtained, viz., 

S(t_ \x-xs\) 
pdt l\x-xCs\ = * T ( * M * , 0 , (4.85) 

s(t _ l*z*lK 

47T as —aj^ 

in which qS(t) is the time rate of volume injection. 

The dipole transducer 

An acoustic dipole transducer is a point source of volume force, i.e., a 
source of volume force whose maximum diameter is negligibly small with 
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respect to the distance from the point of observation to the position of the 
source and negligibly small with respect to the spatial extent of the emitted 
wave. We start our analysis in the s-domain. Let the dipole source be 
located at x 5 , then the source densities are given by 

qs(x,s) = 0, (4.87) 

h(x,s) = fk
s(s)6(x-xs), (4.88) 

where ƒƒ (s) is the s-domain time rate of volume force. Then the scalar 
potential $ and the vector potential Wq become (see Eqs. (4.17) and (4.18)) 

#(a;,s) = 0 , (4.89) 

Wk(x,s) = f*(s)G(x-xs
Js). (4.90) 

The acoustic pressure and the particle velocity of the wavefield emitted by 
the dipole transducer is then given (see Eqs. (4.15) and (4.16)) as 

p(x, a) = -fi(s)dkG{x - xs, a) (4.91) 

and 

v,(x, s) = -f^(s)6(x - xs) + -fi{ê)dkdtG(x - xs, a). (4.92) 
sp sp 

Prom these s-domain quantities, the time-domain equivalents can directly 
be obtained, viz., 

~dk L\x-xS\ - * T ( * > 0 M ) , (4.93) 

1 i r fSu |g-s5 l \ 
-Jtfl

s(t)6(x-xs) + -didkhIk^x_J^ } = X T W M » , * ) , (4.94) 

in which ƒƒ (t) is the time rate of volume force. 

The concept of a point source is of importance in our analysis of the 
acoustic wavefield of the Green's state, to be discussed in Chapter 7. 





Chapter 5 

Reciprocity Theorems 

In this chapter we discuss the reciprocity theorems. These theorems con­
stitute the fundament of the seismic wave theory. In the reciprocity theorems 
we consider a time-invariant, bounded, domain D in space in which two non-
identical acoustic states can occur. The two states will be distinguished by 
the superscripts A and B, respectively. Neither the source distributions of 
the acoustic wavefields in the two states, nor the fluids present in the two 
states need to be the same. The boundary surface of D is denoted by dD; 
the normal vector v^ on dD is directed away from D. The complement of 
D U dD in B 3 is denoted by D' (see Fig. 5.1). We characterize the acoustic 
properties of the fluids by the volume density of mass p = p(x) and the 
compressibility K = K(X). 

D' 

Figure 5.1. Configuration for the application of the reciprocity theorem. 
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5.1. The s-domain field reciprocity theorem 

We start with the basic acoustic wavefield equations in the s-domain, as 
discussed in Chapter 3, cf. Eqs. (3.17) and (3.18). State A is characterized 
by the acoustic wavefield {pA,v£}, the constitutive parameters {pA^KA} 
and the source distributions {qA, f£}. Similarly, State B is characterized by 
the acoustic wavefield {pB ,vf }, the constitutive parameters {pB,KB} and 
the source distributions {qB,fB} (cf. Table 5.1). The acoustic wavefield 
equations pertaining to State A are then 

dkpA + sP
Av£ = f£, (5.i) 

dkv£ + SKAPA = qA . (5.2) 

Similarly, the acoustic wavefield equations pertaining to State B are 

8kpB + spBvB = / f , (5.3) 

dkvB + SK V - QB ■ (5.4) 

Table 5.1. States in the field reciprocity theorem 

Field state 

Material state 

Source state 

State A 

{pA,yk }(*>*) 

{pA,KA}(x) 

{qA,f£K*,») 

State B 

{pB,vB}{x,s) 

{/>VS}(*) 

Domain D (see Fig. 5.1) 
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If, in the domain B, surfaces of discontinuity in acoustic properties are 
present, Eqs. (5.1) - (5.4) are supplemented by boundary conditions of the 
type discussed in Section 3.2, both in State A and in State B. In the field 
reciprocity relation, the interaction quantity between the two states is 

« b t f V "i>B*k) = VkdkPA + pAdkv? - v£dkpB -pBdkv£ . (5.5) 

Upon multiplying Eq. (5.1) by t/f, Eq. (5.2) by pB, Eq. (5.3) by vA and 
Eq. (5.4) by pA, and using the results in Eq. (5.5), we arrive at 

dk{fAvf-fBv£) = . ( ^ - / ^ f -^ -K^V 

+ fffi + 4BPA-f?*£-4ApB- (5.6) 

Equation (5.6) is the local form of Rayleigh's reciprocity theorem. 

Integration of Eq. (5.6) over the domain 3D with boundary dD and the 
use of Gauss' integral theorem in the resulting left-hand side lead to 

JX£OD 

= / [s(pB-pA)v£v? - s(KB-KA)p*pP]AV 
JxeD 

+ / Afk
A^ + 9BPA-fkB^-qApB)dV. (5.7) 

Equation (5.7) is Rayleigh's reciprocity theorem in its global form for the 
domain D (LORD RAYLEIGH, 1894; Dover 1945, vol. II, pp. 145-147; he de­
notes it as Helmholtz's theorem). First of all, it is remarked that the first 
and the second term on the right-hand side of Eq. (5.6), as well as the first 
integral on the right-hand side of Eq. (5.7), vanish in case the fluids in the 
two states are chosen such that pA = pB and KA = KB , In particular, the 
relevant relations hold for one and the same fluid. Under these conditions, 
the interaction between the two states is only related to the source distri­
butions in the two states. If, in addition, these source distributions vanish 
in some domain, the relevant interactions (local or global) are zero in that 
domain. 
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homogeneous medium 

d3D = SA 

Figure 5.2. Unbounded configuration for the application of the acoustic 
reciprocity theorem. 

The limiting case of an unbounded domain 

In quite a number of cases it is desirable to apply the reciprocity theorem 
of Eq. (5.7) to an unbounded domain. These cases will always be handled 
as the limiting one that occurs if I) is taken to be the domain interior to 
a sphere S A of radius A and center at the origin of the chosen coordinate 
system, and the limit A -* oo is considered (see Fig. 5.2). Obviously, then 
we must evaluate the left-hand side of Eq. (5.7) on SA- TO this end, we 
shall always assume that outside some sphere of bounded radius, and center 
at the origin of the chosen coordinate system, the fluid is homogeneous 
with position independent mass density and compressibility. Taking the 
acoustic wavefield in both states to be causally related to the action of their 
sources, the latter being non-vanishing in some bounded subdomain of space 
only, we then can, for sufficiently large values of A, use on SA the far-field 
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approximation (cf. Section 4.3) of the radiated wavefields, both in State A 
and State B. Using these relations and taking pA — pB and KA = KB in this 
exterior domain, it follows that, as \x\ —► oo, the terms in the expansion of 
pvk of Order ( A - 2 ) in the integral over 5 A cancel. The next term in the 
expansion of pvk as \x\ —» oo is of Order ( A - 3 ) . Therefore, 

PAi>k ~ PBVk = Order (A"3) as A - oo . (5.8) 

Consequently (note that the area of SA is 47rA2), we obtain the causality 
condition 

/ (pAVk ~ PBv£)vkdA = Order (A"1) as A -> oo , (5.9) 

and the left-hand side of Eq. (5.7) vanishes in the limit A —> oo. Further, 
the integration domain D of the integrals in the right-hand side of Eq. (5.7) 
becomes the domain B3 . 

5.2. The t ime-domain reciprocity theorem of 
convolution type 

In the time-domain reciprocity theorem of the convolution type, the two 
states are now defined in the space-time domain. State A is characterized 
by the acoustic wavefield {pA, v^1}, the constitutive parameters {pA, KA} and 
the source distributions {qA, f£}. Similarly, State B is characterized by the 
acoustic wavefield {pB,vB}, the constitutive parameters {pB,nB} and the 
source distributions {qB,fB} (cf. Table 5.2). By applying the standard 
rules for inversion from the s-domain to the time domain, the local form of 
the time-domain reciprocity is directly obtained from Rayleigh's reciprocity 
theorem of Eq. (5.6). Denoting Cf{-,-} = Cf{-, •}(«, t) as the temporal 
convolution (cf. Eq. (1.19)) we arrive at 

dk[ct{pA,v»} - ct{v£,PB}] 

= (pB-pA)dtct{v£,vgy - (KB-KA)dtct{P
A,PB} 

+ Ct{fkA,v?} + Ct{pA, qB} - Ct{v£, ƒ«} - Ct{qA,PB} ■ (5.10) 
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Table 5.2. States in the reciprocity theorem of convolution type 

Field state 

Material state 

Source state 

State A 

{pA,VA}(x,t) 

{pA,KA}(X) 

U\ f£}{*,*) 

State B 

{pB,vB}(x,t) 

0>VB}(*) 

{qB ,fB}(x,t)\ 

Domain B (see Fig. 5.1) 

Integration of Eq. (5.10) over the domain 3D with boundary dD and the 
use of Gauss' integral theorem in the resulting left-hand side lead to 

f [Ct{P
A,v?}-Ct{vA,pB}}vkdA 

JxedD 

= / l(pB-PA)dtct{vA,vB}-{KB-KA)dtct{pA,pB}}d.v 

+ f [Ct{ft,v?} + Ct{pA,qB} - Ct{vA,fB} - Ct{qA,PB}]dV . 
JxeD 

(5.11) 

Equation (5.11) is the global form of the time-domain reciprocity theorem of 
the convolution type for the domain B. First of all, it is remarked that the 
first and the second term on the right-hand side of Eq. (5.10), as well as the 
first integral on the right-hand side of Eq. (5.11), vanish in case the fluids in 
the two states are chosen such that pA = pB and KA - KB . In particular, the 
relevant relations hold for one and the same fluid. Under these conditions, 
the interaction between the two states is only related to the source distri­
butions in the two states. If, in addition, these source distributions vanish 
in some domain, the relevant interactions (local or global) are zero in that 
domain. 
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5.3. The s-domain power reciprocity theorem 

In the 5-domain power reciprocity theorem we again consider two states 
A and B in a bounded domain (Fig. 5.1.). State A is characterized by 
the acoustic wavefield {pA,vk} = {pA,v£}(x,s), the constitutive parame­
ters {pA,KA} and the source distributions {qA, f£} = {qA, f£}(x,s). The 
acoustic wavefield equations pertaining to State A are then 

dkpA + sP
AvA = fA, 

dkv£ + SKApA = qA . 

(5.12) 

(5.13) 

Now, State B is characterized by the anti-causal acoustic wavefield {p , vB} 
= {pB, vB}(xi-s)1 the constitutive parameters {pB, KB} and the source dis­
tributions {qBJ^} = {qBJk}(*,-s) (cf- Table 5.3). State B is the anti-
causal counterpart of the causal wavefield {pB, vB}(x, s) by simply replacing 
s by —8. The acoustic wavefield equations pertaining to the anti-causal State 
B are 

(5.14) 6kpB - spBvB = fi , 
B Bj-B dkvk - SK p .B (5.15) 

Table 5.3. States in the power reciprocity theorem 

Field state 

Material state 

Source state 

State A 

{qAJk
A}(x,s) 

State B 

iPB, *BH*) 

{qBJB}{x,-s) 

Domain D (see Fig. 5.1) 
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/ , xzdT> 

If, in the domain B, surfaces of discontinuity in acoustic properties are 
present, Eqs. (5.12) - (5.15) are supplemented by boundary conditions of 
the type discussed in Section 3.2, both in State A and in State B. The 
interaction quantity between the two states is 

dk{pAvS + pBvA) = VkdkPA + pAdkvB + vAdkpB + pBdkv£ . (5.16) 

Upon multiplying Eq. (5.12) by vf, Eq. (5.13) by pB, Eq. (5.14) by vA and 
Eq. (5.15) by pA, and using the results in Eq. (5.16), we arrive at 

dk(PAV% + PBv£) = »<jP-pA)vffl + s(K
B-KA)pApB 

+ # * f + qBpA + fSvA + qApB ■ (5.17) 

Equation (5.17) is the local form of the power reciprocity theorem. 

Integration of Eq. (5.17) over the domain 3D with boundary dD and the 
use of Gauss' integral theorem in the resulting left-hand side lead to 

(pAvB + pBv£)vkdA 

= [ Js(pB-pA)v£vB+s(KB-KA)pApB]dV 

+ [ (AV + g V + /f^ + ?V)dV. (5.18) 

Equation (5.18) is the power reciprocity theorem in its global form for the 
domain B. First of all, it is remarked that the first and the second term on 
the right-hand side of Eq. (5.17), as well as the first integral on the right-
hand side of Eq. (5.18), vanish in case the fluids in the two states are chosen 
such that pA = pB and KA = KB . In particular, the relevant relations hold 
for one and the same fluid. Under these conditions, the interaction between 
the two states is only related to the source distributions in the two states. If, 
in addition, these source distributions vanish in some domain, the relevant 
interactions (local or global) are zero in that domain. 

Power conservation in the frequency domain 

As we have seen in Section 3.2, the steady-state analysis is arrived at by 
letting s -* ju>. Noting that 

{pB\x, jw), vB\x,jw) = {pB(x, -jc), vB(x, -jU)} , (5.19) 
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the local form of the power reciprocity theorem of Eq. (5.17) is then rewritten 
as 

dk{pA*r+iP**i) = MPB-pA)^r+i"{«B-«A)pApB* 

+ f£*F + iB"PA + f?*i + i V * • (5.20) 
Taking {pA,vA} = {pB,vB} = {p,vk}(*,jv)> pA = pB = p{x) and KA = 
KB = K(X)J we arrive at the local form of the power conservation theorem 
in the frequency domain as 

dk(pv*k + p*i>k) = fkvt + q*P + fih + W* • (5.21) 

Integration of Eq. (5.21) over the domain D with boundary dD and the use 
of Gauss' integral theorem in the resulting left-hand side lead to 

/ a ^ ( P ^ + p*v*)i>jfedA JxeoJD 

= / Jfkvt + q*P+f*kVk + qp*)W- (5.22) 

Equation (5.22) is the power conservation theorem in the frequency domain 
in its global form for the domain D. 

5.4. The time-domain reciprocity theorem of 
correlation type 

In the time-domain reciprocity theorem of the correlation type, the two 
states are now denned in the space-time domain. State A is characterized 
by the acoustic wavefield {pA, v£}, the constitutive parameters {pA, KA} and 
the source distributions {qA, /£}. Similarly, State B is characterized by the 
acoustic wavefield {pB,vB}, the constitutive parameters {pB,KB} and the 
source distributions {qB,fB} (cf. Table 5.4). By applying the standard 
rules for inversion from the s-domain to the time domain, the local form of 
the time-domain reciprocity is directly obtained from the power reciprocity 
theorem of Eq. (5.17). 
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Table 5.4. States in the reciprocity theorem of correlation type 

Field state 

Material state 

Source state 

State A 

{pA,v*}(x,t) 

{p\*AH*) 

State B 

{pB,Vk}(*,t) 

{PB,KB}(*) 

{9B ,/if }(»,*) 

Domain ID (see Fig. 5.1) 

In order to arrive at valid correlation results, we first have to assume 
that the Laplace-transform parameter is imaginary (s —> ju). Denoting 
Cf'{-, •} = C't{-, •}(«, t) as the temporal correlation (cf. Eq. (1.21)) we arrive 
at 

it „A „B-dklCl^v?} + C't{v£,p»}] 

= [pB - pA)dtC[{vtv% } + {nB-KA)dtC[{V\pB} 

+ Clitfrf} + C[{p\ q8} + C[{vt f?} + C[{q\vB} . 
(5.23) 

Note that this result can directly be derived from the acoustic wavefield 
equations in the time domain (DE H O O P , 1988). 

Integration of Eq. (5.23) over the domain D with boundary dD and the 
use of Gauss' integral theorem in the resulting left-hand side lead to 

ƒ [CtoVf} + C't{v£,pB}]»kdA 
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= / JLP-p^WtM,v?} + (KB-KA)dtc>t{P\pB}}dv 
JxeD 

+ [ JC',{ft,vj>} + C[{pA, qB} + C't{vA, fB} + C't{qA,pB}]dV . 
JxeD 

(5.24) 

Equation (5.24) is the global form of the time-domain reciprocity theorem 
of the correlation type for the domain 3D. First of all, it is remarked that the 
first and the second term on the right-hand side of Eq. (5.23), as well as the 
first integral on the right-hand side of Eq. (5.24), vanish in case the fluids in 
the two states are chosen such that pA = pB and KA — KB. In particular, the 
relevant relations hold for one and the same fluid. Under these conditions, 
the interaction between the two states is only related to the source distri­
butions in the two states. If, in addition, these source distributions vanish 
in some domain, the relevant interactions (local or global) are zero in that 
domain. 

Power conservation in the time domain 

Taking {pA,vA} = {pB,vB} = {p,vk}(x,t), pA = pB = , ( * ) , KA = 
KB = K(X) and t = 0 in Eq. (5.23), we arrive at the local form of the power 
conservation theorem in the time domain as 

/ dk(pvk)dt' = / (fkvk + qp)dt'. (5.25) 

Integration of Eq. (5.25) over the domain 3D with boundary c?3D and the use 
of Gauss' integral theorem in the resulting left-hand side lead to 

/ fl / jWfcHbdAdt' = / / (fkvk + qp)dVdt'. (5.26) 
JxedDJt'eJB. JxeDJt'eR 

Equation (5.26) is the power conservation theorem in the time domain in its 
global form for the domain 3D. 

A clear distinction between convolution-typ e and correlation-typ e reci­
procity relations is made by BOJARSKI (1983), who has presented the the­
orem for homogeneous, isotropic and lossless media. The pertinent theo­
rems for inhomogeneous, anisotropic fluids with relaxation is discussed by 
DE H O O P (1988). The seismic applications of the various reciprocity theo­
rems are discussed in subsequent chapters. 





Chapter 6 

Field Reciprocity between 
Transmitter and Receiver 

A first set of corollaries of the global reciprocity theorem of Section 5.1 
are the transducer reciprocity properties of transmitting and receiving trans­
ducers. 

In particular, we consider these experiments where the transducers in­
terchange their position. We model the transducers as distributions of point 
transducers, surface transducers and volume transducers. 

6.1. Point-transducer description 

The s-domain relations 

First the class is considered where the action of the transducers may be 
represented by equivalent point-source densities. The action of the sources 
is represented by its known volume densities of external force and/or volume 
injection. Let transducer A be located at x — xA and transducer B be lo­
cated at x = xB (Fig. 6.1). We apply the reciprocity theorem of Section 5.1. 
Let State A be identified with the state where transducer A is transmitting 
and transducer B is receiving. The acoustic wavefield equations pertaining 
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transducer A transducer B 

„A X B 

Figure 6.1. The point transducers A and B. 

Table 6.1. States in the reciprocity theorem 

Field state 

Material state 

Source state 

State A 

transducer A 
is transmitting 

{p,it}(x) 

Domain H3 (see Fig 

State B 

transducer B 
is transmitting 

{qT°JIB}6(x-xB) 

6.1) 
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to State A (cf. Table 6.1) are then 

dtp7* + spvT
k
A = flA6{x-xA), (6.1) 

dktf* + SKPTA = fA8{x-xA). (6.2) 
The wavefield in State B is identified with the state where transducer B is 
transmitting and transducer A is receiving. The wavefield quantities in this 
state satisfies (cf. Table 6.1) 

dkpT* + spvl» = flB6{x-xB), (6.3) 

dki)lB + SKPTB = qTB6(x-xB). (6.4) 

Now Eq. (5.7) is applied to the domain interior to the sphere S^ with radius 
A and center at the origin of the chosen coordinate system; A is so large that 
SA completely surrounds the two point transducers. In view of the causality 
condition we have 

/ . 
(PAHB ~ P Bvk

A)vkdA = Order (A - 1 ) as A -> oo . (6.5) 
a;esA 

Hence we have 

[flA8{x-xA)vT
k
B + fB6{x-xB)pTA I. xeB? 

-flB6{x-xB)vT
k
A - qT*6(x-xA)pTB]dV = 0 , (6.6) 

with the result that the reciprocity between two point transducers is given 
by 

fBf*{,xB, s) - flBvT
k
A{xB, s) = f*pT*(xA, s) - flAvT

k*{xA, s). (6.7) 

We now consider three special cases: 

• Transducer A is of the volume-injection type and transducer B is of 
the volume-injection type, viz., 

/ ? = <>. flB=0. (6.8) 
Then, the reciprocity theorem between two monopole transducers be­
comes (see e.g., KINSLER et ai, 1982, p. 168) 

qTBpTA(xB, s) - qT*pT*(xA, s). (6.9) 
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• Transducer A is of the volume-injection type and transducer B is of 
the volume-force type, viz., 

flA = 0, fB = 0 . (6.10) 

Then, the reciprocity theorem between a monopole and a dipole trans­
ducer becomes 

- f["ilA{*B,») = qT*?°{*A,»)- (6-H) 

• Transducer A is of the volume-force type and transducer B is of the 
volume-force type, viz., 

qT* = 0, fB = 0 . (6.12) 

Then, the reciprocity theorem between two dipole transducer becomes 

f?**IA (*B.') = fKB (*A. «) ■ (6-13) 

The time-domain relations 

The time-domain reciprocity relations can be derived by either inver­
sion of the 5-domain results or directly by application of the time-domain 
reciprocity of the convolution type. We then arrive at 

Ct{qTB,pT*}(xB,t) - Ct{tf*,vl*}(xB,t) 

- Cl{q^,pr-}{x\t) - Ct{fl\vT
k
B}(x\t). (6.14) 

We again consider three special cases: 

• Transducer A is of the volume-injection type and transducer B is of 
the volume-injection type, viz., 

/J"=o. ƒJB = o • (6-15) 
Then, the reciprocity theorem between two monopole transducers be­
comes 

Ct{qTB,pT*}(*B,t) = Ct{qT\pT"}{xA,t) . (6.16) 
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• Transducer A is of the volume-injection type and transducer B is of 
the volume-force type, viz., 

f!A=0, qTB = 0. (6.17) 

Then, the reciprocity theorem between a monopole and a dipole trans­
ducer becomes 

- Ct{fiB,vl*}{xB,t) = Ct{qT\pT»}(xA,t). (6.18) 

• Transducer A is of the volume-force type and transducer B is of the 
volume-force type, viz., 

qT* = 0, qT* = 0 . (6.19) 

Then, the reciprocity theorem between two dipole transducers becomes 

Ct{fï^vïA}(*^t) = Ct{tf\vl»}(x\t). (6.20) 

6.2. Volume-transducer description 

Second the class is considered where the action of the transducers may be 
represented by equivalent volume-source densities, distributed over the do­
mains occupied by the transducers. The action of the sources is represented 
by its known volume densities of external force and/or volume injection. Let 
transducer A occupy the bounded domain TA and transducer B occupy the 
domain Tg (Fig. 6.2). We apply the reciprocity theorem of Section 5.1. Let 
State A be identified with the state where transducer A is transmitting and 
transducer B is receiving. The acoustic wavefield equations pertaining to 
State A (cf. Table 6.2) are then 

dkfA + spvlA = flA , (6.21) 

8kvlA + snfA = fA . (6.22) 

The wavefield in State B is identified with the state where transducer B is 
transmitting and transducer A is receiving. The wavefield quantities in this 
state satisfy (cf. Table 6.2) 
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transducer A transducer B 

Figure 6.2. The volume transducers A and B. 

Table 6.2. 

Field state 

Material state 

Source state 

States in the reciprocity theorem 

State A 

transducer A 
is t ransmit t ing 

{f\vT
k*}(x,s) 

State B 

transducer B 
is t ransmitt ing 

{pTB,VT
k°}(x,s) 

Domain ]R3 (see Fig. 6.2) 
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dkf* + spvT
k
B - flB , (6.23) 

dkvlB + snpT]B = gT* . (6.24) 

Now Eq. (5.7) is applied to the domain interior to the sphere SA with radius 
A and center at the origin of the chosen coordinate system; A is so large 
that SA completely surrounds the two transducers domains. In view of the 
causality condition we have 

/ (PTAVIB ~ pTBvlA)vkdA = Order (A - 1 ) as A -> oo . (6.25) 

Hence, the reciprocity between the two volume transducers is given by 

/ (fBfA ~ %**IA)dV = f (fApTB - /M*)dV , (6.26) 

where we have taken into account that the source states are only operative 
in TA and Tg, respectively. 

In the special case that transducer Tg can be considered as a concen­
trated point source the left-hand side of Eq. (6.26) has to be replaced by the 
left-hand side of Eq. (6.7). 

The time-domain counterparts of the present reciprocity results are ob­
tained in a similar way as before. 

6.3. Surface-transducer description 

Finally, the case is considered where the action of the transducers may 
be represented by equivalent surface-source densities, distributed over the 
boundary surfaces 8TA and 8TB of the respective domains occupied by the 
transducers (Fig. 6.3). We apply the reciprocity theorem of Section 5.1. Let 
State A be identified with the state where transducer A is transmitting and 
transducer B is receiving. The acoustic wavefield equations pertaining to 
State A (cf. Table 6.3) are then 

dkfA + spv\A = 0 , (6.27) 

dkv\A + SKPTA = 0 , (6.28) 
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transducer A transducer B 

Vk 

dTA | 

Figure 6.3. The surface transducers A and B. 

Table 6.3. 1 

Field state 

Material state 

Source state 

States in the reciprocity theorem 

State A 

transducer A 
is t ransmitt ing 

{p,K}(x) 

{0,0} 

State B 

transducer B 
is t ransmit t ing 

{0,0} 

Domain ~B?\{TA U dTA U TB U dTB} (see Fig. 6.3) 
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where x is located outside 8TA. The wavefield in State B is identified with 
the state where transducer B is transmitting and transducer A is receiving. 
The wavefield quantities in this state satisfies (cf. Table 6.3) 

dkfB + spvlB = 0 , (6.29) 

dkf>lB + SKPTB = 0 , (6.30) 

where x is located outside dTs- Now Eq. (5.7) is applied to the domain 
exterior to the transducer domains and interior to the sphere SA with radius 
A and center at the origin of the chosen coordinate system; A is so large 
that SA completely surrounds the two transducers domains. In view of the 
causality condition we have 

/ [fAvlB - pTBvT
k
A)ukAk = Order (A - 1 ) as A -► oo . (6.31) 

JxesA 

Hence, the reciprocity between the two surface transducers is given by 

- / , (pTAvlB-pTBvIAHdA = - f {fBvT
k
A-pT*vT

k
B)vk&k, 

(6.32) 
in which vk is the outward normal to the pertaining transducer boundary 
surface. 

In the special case that transducer Tg can be considered as a volume 
source, the left-hand side of Eq. (6.32) has to be replaced by the left-hand 
side of Eq. (6.26). 

The time-domain counterparts of the present reciprocity results are ob­
tained in a similar way as before. 

The reciprocity properties derived in this chapter, are important for un­
derstanding the redundancy in the physical experiment. Moreover, these 
relations may serve as a numerical check in computational acoustics. 





Chapter 7 

Radiation in an Unbounded, 
Inhomogeneous Medium 

The reciprocity theorem derived in Section 5.1 can serve to analyze the 
acoustic radiation generated by a known volume-source distribution in a 
known inhomogeneous medium; the problem of calculating the wavefield un­
der these circumstances is commonly denoted as the direct, acoustic volume-
source problem. The reciprocity theorem derived in Section 5.1 can also serve 
to analyze the acoustic radiation generated by a known surface-source distri­
bution; the problem of calculating the wavefield under these circumstances 
is commonly denoted as the direct, acoustic surface-source problem. 

7.1. The volume-source problem 

7.1.1. Volume-source representations in the s-domain 

The s-domain pressure representation 

The configuration consists of a medium of infinite extent with known 
acoustic properties. In this medium a source is present that occupies the 
bounded domain B5 0 u r c e (Fig. 7.1). The action of the source is represented 
by known volume densities of external volume force and/or volume injection 
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{<Z> fk}- Our aim is to arrive at a representation that expresses the acoustic 
pressure p in all space in terms of the source distributions. We apply the 
reciprocity theorem of Section 5.1. To this end, State A is taken to be the 
actual wavefield that is generated by the sources and is causally related to 
them. The acoustic wavefield equations pertaining to State A (cf. Table 7.1) 
are then 

dkp + spvk = fk , (7.1) 

dkVk + snp = q . (7.2) 

The wavefield in State B is chosen such that the application of Eq. (5.7) 
leads to the value of the acoustic pressure at any point in space. Inspection 
of the right-hand side of Eq. (5.7) reveals that this is accomplished if we take 
for the source distributions in State B a point source of volume injection. 
This wavefield satisfies (cf. Table 7.1) 

receiver point 

Figure 7.1. The source domain and the receiver location. 
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Table 7.1. States in 1 

Field state 

Material state 

Source state 

State A 
(actual state) 

{p,h}(*,s) 

{qJk}{x,s) 

the reciprocity theorem 

State B 
(volume-injection Green's state) 

{p",vl){x\xR,s) 

{p,K}(x) 

{qB(s)6(x-xR),0} 

Domain B3 (see Fig. 7.1) 

dkpq + spvg
k = 0 , (7.3) 

dkvq
k + sKpi = qB6(x-xR), (7.4) 

where 6(x — xR) denotes the three-dimensional spatial Dirac distribution 
(impulse function) operative at the receiver point with position vector xR

y 

while qB is an arbitrary constant only depending on s. This source is placed 
in the medium with the same material parameters p and K as the actual ones. 
For the choice of Eqs. (7.3) and (7.4), State B is denoted as the volume-
injection Green's state. Now Eq. (5.7) is applied to the domain interior to 
the sphere 5 A with radius A and center at the origin of the chosen coordinate 
system; A is so large that 5 A completely surrounds Dsource- In view of the 
causality condition of Eq. (5.9) we have 

L 'xesA 

Hence we have 

(fik PqVk)vkdA = Order (A *) as A —> oo . (7.5) 

j x «,[A*2 + fS{x-xR)p - qp*}&\ = 0 , (7.6) 



120 RADIATION IN AN UNBOUNDED, INHOMOGBNEOUS MEDIUM 

with the result that 

qBp(xR, «) = ƒ \pq(x\xR, s)q(x, s) - vq
k{x\xR, ,)fk(x, ,)]dV . (7.7) 

•/SE£ JD source 

Prom Eq. (7.7) a representation for p(xR,s) is obtained when we take into 
account that pq and i)q

k are linearly related to qB. Expressing this as 

{?, vl}(x\xR, s) = qB(s){G", -tq
k}(xR\x, s), (7.8) 

we arrive at the desired representation of the acoustic pressure 

p(xR,s)= f [G"(xR\x,s)q(x,s) + tl(xR\x,s)fk(x,s)]dV, (7.9) 
J «C£ JVsource 

where xR G B 3 . The first term in the integrand of Eq. (7.9) represents a 
monopole contribution with volume density g, while the second term in the 
integrand of Eq. (7.9) represents a dipole contribution with volume density 

The s-domain particle velocity representation 

In order to arrive at a representation that expresses the acoustic particle 
velocity Vk in all space in terms of the source distributions, the wavefield in 
State B is chosen such that the application of Eq. (5.7) leads to the value 
of the acoustic particle velocity at any point in space. Inspection of the 
right-hand side of Eq. (5.7) reveals that this is accomplished if we take for 
the source distributions in State B a point source of volume force. This 
wavefield satisfies (cf. Table 7.2) 

dkpf + spvl = f?6(x-xR), (7.10) 

dkv{ + sKpf = 0 , (7.11) 

where fR is an arbitrary constant vector only depending on s. The source 
is placed in the medium with the same material parameters p and K as the 
actual ones. For the choice of Eqs. (7.10) and (7.11), State B is denoted 
as the volume-force Green's state. Now Eq. (5.7) is applied to the domain 
interior to the sphere SA with radius A and center at the origin of the chosen 
coordinate system; A is so large that SA completely surrounds Dsource- In 
view of the causality condition we have 
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Table 7.2. States in the reciprocity theorem 

Field state 

Material state 

Source state 

State A 
(actual state) 

{p,vk}(x,s) 

{p,n}(x) 

State B 
(volume-force Green's state) 

{pf,vf
k}(x\xR,s) 

{p,*}(x) 

{0,/f (s)S(x -««)} 

Domain ]R3 (see Fig. 7.1) 

Hence we have 

/ (P^k ~ P*Vk)vk&A = Order (A ] ) as A 00 . 

'a; e It 
with the result that 

(7.12) 

/ Ahi>l-fk6(*-*R)*k-qpf]<w = o, (7.i3) 
JXGW 

fl
Bv,(xR,s)= f {-pf(x\xR,s)q(x,s) + vl(x\xR,s)h(x,s)]dY. 

JX£jüSOUrce 

(7.14) 
From Eq. (7.14) a representation for vi(xR, s) is obtained when we take into 
account that p* and vf

k are linearly related to ff*. Expressing this as 

{pf,vl}(x\xR,s) = ^ f l ( - ){ -G/ , f ' } ( » « ! « , - ) , (7.15) 

and taking into account that f^ is arbitrary, we arrive at the desired repre­
sentation of the particle velocity 

v,(xR, s)= f [G{(xR\x, s)q(x, s) + tlk(xR\x, s)fk{x, s)]dV , 

(7.16) 
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where xR G B3 . The first term in the integrand of Eq. (7.16) represents a 
monopole contribution with volume density g, while the second term repre­
sents a dipole contribution with volume density ƒ&. 

Equations (7.9) and (7.16) show that the acoustic wavefield from known 
sources in a known medium can be calculated in all space once the wavefields 
radiated by appropriate point sources have been calculated. The right-hand 
sides of the representations express the wavefield values as a superposition 
of the wavefields radiated by the elementary volume sources out of which 
the distributed sources can be envisaged to be composed. 

7 .1 .2 . G r e e n ' s s t a t e s 

In Eqs. (7.8) and (7.15), we have introduced the Green's states in an 
unbounded medium. In this section we shall derive some general properties 
of the Green's states in an (unbounded) inhomogeneous medium. 

Comparing Eqs. (7.3) and (7.8), it follows that 

f l ( * R \ x , s ) = 7~-)dkG"(xR\x,s), (7.17) 

while from Eqs. (7.10) and (7.15) it follows that 

t{k{xR\x,s) = ^ y [dkG{(xR\x,s) + S(xR-x)6l,k] , (7.18) 

where 6^k is Kronecker symbol, 61^ = 1 when k = I and 61^ = 0 when k ^ /. 
From Eq. (7.8) and the reciprocity relation of Eq. (6.9) we obtain the 

following symmetry property (see also FRIEDLANDER, 1958, p. 143) 

Gq{xR\x,s) = Gq{x\xR,s). (7.19) 

From Eqs. (7.8), (7.15) and the reciprocity relation of Eq. (6.11) we 
obtain the following symmetry property 

fj(xR\x,s)=-G{(x\xR,s). (7.20) 
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As a consequence of Eqs. (7.17), (7.19) and (7.20), we have 

where dR denotes the spatial derivative with respect to xR. Further, using 
Eqs. (7.18) and (7.21) we have 

1 F \-d?dkGO{xR\x,s) + 6{xR-x)6Uk •ƒ (~R TUx«\x,s) = sp(xR) sp(x) 
(7.22) 

From Eq. (7.15) and the reciprocity relation of Eq. (6.13) we obtain the 
following symmetry property 

t{k(xfi\x,s) = tll(x\xfi,s). (7.23) 

The s-domain Green's states in an unbounded, homogeneous medium 

The construction of the Green's states is complicated in inhomogeneous 
media, but is fairly straightforward in a homogeneous medium with constants 
p and K (see Section 4.7). In the latter case they are given by 

G"{xR\x,s) = sPG{xR-x,s), (7.24) 

f^**!*,*) = -dRG(xR-x,s), (7.25) 

G{(xR\x,s) = -dRG{xR-x,s), (7.26) 

t{k(xR\x,s) = ^[dRdRG(xR-x,s) + S(xR-x)S,,k] , (7.27) 

where dR denotes the spatial derivative with respect to xR. In Eqs. (7.24) -
(7.27), the scalar Green's function G(x,s) is given by (cf. Chapter 4) 

G(x,s)=eXV(~~f\xl) with T = W = - . (7.28) 
47T \X\ C 

The time-domain properties of the Green's states follow directly from an 
inversion of the s-domain results of Eqs. (7.17) - (7.28). 



124 RADIATION IN AN UNBOUNDED, INHOMOGENEOUS MEDIUM 

Limiting values as x —> xR 

To investigate the singular behavior of the Green's states in inhomo-
geneous media, we consider the limiting values as x —» xR. We assume 
that the medium is locally homogeneous at xR. In the limiting case that x 
approaches xR, the solution of Eqs. (7.3) and (7.4) is given by 

p"(x\xH,s) = Sp{xR)qB^—^ a » ^ / , (7.29) 

and 

vl(x\xR,,) = -qBdk. , 1
 ftl = ? * , ' * " * £ , , °»*^*R- (7-30) 

We directly observe that this solution satisfies Eq. (7.3) around x — xR. 
In order to show that the limiting values of Eqs. (7.29) and (7.30) satisfy 
Eq. (7.4) around x = xR, we rewrite the latter equation in its global form 

/ . 
(dkvq

k + SKpO)dV = qB , (7.31) 
xeDs 

where Ds is a spherical domain around xR with vanishing radius 6 = \x — xR\. 
Using Eq. (7.29), we observe that the contribution of the second term in the 
integrand of Eq. (7.31) vanishes as 8 [ 0. Using Gauss' integral theorem we 
rewrite Eq. (7.31) as 

/ 
vkvq

k&k = qB as (!) | 0 , (7.32) 
xedDs 

where the normal vector i/kl directed away from B^, is given by 

and where dDs denotes the spherical surface around the point x = x . 
Using Eq. (7.30) we observe that 

^ = 4*\x9-xR\> = £p ( 7* 3 4 ) 

and that the left-hand side of Eq. (7.32) is equal to qB. Thus, Eq. (7.31) is 
satisfied. Hence, Eqs. (7.29) and (7.30) represent the limiting values of the 
acoustic quantities {p9, v^} as x approaches x . 
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Prom Eqs. (7.8), (7.29) and (7.30) the limiting values of the Green's 
states are obtained as 

G"(xR\x,s) = sp(xR)4v]x
1

R_xl a s * - * * , (7.35) 

tl[x*\*,s) = -d?—±-x- a s * - * * , (7.36) 

while using Eqs. (7.21) and (7.18), 

1 
0{(xR\x,s) = -dr^rprZ^ as * - * " , (7.37) 

•ƒ / - « W > « ' > = ^ RÜR * , £/~R as x —*■ x 

(7.38) 
It is evident that the limiting values of the Green's states also hold for the 
case of a homogeneous medium, but in this case they directly follow from 
Eqs. (7.24) - (7.28). 

7 .1 .3 . C a u c h y ' s d o m a i n in tegra l s 

When xR £ BSOUrcej the evaluation of the domain integrals of Eqs. (7.9) 
and (7.16) have to be interpreted as their Cauchy principal value, where the 
contribution around the singular point x = xR is excluded symmetrically 
and calculated analytically (LEE at a/., 1980). To this end we consider the 
contribution of the integrations over a vanishing spherical domain Ds with 
radius 6 and center some point x' £ D s o u r c e . We assume that xR e Ds- Note 
that xR —> x' when 8 [ 0. Using the expressions for the limiting values of 
the Green's states of Eqs. (7.35) - (7.38), we may write 

/ G"(xR\x,s)q(x,s)dW = sp(xR)q(xR,s) [ —± fdV , 

(7.39) 

ƒ w f«(*«|*,,)A(*,*)dV = -A(* f i,,)9 fc
R/ \ dV, 

(7.40) 
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/ 0{(xR\x,s)q(x,s)dV = -q(xR,s)dR f \ dV , (7.41) 
JxeD6 JxeD6 w\xn-x\ 

f „ tlk(xR\x,s)fk(x,s)dV 

- IE*) [^'-wtL». ï^hx-r+*•*•'>] 
(7.42) 

when 8 [ 0. It is assumed that the domain Us does not contain a disconti­
nuity of q and/or ƒ&. 

First we turn our attention to the integral at the right-hand side of 
Eq. (7.39). The simplest way to evaluate this integral is to introduce spheri­
cal coordinates in the x-space with center at x = x' and the direction xR—x' 
as polar axis. Let r — |a? —SB'| and 0 the polar angle between xR — x' and 
x - x\ then the range of integration is 0 < r < £, 0 < 0 < 7r, 0 < (j> < 27r, 
where (/> is the azimuth angle in the plane perpendicular to xR — x'. Let 
further rR — \xR — x'\. Then in the integral we have 

\xR-x\ = [(rR)2 + r2 - 2r*rcos(0)]' , (7.43) 

and dV= r2sin(6)drd9d<j>. In the resulting integral we first carry out the 
integration with respect to </>. Since the integrand is independent of <£, this 
merely amounts to a multiplication by a function of 27r. Next we carry out 
the integration with respect to 0, which is elementary. After this we have 

= \s*-\\xR-x'\\ (7-44) 

Choosing xR — x' and letting 6 j 0, we arrive at 

/ 
— - i -dV = 0 as 6 I 0 . (7.45) 

xeD6 A-K\xn-x\ 

The integrals on the right-hand sides of Eqs. (7.40) and (7.41) are calcu­
lated by taking the derivative of Eq. (7.44) with respect to xR, viz., 

JxeD6 w\xn-x'\ 6 
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Choosing xR = x', we arrive at 

dk f T - l 4 rdV = 0. (7.47) 
k JxeD64w\xR-x\ 

Sofar, the integrals of Eqs. (7.39) - (7.41) vanish when 8 [ 0. 

Finally, the integral on the right-hand side of Eq. (7.42) is calculated by 
taking the derivative of Eq. (7.46) with respect to «ƒ*, viz. 

a*d* I 1TTR idV = -W ' (7*48) 
JxeD6 4TV\XR-X\ 3 

Observe that the latter integral does not vanish for vanishing 8. Hence, the 
integral of Eq. (7.42) becomes 

/ B e r ^ ( » * | * , -)ƒ*(», -)dV = | _ A _ ^ ( a B « , a ) , (7.49) 

when 8 [ 0. 

In conclusion we state that Eqs. (7.9) and (7.16) have to be interpreted 
as the Cauchy integral representations 

p(xR, s)=-f [G«(xR\x, s)q(x, s) + tl(xR\x, s)fk(x, s)]dV , (7.50) 

and 

*,(**, s) = ƒ [G{(xR\x, s)q(x, s) + tlk(xR\x, s)fk{*, *)]dV 

^ ^ b ) ^ * ^ ' (7.51) 

when xR G B3 . The integral sign + means the integration over the pertain­
ing domain with a symmetric exclusion of the singular point, if necessary. It 
is noted that at any surface of discontinuity in q and/or fk the right-hand 
sides of Eqs. (7.50) and (7.51) yield half the sum of the limiting values of the 
left-hand sides at either side of the relevant surface of discontinuity (con­
sistent with the definition of a discontinuity in a domain, see Eq. (1.30)), 
provided that the integrals are interpreted as their Cauchy principal value. 
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7 . 1 . 4 . V o l u m e - s o u r c e r e p r e s e n t a t i o n s in t h e t i m e d o m a i n 

By applying the s tandard rules for inversion from the s-domain to the 
t ime domain, the time-domain representations are directly obtained from 
Eqs. (7.50) and (7.51) as 

/ , xeD„ 
[Ct{G°, q} + Ct{Tl A}]dV = rr(t)p(*R, 0 , 

/ w [Ct{G{,q} + Ct{Tlk,fk}}dV + 
M*R)Jt 

XT(t)vi(xR,t), 

Jtfl(*R,t) 

(7.52) 

(7.53) 

where xR e B 3 . The Green's states G? = G<*(xR\x,t), Tq
k = Tq

k(xR\x,t), 
G{ = G{(xR\x,t) and TJ k = Tf k(xR\x,t) are the time-domain counterparts 

of the 5-domain Green's states Gq, f £ , Ö{ and tjk. Further, C<{-,-} = 
Ct{', •}(«? t) denotes the temporal convolution (see Eq. (1.19)). 

The time-domain representations of Eqs. (7.52) - (7.53) can also be de­
rived by remaining in the time domain. Performing a similar analysis using 
the t ime-domain reciprocity theorem of convolution type of Section 5.2 we 
obtain the same results. 

For the special case of a homogeneous background medium, the pertain­
ing relations of Eqs. (7.52) and (7.53) reduce to 

/ . xeBa( 

M.,i_isiai)_ A(.,i-Js^i) 
4ir\xR — x\ 4TT\XR-X\ 

= XT(t)p(xR,t) 

dV 

(7.54) 

(cf. Eqs. (4.85) and (4.93)), and 

/ . xeD, 
d' 4 x l » K - « | + Pl 9k' 

\X"-X\ 

47r|a;R -aj | 
dV 

+ J ƒ*/<(**.') = XT(t)vi(xR,t) (7.55) 
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(cf. Eqs. (4.86) and (4.94)), where xR G B3 . The first term in the integrand 
of Eq. (7.54) and (7.55) represents the monopole contribution distributed 
over the source domain Bsource> while the second term represents the dipole 
contribution distributed over the source domain 3Daource. 

7.2. The surface-source problem 

7.2.1 . Surface-source representations in the .s-do main 

The s-domain pressure representation 

The configuration consists of a medium of infinite extent with known 
acoustic properties. In this medium a source is present that occupies a 
bounded domain B s o u r c e with enclosing boundary dDsource (Fig. 7.2). Our 
aim is to arrive at a representation that expresses the acoustic pressure p in 
the domain Bs0urce outside dDaource in terms of the source distributions on 
the surface dDsource. We apply the reciprocity theorem of Section 5.1. To 
this end, State A is taken to be the actual wavefield that is generated by the 
sources and is causally related to them. The acoustic wavefield equations 
pertaining to State A (cf. Table 7.3) are then 

dkP+*P*k = 0, * G Source» (7 .56) 

dkVk + sKp = 0, ^ 4 r c e . (7.57) 

The wavefield in State B is chosen such that the application of Eq. (5.7) 
leads to the value of the acoustic pressure at any point in the domain 3D'source. 
Inspection of the right-hand side of Eq. (5.7) reveals that this is accomplished 
if we take for the source distributions in State B a point source of volume 
injection. This wavefield satisfies (cf. Table 7.3) 

dkpq + spvq
k = 0 , (7.58) 

dkvq
k + sKp(J=qB6(x-xR), (7.59) 
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Figure 7.2. The source domain and the receiver location. 

Table 7.3. States in the reciprocity theorem 

Field state 

Material state 

Source state 

State A 
(actual state) 

{p,K}(x) 

{0,0} 

State B 
(volume-injection Green's state) 

tf>,vlH*\xR,s) 

Domain Vsource (see Fig. 7.2) 
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where 6(x - xR) denotes the three-dimensional spatial Dirac distribution 
(impulse function) operative at the receiver point with position vector xR, 
while qB is an arbitrary constant only depending on s. This source is placed 
in the medium with the same material parameters p and K as the actual ones. 
For the choice of Eqs. (7.58) and (7.59), State B is denoted as the volume-
injection Green's state. Now Eq. (5.7) is applied to the domain exterior to 
d'Bgource and interior to the sphere SA with radius A and center at the origin 
of the chosen coordinate system; A is so large that SA completely surrounds 
ïïSOUrce • In y i e w oi t n e causality condition we have 

/ (pvq
k - pqvk)ukdA = Order ( A - 1 ) as A -+ oo . (7.60) 

Hence, when xR £ ïïf
source, we have 

qBp{xR, s)= f \pq{x\xR, s)vk{x, s) - vq
k(x\xR, s)p{x, s)]ukdA , 

(7.61) 
in which the normal vector vk is directed away from B s o u r c e . From Eq. (7.61) 
a representation for p(xR, s) is obtained when we take into account that pq 

and i)q
k are linearly related to qB. Expressing this as 

{p",vl}(x\xR,s) = qB(s){G\-tl}(xR\x,s), (7.62) 

we arrive at the desired representation of the acoustic pressure 

p(xR, s)= f [Gq(xR\x, s)vk(x, s) + f l(x
R\x, s)p(x, s)]ukdA 

JxedB90urce 
when xR e V'source. (7.63) 

The first term in the integrand of Eq. (7.63) represents a monopole contri­
bution with surface density vkvk, while the second term represents a dipole 
contribution with surface density pvk. 

The s-domain particle velocity representation 

In order to arrive at a representation that expresses the acoustic particle 
velocity vk in the domain B'source outside dDsource in terms of the source 
distributions on the surface dDsource, the wavefield in State B is chosen such 
that the application of Eq. (5.7) leads to the value of the acoustic particle 
velocity at any point in the domain D'aource. Inspection of the right-hand 
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side of Eq. (5.7) reveals that this is accomplished if we take for the source 
distributions in State B a point source of volume force. This wavefield 
satisfies (cf. Table 7.4) 

dkPJ + spvk ' - ƒƒ«(«• : ) , (7.64) 

dkv[ + snpf = 0 , (7.65) 

where fj^ is an arbitrary constant vector only depending on s. The source 
is placed in the medium with the same material parameters p and K as the 
actual ones. For the choice of Eqs. (7.64) and (7.65), State B is denoted 
as the volume-force Green's state. Now Eq. (5.7) is applied to the domain 
exterior to dDsource and interior to the sphere SA with radius A and center at 
the origin of the chosen coordinate system; A is so large that SA completely 
surrounds Vsource. In view of the causality condition we have 

/ (pvl - p^i)jt)^fcdA = Order (A ] ) as A oo . (7.66) 

Table 7.4. States in the reciprocity theorem 

Field state 

Material state 

Source state 

State A 
(actual state) 

{p,vk}(x,s) 

{p,K}(x) 

{0,0} 

Domain J)'source 

State B 
(volume-force Green's state) 

{pt,vl)(x\xR,s) 

{/>>«}(*) 

{0, # (* )*(»-«*)} 

(see Fig. 7.2) 
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Hence, when xR £ T>f
aource, we have 

ƒ , % ( * * s ) = f [-pf(x\xR s)vk{x,s) + vf
k(x\xR s)p(x,s)]vkdA, 

(7.67) 
in which the normal vector vk is directed away from Da o u r c e . From Eq. (7.67) 
a representation for vi(xR

y s) is obtained when we take into account that pf 
and v{. are linearly related to jf. Expressing this as 

{pf,vi)(x\xR
t s) = f»{s){-G{,Tlk}{xR\x, s), (7.68) 

we arrive at the desired representation of the particle velocity 

«,(**,,) = ƒ . „ {G{(xR\x,s)vk(x,s) + t(k(xR\x,s)p(x,s)}vkdA 

when xR e B'source. (7.69) 

The first term in the integrand of Eq. (7.69) represents a monopole contri­
bution with surface density VkVki while the second term represents a dipole 
contribution with surface density pi/*. 

Equations (7.63) and (7.69) show that the acoustic wavefield outside a 
closed surface can be calculated once both the acoustic pressure and the nor­
mal component of the particle velocity on this surface are known, and once 
the wavefields radiated by appropriate point sources have been calculated. 
The right-hand sides of the representations express the wavefield values as 
a superposition of the wavefields radiated by elementary surface sources out 
of which the distributed sources can be envisaged to be composed. The 
surface sources are represented by the Green's states. When the medium is 
homogeneous outside the pertaining surface, they are given in Eqs. (7.24) -
(7.27). Note that the representation for i>k(xR,s), when xR £ 3>a0ttrce, can 
directly be obtained from the wavefield equation (7.56) as 

M*R, *) = j^R)dkP(xR> *) ■ (7-7°) 

This can also be seen by comparing Eqs. (7.63) and (7.69), and using the 
properties of the Green's states as given by Eq. (7.21) and (7.22) for xR ^ x. 
Therefore we only consider Eq. (7.63) as the fundamental representation and 
Eq. (7.69) as an auxiliary relation which can always be obtained by using 
Eqs. (7.63) and (7.70). 



134 RADIATION IN AN UNBOUNDED, INHOMOGENEOUS MEDIUM 

7 . 2 . 2 . C a u c h y ' s b o u n d a r y i n t e g r a l s 

In this section we investigate the integral representation for the acoustic 
pressure when xR approaches dDsource from B'5 0 u r c e via xR = l im e | 0 (* / + 
£ i / ) , where x' is a point on dJ>source and 1/ is the normal in x' directed 
away from D s o u r c e . We rewrite the integral in Eq. (7.63) as a contribution 
from dDsource\dDs and dDs, where the lat ter is a surface area of dDsource 

symmetrically located around x'. We may write 

-L 
[G«{xR\x, s)vk(x, s) + tq

k(xR\x, ,)p(x,-a)]vk&A 

xeoD,ou„e\oDs 

-^''V'Leto. 4*\*>+e»>-*\dA> (7-71) 
where we have assumed that the surface area dDs is small enough to approx­
imate the acoustic quantities by their values at x' and in addition that e is 
small enough to approximate the Green's states by Eqs. (7.35) and (7.36). 
Note tha t in the last term of the right-hand side of Eq. (7.71) the normal 
derivative Vk^k" ^ a s D e e n replaced by the derivative with respect to e. We 
further assume that the surface dJ)SOUTCe is a smooth surface with a continu­
ous normal. Then, the surface area dD$ can be considered as a locally plane 
one, viz., a flat disk with vanishing radius 6 and with center at x = x\ and 
the integrals over this surface area can be calculated analytically (see also 
HÖNL et a/., 1961, pp. 234-235). 

Let us consider the second integral on the right-hand side of Eq. (7.71). 
This integral can be calculated by introducing polar coordinates r = \xf—as|, 
0 < r < 8, and the polar angle </>, 0 < <j> < 2TT. Noting tha t , i / • (a ; ' -a ; ) = 0, 
we obtain 

f , , * , fdA = - [* 1-^rdr = l(S2 + e2Y - \e . 
JxedVs ±-K\X' + SV'-X\ 2 J0 ( r2 + e 2 ) £ 2V ; 2 

(7.72) 
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Letting e [ 0 and 6 j 0 we arrive at 

f A ■ , 1 , T d A = °> (7-73) 

and the second term on the right-hand side of Eq. (7.71) vanishes. 

Next, the normal derivative of Eq. (7.72) is obtained as 

£JxedV6 ^\x'+ev'-x\ ~ 2($2 + e 2 ) £ " 2* ( * > 

We take the limit that e J, 0 to arrive at 

*e / , , f
 1

 f ' ,dA = 4 » (7.75) 
JxedD6 4n\x'+ev>'-x\ 2 ' v ; 

where 6 is vanishing small, but not equal to zero. This means that the third 
term of Eq. (7.71) tends to the value ^p(xR

ys). 

In conclusion we observe that the integral representation of Eq. (7.63) 
has to be replaced by 

\p{xR,s)=t [G*(xR\x,s)vk(x,s) + tl(xR\x,s)p(x,s)}vkdA 
J XeODsource 

when xR £ dDsource . (7.76) 

The integral sign 4- means the integration over the pertaining boundary with 
a symmetric exclusion of the singular point, if necessary. 

7.2.3. Sur face-source r e p r e s e n t a t i o n s in t h e t i m e domain 

By applying the standard rules for inversion from the 6-domain to the 
time domain, the time-domain representations are directly obtained from 
Eqs. (7.63) and (7.76) as 

/ ^ [Ct{G\nvk} + Ct{TlukP}]dA = XT(t)p(xR,t) 

when xR e »'source , (7.77) 
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/ . xedDa( 
[Ct{G', vkvk) + Ct{Tl ukP}]dA = lxT(t)p(xR, t) 

when xR £ dB source • (7.78) 

Again, the Green's states Gq = Gq(xR\x,t) and Tq
k = Tq

k(xR\x,t) are the 
time-domain counterparts of the s-domain Green's states Gq and tq

k. Fur­
ther, Ct{-,'} — Ct{'-> •}(«, t) denotes the temporal convolution defined by 
Eq. (1.19). 

The time-domain representations of Eqs. (7.77) - (7.78) can also be de­
rived in the time domain. Performing a similar analysis using the time-
domain reciprocity theorem of convolution type of Section 5.2, we obtain 
the same results. 

For the special case of a homogeneous background medium the pertaining 
relations of Eqs. (7.77) and (7.78) reduce to 

/ , xedD, P , _ l _ R - I °k 4TT\X 4/jr\xR — x 
J'fcdA (7.79) 

= Xr{t)p(xH,t) when xK e B'a source J 

and 

/ . e<9D, p TTTTR—n °k 4n\xR — x\ 4:n\xR — x 
ukdA (7.80) 

= ïXT{t)p(xR,t) when xR € dDsource . 

Finally, we will discuss some useful reciprocity theorems that apply to 
bounded domains. 

7.2.4. O s e e n ' s e x t i n c t i o n t h e o r e m 

As has been shown, acoustic wavefield representations can be obtained 
that express the acoustic pressure and the particle velocity, at all points 
xR G Bf

source, in terms of the equivalent surface-source distributions that 
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generate the wavefield. In a number of cases, however, we are interested in 
the consequences of taking the point of observation inside the source domain 
(xR G ^source)- Carrying out the previous application of the reciprocity of 
Section 7.2.1, Eq. (7.63) has to be replaced by 

/ , 
[G"(xR\x, s)vk(x, s) + tl(xR\x, s)p(x, s)]ukdA = 0 

35 6(7 JDaource 

When XR G Source • (7.81) 

This result for xR 6 B s o u r c e shows that the left-hand side of Eq. (7.81) van­
ishes inside the source domain. This property is known as Oseen's extinc­
tion theorem (OSEEN, 1915). This theorem is used in computational acous­
tics, where the relevant numerical methods are known as null-field methods 
(BATES and WALL, 1977) and T-matrix methods (WATERMAN, 1969). 

The time-domain counterpart of Oseen's extinction theorem is obtained 
in a similar way as before by either inversion of the s-domain results or 
by direct application of the time-domain reciprocity theorem of convolution 
type. 

7.2.5. Representat ion theorem for a bounded subdomain 

In some applications we need the results of the application of the reci­
procity theorem with respect to the wavefields in a bounded subdomain B 
exterior to the source domain B s o u r c e (see Fig. 7.3). We apply the reciprocity 
theorem of Section 5.1 to the domain B inside the closed contour dD with 
outward normal i/*. To this end, State A is taken to be the actual wavefield 
that is generated by the sources in B s o u r c e . The wavefield of State B is 
generated by a point source of volume injection (cf. Table 7.5). Using the 
Green's states of Eq. (7.62) we arrive at 

/ . 
JG"(xR\x, s)vk(x, s) + Tl(xR\x, s)p(x, s)]vkdA = -p(xR, s) 

xeuD 
when xR G D , (7.82) 

[G*(xR\x, s)vk{x, s) + tq
k(xR\x, s)p(x, *)KdA = 0 

xeoD 
when xR G T>', (7.83) 

/ . 
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0 

/ Jusource/ 

Figure 7.3. The bounded subdomain I) exterior to the source domain DS( 

Table 7.5. States in the reciprocity theorem 

Field state 

Material state 

Source state 

State A 
(actual state) 

{p,K}(x) 

{0,0} 

State B 
(volume-injection Green's state) 

{p»,i>Z}(*l*M 

{/W(=) 

{qB(s)5(x-x%0} 

Domain B (see Fig. 7.3) 
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and 

J xeoD 
when xR e dD , (7.84) 

where B' is the complement of 3D U dD in 3R3. 

The time-domain counterparts of the latter results are obtained in a 
similar way as before by either inversion of the s-domain results or by direct 
application of the time-domain reciprocity theorem of convolution type. 

This concludes the discussion of the source-type integral representations. 
In the next chapter, these representations are the point of departure to 
formulate the scattering problem in terms of integral equations. 





Chapter 8 

Scattering by a Bounded 
Contrasting Domain 

In this chapter, the scattering of acoustic waves by a contrasting fluid 
domain of bounded extent, present in an inhomogeneous, fluid embedding 
of infinite extent, is investigated in more detail. The integral-equation for­
mulations of the scattering problem are presented. When we consider the 
scattering object as a volume scatterer a domain-integral equation formu­
lation is the most versatile technique, while the boundary-integral equation 
formulation is most convenient when we treat the scatterer as a surface scat­
terer. 

8.1. The domain-integral equation formulation 

We investigate the direct or forward scattering of acoustic waves by a con­
trasting fluid domain of bounded extent, present in a fluid embedding of 
infinite extent. Let Dsct be the bounded domain occupied by the fluid scat­
terer and let pa = ps(x) be its volume density of mass and KS = KS(X) its 
compressibility. The domain exterior to Dsct is denoted by J>'sct. In D'acti the 
embedding, an inhomogeneous fluid is present; its volume density of mass 
is denoted by p = p{x) and its compressibility by K = K(X) (Fig. 8.1). We 
assume that the Green's states (cf. Chapter 7) of the embedding (or back­
ground medium) can be determined. The total acoustic wavefield in the 
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configuration {p, v^} is decomposed into the incident wavefield {^mc,vJ.nc} 
and the scattered wavefield {psct,v^ct}. The incident wavefield is the wave-
field that would be present in the entire configuration if the domain Dact 

showed no contrast with the embedding. The total wavefield is generated by 
sources that are located outside the scattering domain. Since these sources 
remain present even if the scattering domain is thought to be absent, they 
also serve as sources for the incident wavefield. The incident wavefield quan­
tities can be calculated with the representations obtained in Chapter 7. We 
start our analysis in the s-domain. The results in the time domain are ob­
tained by applying the standard rules for inversion from the s-domain to the 
time domain. 

Figure 8.1. The scattering domain. 
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8 .1 .1 . Domain-integral representations in the s-domain 

In the s-domain, the scattered wavefield is also the difference between 
the total wavefield and the incident wavefield. Hence, 

{pact,i>tcl} = {p-Pinc,*k-iïc}. (8-1) 

Through a particular reasoning we now want to express that the scattered 
wavefield originates from the contrast in acoustic properties that the scat­
tering object shows with respect to its embedding. First, we observe that, 
since the total wavefield is sourcefree in B5cf, 

dkp + spsvk = 0, x G Dsct , (8.2) 

dkvk + SKSP = 0, xe DSct • (8.3) 

Secondly, the incident wavefield has no sources in Dsct, while for it the 
constitutive parameters in Dsct have the same value as for the embedding. 
Hence, 

dkfnc + spvinc = 0, x£Dsct, (8.4) 

dkvl
k
nc + snpinc = 0, x e Dsct. (8.5) 

Upon rewriting Eqs. (8.2) and (8.3) as 

dkp + spvk = s(p-ps)vk, x e DSct , (8.6) 

dkvk + SKJP = S(K-KS)P, x£Dsct, (8.7) 

subtracting Eq. (8.4) from Eq. (8.6) and Eq. (8.5) from Eq (8.7) and using 
Eq. (8.1), we arrive at 

dkpsct + spvs
k
ct = s(p-ps)vk, xeDsctl (8.8) 

dkvs
k
ct + sKpsct = S{K-KS)P, xeDsct. (8.9) 

Thirdly, we observe that the scattered wavefield is sourcefree in the embed­
ding (where the total wavefield and the incident wavefield have the same 
sources), and hence 

dkpsct + spvf = 0, x e D'sct , (8.10) 

dkvs
k
ct + sKpsct = 0, xe D'sct . (8.11) 
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Equations (8.8) - (8.11) are now combined to 

dkfct + spvf = fs
k
c\ x e m3, (8.12) 

dkvJ? + SKpact = qact, « E B 3 , (8.13) 

where 
ft = {ê{p-p')vk,Q}, * É {VscuV'sct} , (8.14) 

qsct = {*(/*-**)?, 0}, * «= {VscuKct} . (8.15) 

If fact and qsct were known, Eqs. (8.12) and (8.13) would constitute an acous­
tic radiation problem with known sources in an unbounded, inhomogeneous 
fluid with the same constitutive parameters as the embedding. This problem 
has been discussed in Chapter 7 (cf. Eqs. (7.50) and (7.51)). Hence we may 
write 

psct(xR
ys) = ƒ [G*s(K-Ks)p(x,s) + tls(p-ps)vk(x,s)]dV, (8.16) 

and 

vfCt(xR,s) = -f [G{s(K-Ka)p(x,s) + tjks(p-pS)vk(x,s)}iV 

2p(xR)-p°{xR) R 

+ 3 J^) VI{X >5)' (8*17) 

where xR G m3; the Green's states Gq = Gq(xR\x,s), tq
k = fq

k(xR\x,s), 
G{ = 0{(xR\x,s) and t{k = t{k(xR\x,s) are discussed in Chapter 7. In 
Eq. (8.17) and further analysis it is understood that p(xR) - ps(xR) — 0 
when xR e D'sct. 

It is noted that at any surface of discontinuity in KS and/or ps the right-
hand sides of Eqs. (8.16) and (8.17) yield half the sum of the limiting values 
of the left-hand sides at either side of the relevant surface of discontinuity, 
provided that the integrals are interpreted as their Cauchy principal value 
(see Section 7.1.3) 

Equations (8.16) - (8.17) are the desired integral representations. Once 
the total wavefield quantities p and vk in Dsct are known, these integral 
representations enable us to calculate the acoustic wavefield quantities in all 
space. 
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8.1.2. D o m a i n - i n t e g r a l e q u a t i o n s in t h e s -domain 

The domain-integral equations are obtained by confining in Eqs. (8.16) 
and (8.17) the position of observation to the interior of the scatterer, i.e., 
&R G ^sct- Using Eq. (8.1) to express psct and v£ in terms of the known 
values of ptnc and v™c and the as yet unknown values of p and vk in Dsct, 
we arrive at a system of linear integral equations 

p{x, s)~-f [G«(x\x', s)s(K-Ks)p(xf
) s) 

+ Tl(x\x')s)s(p-ps)vk(x'1s)}dV 

= fnc(x,s), xensct, (8.18) 

1 2 , ' (* )" 
13 3 p{x) 

\vi(x,s)--f [G{(x\xf,s)s(K-KS)p(x',s) 

+ t{k(x\x'ys)s(p-ps)vk(x',s)]dV 

= vr(x,s), xevsct. (8.19) 

Prom this system of integral equations, the acoustic pressure p and the 
particle velocity vk in Dsct can, in principle, be determined. In practice, 
the integral equations associated with the direct scattering problem have to 
be solved with the aid of numerical methods. In special cases, analytical 
approximations to the values of the wavefield in the interior of the scatterer 
can be made. Specifically, the integrals contain a singular point x — x'. 
These integrals have to be interpreted as their Cauchy principal value and 
around the singular point analytical computations have to be performed. 
The iterative solution of integral equations has been discussed in Chapter 2. 
Once the solution of the integral equations has been obtained, the scattered 
wavefield in all space follows by evaluating the right-hand sides of Eqs. (8.16) 
and (8.17). 

For the special case of a homogeneous background medium, the system 
of integral equations of Eqs. (8.18) and (8.19) reduces to 
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p(x,s) - f \s2P(K-KS)G(X-x'', s)p(x\ s) 
Jx'eD3Ct

 L 

-ê(p-pa)dkG{x-x',ê)vk{x\êj\ dV 

= pinc(x,s), xeDsct, (8.20) 

lAelM\M^s)_I \-s^-Ks)dlG(x-x\s)p(xf,s) 
o Ó p } J x'£D,cl

 l 

+ {£-j!ldldkG(x-x',s)vk(x\s) dV 

v',nc(x,s), x€I>sct, (8.21) 

where 

G(x,s) = CXpf 7 l . a | ) with 7 = «(np)i = - . (8.22) 
47T as c 

When there is no contrast in the volume density of mass (pa = p) we 
observe that we are left with one integral equation for the acoustic pressure 
only, viz., 

p{x,s) + -f s2[(cr2-c-2]G(x-xf,s)p(xf,s)dY = pinc(x,s), 

x e Vsct , (8.23) 

where c = (/9/c)~2 is the wave speed of the embedding and cs = cs(x') — 
(p/cs)~2 is the wave speed in a point x' of the scatterer. In mathematical 
physics, this integral equation has been discussed extensively, e.g., MORSE 
and FESHBACH (1953, p. 1069). 

The Born approximation in the s-domain 

For small values of K - KS and p — p8, the system of integral equations 
can be solved iteratively by using the Neumann expansion of Section 2.5. 
The first term of this expansion yields 

p(x,s)^fnc(x,s), (8.24) 
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vfaê)**^*^). (8.25) 

This is the so-called first Born approximation (see BORN and W O L F , 1965, 
p. 452). 

For the special case of a homogeneous background medium and no con­
trast in the volume density of mass, DE HOOP (1991) has shown that the 
Neumann iterative solution of integral equation (8.23) converges for all real 
and positive values of $, provided that \(cs)~2 - c~2| < c~2, independently 
of the size of the scatterer. An alternative analysis valid for all imaginary 
values of s (s —> jw) shows that the Neumann expansion is convergent, if 
the criterion |u>2| |(c")~2 - c~2|A2

ct < 2 holds, where Asct is the radius of 
the smallest ball in which the scatterer is contained. Note that the size of 
the object is now included in the convergence criterion. 

8.1 .3 . Domain-integral representations in the t ime domain 

By applying the standard rules for inversion from the s-domain to the 
time domain, the time-domain representations are directly obtained from 
Eqs. (8.16) and (8.17) as 

/ ^ [ ( ^ - ^ ) ^ { G ^ ^ } + ( ^ - / ) ^ { ^ , ^ t ; , } ] d V = X T W P S C < ( ^ 0 
(8.26) 

and 

/ „ {(K-Ks)Ct{G{,dtp} + (p-p°)Ct{T{k,dtvk}]dV 

+ ^^7py^^w^(^,o - 7cr(t)*r>(**,t), 
(8.27) 

where xR G H3. The Green's states Gq = Gq(xR\x,t), Tq
k = Tq

k(xR\x,t), 
G{ - Gf(xR\x,t) and T{k = T{k(xR\x,t) are the time-domain counterparts 
of the 5-domain Green's states Gq, tq

k, Ó{ and f^. Further, Ct{-,-} = 
Ct{-,-}(x,t) denotes the temporal convolution (see Eq. (1.19)). 
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The time-domain representations of Eqs. (8.26) and (8.27) can also be 
derived by remaining in the time domain. Performing a similar analysis 
using the time-domain reciprocity theorem of convolution type of Section 
5.2 we obtain the same results. 

For the special case of a homogeneous background, the pertaining rela­
tions of Eqs. (8.26) and (8.27) reduce to 

JxeDact 
P(K-KS) 

^ . . t - j ^ - i ) 
AT\XR — X 

■(P-P'W 
^ O M - t o i ) 

47r|aï^ — x 
dV 

= XT(t)psct(x«,t) (8.28) 

and 

/ 
JxeDsct 

a / . \XR-X\\ 

4ir \xK-x\ 

-\ Oi Ou —;—5 j 
p A-K\XK-X\ 

dV 

+ lP~P)xR)Xr{t)vt{*R,t) = XT(t)v!ct(xR,t). (8.29) 

8.1.4. D o m a i n - i n t e g r a l e q u a t i o n s in t h e t i m e d o m a i n 

In a similar way as in the previous section, the time-domain counterparts 
of the integral equations (8.18) and (8.19) are obtained by applying the 
standard rules for inversion from the 5-domain to the time domain. We 
arrive at 

P(x,t)--f [(«-ic')c,{G',otP} + ^-p')c,{rj>at«t}]dv 
Jx'eT).ci 

= p™{x,t), xeV3Ct, t e T , (8.30) 
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l + 2p>(x) 
L3 3 p(x) 

v,(x,t)--f [{K-K>)Ct{Gl,dtV} 
Jx'eT>,ct 

+ (p-p*)ct{rlk,dtvk}]dv 

= v}nc(x,t), xe^sct, teT, (8.31) 

from which p and vk for observation points in Dsct and time instants in 
T can, in principle, be determined. The Green's states Gq = Gq(x\x'yt), 
Tq

k = Tq
k(x\x',t), G{ = G{{x\x',t) and Tf

lk = Tf
lk{x\x\t) are the time-

domain counterparts of the s-domain Green's states Gq, Tq
k, öf and t{k. 

Further, Ct{-r} — Ct{'->'}{&', t) denotes the temporal convolution defined 
by Eq. (1.19). 

For the special case of a homogeneous background medium, the pertain­
ing system of integral equations of Eqs. (8.30) and (8.31) reduces to 

p(x,t)--f P(K-KS) 
d?P(*',t-&p) 

^TTIX — X' 

-(P-P°)dk 
g««t(»',«-^)' 

4T\X — X'\ 

P
inc(x,t), x e Dsct, teT 

dV 

(8.32) 

and 

l + 2 , ' ( * ) 
3 3 p J Jx'eDsct 

{K-KS)dl dtp{x>,t-l*^i) 
47r|a; —a?' 

+ OlOk -— f 
p 4x \x — x'\ 

dV 

= v}nc{x,t), x e Dsct, teT. (8.33) 

When there is no contrast in the volume density of mass (ps = p) we 
observe that we are left with one integral equation for the acoustic pressure 
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only, viz., 

* e Bacf, * e T , (8.34) 

where c = (p/c)~2 is the wave speed of the embedding and cs = (pKs)~ï is 
the wave speed in a point x of the scatterer. 

The Born approximation in the time-domain 

For small values of K - KS and p - ps, the system of integral equations 
can be solved iteratively by using the Neumann expansion of Section 2.5. 
The first te rm of this expansion yields 

P0M) = Pmc0M), (8-35) 

v / ( * , * ) - v\nc(x,t). (8.36) 

This is the so-called first Born approximation in the t ime domain. 

For the special case of a homogeneous background medium and no con­
trast in the volume density of mass, DE H O O P (1991) has shown that the 
Neumann expansion of integral equation (8.34) converges for all t £ T, pro­
vided that \(cs)~2 - c~2 | < c~2, independently of the size of the scatterer. 
This follows directly from the s-domain results for real s. 

8.2. The boundary-integral equation formulation 

We investigate the direct or forward scattering of acoustic waves by a 
contrasting fluid domain of bounded extent, present in a fluid embedding of 
infinite extent. Let Dsct be the bounded domain occupied by the fluid scat­
terer and let ps = ps(x) be its volume density of mass and K.S — KS(X) its 
compressibility. The enclosing boundary of the scatterer is denoted as dDsct] 
the normal vector v^ on dDsct is directed away from DSCf. The domain exte­
rior to dJ>sct is denoted by Df

sct. In Wsct, the embedding, an inhomogeneous, 
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isotropic fluid is present; its volume density of mass is denoted by p = p(x) 
and its compressibility by /c = K(X) (Fig. 8.1). We assume that both the 
Green's states (cf. Chapter 7) of the embedding and the Green's states of 
the medium of the scatterer can be determined. We start our analysis in 
the s-domain. The results in the t ime domain are obtained by applying the 
s tandard rules for inversion from the 5-domain. 

8 . 2 . 1 . B o u n d a r y - i n t e g r a l r e p r e s e n t a t i o n s in t h e ^ - d o m a i n 

The total acoustic wavefield in the embedding {j3, vk} is decomposed into 
the incident wavefield {ptnc, vl

k
nc} and the scattered wavefield {psct,vk

ct}. 
The incident wavefield is the wavefield that would be present in the entire 
configuration if the domain Dsct showed no contrast with the embedding. 
The Green's states of the embedding are denoted as Gq, Tq

k, Öf and f ƒ k , 
while the Green's states of the of the object medium are denoted as Gq , Tq

k , 
G\ and Tj k. The total wavefield is generated by sources that are located 
outside the scattering domain. Since these sources remain present even if 
the scattering domain is thought to be absent, they also serve as sources for 
the incident wavefield. The incident wavefield quantities can be calculated 
with the representations obtained in Chapter 7. 

Outside the scattering object, we define the scattered wavefield being the 
difference between the total wavefield and the incident wavefield. Hence, 

{psct,if} = {p-Pinc,h-iinc}- (8.37) 

The scattered wavefield is sourcefree in D'sct and its acoustic wavefield quan­
tities satisfy the equations 

dkp«* + spvj? = 0, * € » ; * , (8.38) 

dkvf + sKfct = 0, x € Ka • (8-39) 

If both psct and vkvs
k
ct on dDsct were known, Eqs. (8.38) and (8.39) would 

constitute an acoustic radiation problem as discussed in Section 7.2 (cf. 
Eq. (7.63)). Hence, we may write 

rl(xR, s)= f [& » f (« , ,) + tlf«(x, * ) K d A 
JxedD,c, 

when xR G D'sct , (8.40) 
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in which the Green's states Gq = Gq(xR\x,s) and tq
k = tq

k(xR\x,s) are 
discussed in Chapter 7. 

In the special case that the medium in the domain exterior to the scat-
terer is homogeneous, we have 

Gq(xR\x, s) = spG{xR-x, s), (8.41) 

and 
tl(xR\x,s) = -dRG(xR-x,s), (8.42) 

where 

G(xR-x,s) = e X P . ( 7 l T f l " |
a | ) with 7 = - M * = i . (8.43) 

<t'K\XIX — X\ C 

In view of the boundary conditions that the total wavefield quantities 
p and u^Vk are continuous through dDact, we prefer an integral representa­
tion with the total wave quantities in the integral of the right-hand side of 
Eq. (8.40). To this end, we consider the relations with respect to the inci­
dent wavefield quantities. The incident wavefield is sourcefree in Dsct and 
its acoustic wavefield quantities satisfy the equations 

dkptnc + spvl
k
nc = 0, x e Dsct , (8.44) 

dki>l
k
nc + s*pinc = 0, x e Dsct- (8.45) 

Note that the incident wavefield is present in Dsct when we assume that the 
scatterer shows no contrast with respect to its embedding. Therefore, the 
material quantities p and AC of the embedding occur in Eqs. (8.44) and (8.45). 
We now use Eq. (7.83) by replacing {p,vk} by {pinc', vk

nc}, {B, dB, B'} by 
{B s c t ,dB s c f , B ^ } , and considering the observation point xR in Df

sct. We 
directly obtain 

0 = / * „ [G"vr^,s) + Tlp'"':(x,s)}ukdA 
Jx€dD,ct 

when xR € V'sct . (8.46) 

Adding the results of Eqs. (8.40) and (8.46), we arrive at 

p°cl(xR,s)= [ [&vk{x,ê) + tlp(*,»)]vkdA 
JxedD3C, 

when xR 6 B'sc( . (8.47) 
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Equation (8.47) is the desired representation of the scattered wavefield out­
side the scatterer. Together with the incident wavefield it determines the 
total wavefield outside the scatterer. 

In order to obtain integral representations of the wavefield in the interior 
of the contrasting domain, we start with the observation, that this interior 
wavefield satisfy the equations 

dkp + spavk = 0, x e Dsct , (8.48) 

dkvk + SKSP = 0, x £ TDsct . (8.49) 

We now employ Eq. (7.82) by replacing {p,n} by {p*,*8}, {B, dD, E'} by 
{DsctidDsctjD'sct}, and considering the observation point xR in Dsct- We 
directly obtain 

p(xR,s) = -f [G^vk(xys) + tlap(x1s)]ukdA 
JxeoDsct 

when xR € Dsct • (8.50) 

The Green's states in the latter equation are the acoustic wavefield quanti­
ties of a point source of volume injection, when the medium inside Dsct is 
characterized by the material quantities ps and KS in stead of p and K. 

In the special case that the medium in the domain interior to the scatterer 
is homogeneous, we have 

Gq\xR\x,s) = spsGs(xR-x,s), (8.51) 

and 
tq

k'{xR\x,ê) = -d£Ga(xR-x,ê), (8.52) 

where 

*<•»-.•)-■*#*.;•" -av=<«■•)»=f («« 
Equation (8.50) is the desired integral representation for the wavefield in 

the interior of the contrasting domain. Once the total wavefield quantities p 
and vkvk on the boundary surface of the contrasting domain are known, the 
integral representations of Eqs. (8.47) and (8.50) enable us to calculate the 
acoustic waveneld quantities in the whole space, both in the interior and in 
the exterior of the scatterer. 
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8.2.2. Boundary-integral equations in the -̂domain 

The boundary-integral equations are obtained by letting in Eqs. (8.40) 
and (8.46) the point of observation approach the boundary dDsct of the 
scatterer. Then we may write 

U"*{*, ,) = ■[ [&> «f <(*', ,)+ti r\x', sMdA 
*> J x'eoDsct 

when x G dDsct , (8.54) 

- Vc(*, *) = -[ [& *"*(*', *) + n Ptnc(*', s)HdA 
2 Jx'edDsct 

when x E dDsct , (8.55) 

where v'k denotes the normal vector at a point x' of the boundary surface 
dD8Ct pointing away from Dsct. Adding Eqs. (8.54) and (8.55), while using 
Eq. (8.37), we arrive at 

U(x, s)--f [G VI* ' , ')**(*'« *) + f £(*!*', *)***'. -M^dA 

= ptnc{x,s), xedDsct. (8.56) 

Similarly, when we let the point of observation in Eq. (8.50) approach the 
boundary dDsct, then we may write 

\p(x,s) + -f [G*\x\x\s)vk(x\s) + tl\x\x\s)p(x\s)MdA 

= 0, x e dDsct . (8.57) 

It is noted that the integrals in the left-hand sides of Eqs. (8.56) and (8.57) 
have to be interpreted as their principle values, i.e., the integrals are, when 
necessary, calculated by a limiting procedure that excludes the singularity 
at x — x' in a symmetrical manner. Equations (8.56) and (8.57) consti­
tute a system of two integral equations with two unknown quantities, viz., 
p(x,s) and i/&t)fc(a:,£) on dDsct. From this system of integral equations the 
quantities p and VkVk on dDsct can, in principle, be determined. In practice, 
the integral equations associated with the direct scattering problem have 
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to be solved with the aid of numerical methods. In special cases, analyti­
cal approximations to the values of the acoustic wavefield quantities at the 
boundary surface of the scatterer can be made. The iterative solution of 
integral equations has been discussed in Chapter 2. Once the solution of the 
integral equations has been obtained, the scattered-wavefield quantities and 
the interior-wavefield quantities follow by evaluating the right-hand sides of 
Eqs. (8.47) and (8.50), respectively. 

8 .2 .3 . B o u n d a r y - i n t e g r a l r e p r e s e n t a t i o n s in t h e t i m e d o m a i n 

By applying the standard rules for inversion from the 5-domain to the 
time domain, the time-domain representations are directly obtained from 
Eqs. (8.47) and (8.50) as 

/ , 
[Ct{G*,vkvk} + Ct{Tlnp})dA = XT(t)P

sct(xH,t) 
xedDsct 

when xR e D'sct, (8.58) 

/ [Ct{G^\ukvk} + Ct{Tl\ukP}]dA=-XT(t)p(xR,t) 

when xR 6 Dsct , (8.59) 

in which the Green's states Gq = Gq(xR\x,t), Tq
k = Tq

k(xR\x,t), Gq° = 
Gq9(xR\x,t) and Tq

k = Tq
k {xR\x,i) are the time-domain counterparts of 

the 5-domain Green's states Gq, f£, GqS and fjf. Further, C£{-,-} = 
Ct{-, •}(*, t) denotes the temporal convolution defined by Eq. (1.19). 

The time-domain representations of Eqs. (8.58) - (8.59) can also be de­
rived by remaining in the time domain. Performing a similar analysis using 
the time-domain reciprocity theorem of convolution type of Section 5.2 we 
obtain the same results. 

For the special case of homogeneous media the pertaining system of 
Eqs. (8.58) and (8.59) reduces to 

l xedD,c, 
dtvk(x,t - L——1) _ j f o . t - i — - 1 ) 

P 4x|a>*-*| * 4TI«B«-SBI " f c d A (8.60) 

= Xl(t)psct{*R,t) when xR 6 J>'„ 
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and 

L xednt 

<W.,«-ig£gi) ^ . . t - J s ^ ) 
4TT\XR — X\ a 4n\xR — X\ 

^ d A 

= -XT(t)psct(xR,t) when xR E Vsct, 

where cs is the wave speed in the medium of 3DSC<« 

(8.61) 

8.2.4. Boundary-integral equations in the t ime domain 

In a similar way as in the previous section, the time-domain counterparts 
of the integral equations (8.56) and (8.57) are obtained by applying the 
standard rules for inversion from the s-domain to the time domain: 

5 * 0 M ) - / *„ lCt{Gq,v'kvk} + Ct{Tlv'kP}}dA 
2 JxfedJ)sct 

= pinc(x, t), x £ dXsct, t e T , (8.62) 

5P(«,t) + / . [Ct{Go\v'kvk} + Ct{Tl\vf
kp}}dA 

2 Jx'edDsct 

= 0, x G dDscU * G T , (8.63) 

in which the Green's states Gq = Gq{x\x',t), V\ = Tq
k(x\x',t), Gq' = 

Gq9(x\x', t) and Tq
k = Tq

k (x\xl', t) are the time-domain counterparts of the s-
domain Green's states Gq, f J, Gq* and f f. Further, Ct{-, •} = Ct{-, •}(«',*) 
denotes the temporal convolution denned by Eq. (1.19). 

For the special case of homogeneous media the pertaining system of 
Eqs. (8.62) and (8.63) reduces to 

\p{^t)-j 
2 Jx'edDsct 

X f t . \X-X'\\ / / 4 135-3'| \ 

ATT\X — X'\ Air \x — x' 
"fcdA 

= pinc(x,t), xedV3Ct, * 6 T , (8.64) 
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and 

?<••'>+ƒ.. edD3Ct 
P ~ T °k Airlx-x' 4?r \X-X' 

= 0, aj€ÖI)5Ct < 6 T , 

where cs is the wave speed in the medium of Dsct' 

"*dA 

(8.65) 

8.2.5. The case of an impenetrable scatterer 

We now investigate the case that the scatterer is impenetrable for acous­
tic wave motion and we consider the two cases dealt with in Section 3.1.2. 

The special case of a pressure-free scatterer (void) 

The presence of a void is accounted for by the explicit boundary condition 
(cf. Eq (3.11)) 

limp(a; + ei/, s) = 0, x 6 dDsct. (8.66) 

After insertion of this boundary condition into the integral representation of 
Eq. (8.47), we obtain 

fct(xR,s) = f G*(xR\x,s)vkvk(x,s)dA 
Jxedl)9ct 

when xR e D'sct . (8.67) 

With the aid of Eq. (8.67) the acoustic pressure can be calculated as soon 
as vkvk(x,s) at the boundary dJ>sct is known. The latter quantity can be 
determined from the integral equation 

/ G*(x\x\sMvk(x\s)dA=-pnc(x,s), 

* € dDsct , (8.68) 

that directly follows from Eq. (8.56) upon inserting the boundary condition 
of Eq. (8.66). This is an integral equation of the first kind. 
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An integral equation of the second kind can be derived as follows. Using 

ifCt{xR's) = Trfh)8?^**'s) when *R e ***' (8l69) 

and vfct = vi — i)\nc, we obtain from Eq. (8.67) the representation 

v,{xR, s) = i,r(xR, s) - S-TcXf G"(xR\x, s)vkvk(x, s)iA 

when xR e D'sc( . (8.70) 

Now let the point of observation approach the boundary dDsct and multiply 
both sides of Eq. (8.70) through by v\. Performing the limiting procedure of 
Section 7.2.2, we arrive at the integral equation of the second kind 

-vkvk{x, s) + —-— f uidiGq{x\x\ s)vkvk(xf
y s)dA 

2 sp{x)JxfedD3Ct 

= vkvinc(x,s), xedDsct, (8.71) 

from which vkvk at the boundary dDsct can be determined. 

The time-domain counterparts of the latter results are obtained in a 
similar way as before by either inversion of the s-domain results or by direct 
application of the time-domain reciprocity theorem of convolution type. 

The special case of an immovable rigid scatterer 

The presence of an immovable rigid scatterer is accounted for by the 
explicit boundary condition (cf. Eq. (3.12)) 

]lmvkvk(x + eu,s) = 0, x <E dDsct . (8.72) 
ej.0 

After insertion of this boundary condition into the integral representation of 
Eq. (8.47), we obtain 

p°ct(xR,s)= f Tl(xR\x,s)ukp(x,s)dA 
JX€OTi,ct 

when xR 6 B' s c ( . (8.73) 
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With the aid of Eq. (8.73), the acoustic pressure can be calculated as soon 
as p(x,s) at the boundary dDsct is known. The latter can be determined 
from the integral equation 

\p{x, s)--f a^ tl(x\x', sykp(x', s)dA = p™(x, s), 

x 6 3J>'sct , (8.74) 

that directly follows from Eq. (8.56) upon inserting the boundary condition 
of Eq. (8.72). This is an integral equation of the second kind. 

An integral equation of the first kind can be derived as follows. Using 

i>ïct(*R, s) = - ^ d , V c ( ( * * . s) when xR € Kct , (8-75) 

we obtain from Eq. (8.73) the representation 

vr*(x^s) = --±!Fi8(t[ Tl(xR\x,s)ukp(xiS)dA 
when xR € D'3Ct. (8.76) 

Now let the point of observation approach the boundary dDsct and multiply 
both sides of Eq. (8.76) through by i//. Performing the limiting procedure of 
Section 7.2.2, we arrive at the integral equation of the first kind 

U J ? ; i ^ / ^ ^+eu\x\sykp(x\s)dA e|o sp(x) Jx'edDsct 

= vkV£c{x,s), xedVsct, (8.77) 

from which p(x, s) at the boundary dDsct can be determined. In this latter 
equation, special care has to be taken in the limit that e tends to zero. 

The time-domain counterparts of the latter results are obtained in a 
similar way as before by either inversion of the 5-domain results or by direct 
application of the time-domain reciprocity theorem of convolution type. 





Chapter 9 

Scattering by a Disk 

As an example of the problem of scattering by a contrasting domain, we 
consider the problem of an acoustic wave scattered by an infinitely thin disk. 
The disk is either perfectly compliant or perfectly rigid and immovable. We 
first consider the case that the disk is located in a homogeneous embedding. 
Secondly, we consider the case that the disk is located in an inhomogeneous 
embedding: a homogeneous halfspace. For both cases, we derive an integral 
equation with an operator of convolution type, which allows us to employ 
the standard Fourier-transformation techniques in the computations. 

9.1. Scattering by a planar object of vanishing 
thickness 

Let a planar object of vanishing thickness occupy the domain 

Dsci = {x6 B3 ; (xux2) e AScu *3 = h] , (9.1) 

where Asct is a bounded domain in the (aii, z2)-plane (see Fig. 9.1). The 
physical properties of the object are characterized by boundary conditions 
to be satisfied upon approaching either side of the object. The embedding 
domain is denoted as D'sct. Noting that in Chapter 8 the enclosing boundary 
of the scatterer is denoted as dDsct, we observe that in our case it consists 
of the two sides of the planar object, viz., 
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iP inc „inel {P3ct,v?}. 

T>' set 

p,/c 

■set 
x* — h 

Figure 9.1. Planar disk in an unbounded domain D'tl 

dnsct = {xe m3; {xux2) e AscU x3 = lim(/i ± e)} 
elO 

(9.2) 

When the point of observation xR is located outside dDsct, we may replace 
the expression for the scattered wavefield of Eq. (8.47) by 

fcl(xR,s) = [ [G'>dq(xux2,s) + tldh(xuX2,s))dA 

when xR e I)' , . (9.3) 

The Green's states Gq = Gq{xR\xux2, h,s) and f^ = t%{xR\xux2, M ) are 
discussed in Chapter 7. Further, in Eq. (9.3) we have denned an equivalent 
surface density of injected volume time rate 

dq = ]im[v3(xux2,h + e,s)-v3(xux2,h-e,s)}\ , (9.4) 
ejO l(,xi,x2)GAact 
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and the equivalent surface-force density 

df3 = ]im\p{xux2,h+e,s)-p{xuX2,h-e,s)}\ . (9.5) 

The introduction of these surface sources is consistent with Eq. (7.9) where 
expressions in terms of volume sources are presented. As soon as we know 
the values of dq and dfa we can calculate the acoustic quantities in the 
receiver location xR G B'scf, using Eq. (9.3). 

The case of a perfectly compliant lamina 

If the scattering object of vanishing thickness is a perfectly compliant 
lamina, the acoustic pressure vanishes on either side of it: 

]imp(xi,x2,h± e,s) = 0, {xux2) G Asct; (9.6) 

this implies that dfc — 0 in Eq. (9.3). Specifically, this representation reduces 
to 

fct(xR,s) = f G\xR\xux2,h,s)dq(xux2,s)dA 
«/(xi,x2)GAsct 

when xR G D'sct . (9.7) 

With the aid of Eq. (9.7), the acoustic pressure can be calculated as soon as 
dq(xi,x2,s) on Asct is known. The source function dq can be obtained by 
letting the point of observation xR approach Asct. Employing the boundary 
condition 

psct(xR,s) = -pinc(xR,s) when xR = ]im(xl,x2lh± e), {xux2)£Ascty 

(9.8) 
we arrive at the integral equation of the first kind (cf. Eq. (8.68)) 

lim / Gq(xi,x2,h + e\x,
l,x2lh,s)dq(x,

l,x2,s)dA 

= -ptnc(xl,x2,h,s), {xux2) G Asct . 

This integral equation for dq has to be solved numerically. Aspects of iter­
ative solutions are discussed in Chapter 2. 
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The case of an immovable rigid disk 

If the scattering object of vanishing thickness is an immovable perfectly 
rigid disk, the acoustic particle velocity vanishes on either side of it: 

]imv3(xux2,h±e,s) = Q, {xux2) 6 A3ce; (9.10) 

this implies that dq = 0 in Eq. (9.3). Specifically, this representation reduces 
to 

psct(xR,s) = f Tl(xR\xux2,h,s)dMxux2is)dA 

when xR £ D'sct . (9.11) 

With the aid of Eq. (9.11), the acoustic pressure can be calculated as soon 
as df3(xiJx2,s) at Asct is known. In order to derive an integral equation for 
this source function we first determine (cf. Eq. (7.70)) 

nct(xR's) = J^)d'psciixR's) when **e B-(' (9-12) 

to obtain the representation 

*3 C t (*V) = - T ^ 0 ? / Tl(xR\xux2jh,s)df3(xux2,s)dA 

when xR <E D',c£ . (9.13) 

Now let the point of observation approach the boundary dDsct. Employing 
the boundary condition 

v^ct(xR,s) = -vl
3

nc(xR,s) when xR = lim(x1,x2,h± e), [xux2) G Asct, 

(9.14) 
we arrive at the integral equation of the first kind (cf. Eq. (8.77)) 

— r \ l imd e f tl(xux2,h-\-e\x\,x,
2,hJs)df3(x,

l,x'2,s)dA 
Sp(xuX2,h) e[0 ,/(*!,4)€A,et 

= ^ ( ^ l > x2, K s), (a?!, x2) £ Asct , (9.15) 

from which df3(xi,x2,s) at the boundary dDsct can be determined. In this 
latter equation, special care has to be taken in the limit that e tends to zero. 
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This integral equation has to be solved numerically. Aspects of iterative 
solutions are discussed in Chapter 2. 

9.2. Disk in a homogeneous embedding 

In the special case that the disk is located in a homogeneous embedding 
the Green's states Gq(xR\x, s) and tl(xR\x, s) are given by (cf. Chapter 8) 

Gq(xR\x,s) = spG(xR-x,s), (9.16) 

and 
tl(xR\x,s) = -d«G(xR -x,s), (9.17) 

where 

G(xR-x,s)=eXV^f-*l) with7 = -M* = - . (9-18) 
4ir\xH-x\ c 

The integral equation (9.9) can now be written as 

sp lim / G(x\ -x'2ix2-x2,e, s)dq(x[,x2ls)dA 
*io J(x[,x'2)eAsct 

= -ptnc(xu JC2, h, s), (xl, x2) £ Asct , 

for the case of a compliant lamina, 

while the integral equation (9.15) is rewritten as 

% ^ 2 f G{xA-x'2, x2-x'2, e, s)df3(x,
1,x'2, s)&A 

e|0 J(x[,x2)£\3Ct 

= -vl"c{xuX2,h,s), {xux2) e Asct, 

for the case of a rigid disk. 

(9.19) 

1_ 
sp 

(9.20) 

In view of the discussion how to solve these integral equations, they are 
written in our operator notation of Chapter 2 as 

Lu=f, (xux2)£A3Ctj (9.21) 
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where 

Lü = sp\im / G(xi-xf
l,x2-x2,e,s)ü(x'l,x2,s)dA , 

e |0 J(x[,x'2)etLsct 

(9.22) 

u(ajl52J2,5) = o g ^ a ^ a ) , 
for the case of a compliant lamina, 

and 

Lu = —limdg / G(xi -x\, x2-x2,e,s)ü(x,
1, x2,s)&A , 

Sp eiO J{x[,x'7)£\sct 

(9.23) 
f(xux2,s) = -t)Jnc(:ei,a!2,M)i 
ü ^ , ^ , * ) = df3(xux2,s), 

for the case of a rigid disk. 

Obviously, they are integral equations of the convolution type and can be 
solved with the help of the iterative schemes of Chapter 2, where the operator 
can be determined with the Fourier transformations, as it has been discussed 
in Section 2.7. 

Computation of the operator 

Introducing the characteristic function 

XA3Ct = {1, g i °) w h e n («l»x*) e {Asct, fflUct, A'5C J , (9.24) 

where the boundary dAsct denotes the edge of the disk and Af
sct denotes the 

complement of Asct U dAsct in the horizontal plane {(sci, x2) G B2; x3 = h}. 
With this characteristic function we may write the operator expressions as 

Lu = sp]imF~l{G{jsaujsa2,e,s)F{x\actü}\ 
e JO v. J 

for the case of a compliant lamina, (9.25) 

Lu = — ]imd^F~l{G(jsaujsa2ie,s)F{xA3Ctü}\ 
Sp e|0 *» ' 

for the case of a rigid disk. (9.26) 
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where the two-dimensional Fourier transformation is denoted by the operator 
F and its inverse by F - 1 , i.e. (cf. Eqs. (1.46) and (1.47)) 

ü=F{ü}= ƒ ^exp(jsetiXi + jsa2x2)ü(xi,x2,x^s)&A, (9.27) 

F-l{ü} = —— / exp(-jsa1x1 - jsa2x2)u(jsau jsa2ix3ys)&A. 

(9.28) 
In Eqs. (9.25) and (9.26), G(jsetiyjsa2i x%, s) denotes the Fourier transform 
of G(x\,x2,X3,s) with respect to the horizontal coordinates. The result 
follows from the combination of Eqs. (4.58) and (4.59) as 

(9.29) 

(9.30) 

(9.31) 

_ . exp(—sTe) p 
g = splim —— = — for the case of a compliant lamina, (9.32) 

e jo 251 2 r 

1 exp(—sTe) T 
g = — lim d\ K „—- = — for the case of a rigid disk. (9.33) 

sp cio 2sT 2/9 v ' 

In the derivation to arrive at Eqs. (9.31) and (9.33) we have interchanged the 
differentiations with respect to e and the integrations of the inverse Fourier 
transform. This is is admissible as long as 

lim \(sausa2)\F{xx3Ctu} = 0 as (sausa2) <G B2 , (9.34) 
\{sai ,sac2)\—>oo 

where | ( sa i , sa 2 ) | = [(sai)2 + (sa2)2]?. This condition is satisfied if ü = dfo 
vanishes at the edge dAsct of the disk domain Asct. This is the so-called edge 
condition of the wavefield problem of a rigid disk ( JONES, 1952). 

where 

Hence, 

where 

we finally 

G(J. 

r = 
arrive 

sa i , ; sa 2 , 

(? 
! at 

Lu 

+ *? 

= F~ 

* 3 , « ) = 

i 

+<*y 

exp(—«r|i 
2sT~ 

, Re(r) 

-'{gFix^ü}}, 

«3|) 

> 0 . 

http://FiXA.au%7d%7d
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Computation of the adjoint operator 

We are now able to use the various iterative schemes discussed in Chap­
ter 2. In order to be able to use these schemes, we need the adjoint L* of 
the operator L. This operator is now obtained as 

L*v = F-*{g*F{xA,ctv}}- (9-35) 

Computation of the preconditioning operators 

In Section 2.7 it is found that for the type of convolution operators at 
hand, a preconditioning operator may be found as 

Pi = F-l{(g)-lF{XA..,v}}t (9-36) 

while its adjoint is given by 

P*ü = F-i{(rr'F{xx,ctü}}. (9.37) 

Computation of the scattered wavefield 

Once the operator equation (9.21) is solved, which means that ü = dq 
for the case of a compliant lamina and ü — dfo for the case of a rigid disk are 
known, we can determine the scattered acoustic pressure from the integral 
representations (9.7) and (9.11) as 

psct(xR,s) = sp f G(xR-xuxR-x2,xR-h,s)dq{xux2,s)dA, 

for the case of a compliant lamina, (9.38) 

and 

psct(xR,s) = -[ dRG(xR-xuxR-x2,xR-h,s)df3{xux2,s)dA, 

for the case of a rigid disk , (9.39) 
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when xR G B ^ . Using the Fourier transformations defined in Eqs. (9.27) -
(9.28) and the Fourier transform of the Green's function given in Eq. (9.29), 
we observe that the scattered acoustic pressure can be computed as 

pact(zux2,x3,S) = F-'{^exp(-*T\*3-h\)F{xA,c,dq}} 

for the case of a compliant lamina, (9.40) 

fct(xux2,x3,s) = F-li^sign(x3-h)exV(-sT\x3-h\)F{xA,ctdj3}} 

for the case of a rigid disk. (9-41) 

and 

9.3. Analytic solution for a pressure-free plane 

We now assume that the support of the disk Asct becomes unbounded 
in the x\- and ac 2 - directions and we replace Asct by B,2. Assuming that the 
background is homogeneous, we observe that the preconditioning operator 
becomes the exact inverse of the operator L. The solution becomes 

ü = L-'f = F~l{(g)-lF{f}}, (9.42) 

while the preconditioning operator becomes 

Pf = F-i{(g)-lF{f}} = L->f. (9.43) 

In particular, we consider the case of a perfectly compliant lamina. When 
Asct becomes unbounded in the horizontal directions, we end up with a 
pressure-free plane at aj3 = h. For simplicity, we take h — 0. We consider 
the source and receiver positions below this pressure-free plane a?3 = 0 (see 
Fig. 9.2). Following Eq. (9.42), the solution in the two-dimensional Fourier 
domain is given by 

2r 
dq(jsaujsa2,s) = ptnc(jsa1Jsa2,0,s). (9.44) 

Furthermore, the Fourier transform of the scattered wavefield of Eq. (9.40) 
may be written as 
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pressure-free plane 
«3 = 0 

:5 X {pinC,Vl,nc} {psc\vf} sj xR 

P,K 

Figure 9.2. A point source in a homogeneous halfspace. 

psc (jsai,jsoL2,X3,s) = ~-ex^(-sTx3)dq(jsaujsa2,s) 

= -exV(-sTx3)ptnc(jsaujsa2,0,s). (9.45) 

The two-dimensional inverse Fourier transformation of Eq. (9.45) yields the 
desired expression for the scattered pressure wavefield in the halfspace below 
the pressure-free plane at z 3 = 0. 

Monopole source 

As first example, we consider a monopole transducer at xs generating 
the incident waveneld ptnc. From Eq. (4.82) it follows that the acoustic 
pressure of this incident wavefield may be written as 

SA pinc(x,s) = spq*G(x-x^s), (9.46) 

where q is the s-domain time rate of volume injection. The two-dimensional 
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Fourier transform of this wavefield at x3 — 0 is given by 

pinc{jsaujsa2,0,s) = ^qSexV(jsaixf + jsa2xs
2 - sTz§). (9.47) 

Substituting this result in Eq. (9.45) we obtain 

psct{jsaujsa2,x3,s) = ^fexpijsa^f + jsa2xs
2 - sT(z3 + z§)]. (9.48) 

Inversion of Eq. (9.48) to the spatial domain can now be done by inspection. 
The result is 

pSCt{x,s) = SpqSG{x, -X^X2-X%tZ3 + Z$,3). ( 9 ' 4 9 ) 

We observe that the scattered wavefield seems to be generated by a monopole 
source located at the virtual point imaged by the reflector at x3 — 0, the 
so-called ghost reflection. 

Dipole source 

As second example, we consider a dipole transducer at a;5 generating the 
incident wavefield ptnc. From Eq. (4.91) it follows that the acoustic pressure 
of this incident wavefield may be written as 

p'"c(x,s) = fSd%G(x-xs,s), (9.50) 

where ƒƒ is the s-domain time rate of volume force and d% denotes the spatial 
derivative with respect to x%. The two-dimensional Fourier transform of this 
wavefield at 2:3 = 0 is given by 

pinc(jsaujsa2,Q,s) = — f%d%exv(jscLlz% + jscL2z2
3 - sTz§). (9.51) 

Substituting this result in Eq. (9.45) we obtain 

psct{jsaujsa2ix3ys) = ^ / f ö f e x p f i a a ^ f +J3a2z2
3-sT{zrtx§)]. (9.52) 

Inversion of Eq. (9.52) can now be done by inspection. The result is 

psct(x,s) = -fidiG(x,-x^x2-xi,x3+xi,s). (9.53) 

We observe that the scattered wavefield seems to be generated by a dipole 
source located at the virtual point imaged by the reflector at z3 = 0, the 
so-called ghost reflection. 
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9.4. Disk in a homogeneous halfspace 

As the most simple inhomogeneous embedding, we now turn our atten­
tion to the halfspace as background (see Fig. 9.3). We assume that the disk 
is located at x% = h in a homogeneous halfspace 0 < sc3 < oo, where at 
x3 = 0 the total pressure wavefield vanishes: 

l imp(;e ,s) = 0 . (9.54) 
x 3 |0 

First we compute the incident wavefield in the scattering configuration. This 
is the wavefield that would be present in the entire configuration if the do­
main Asct showed no contrast with its embedding. This wavefield follows 
directly from the results of Section 9.3. The superposition of the represen­
tations of Eqs. (9.46) and (9.49) yields the total wavefield generated by a 
monopole source in the halfspace in absence of the disk scatterer, while the 
superposition of the representations of Eqs. (9.50) and (9.53) yields the total 
wavefield generated by a dipole source in the halfspace in absence of the disk 
scatterer; we directly conclude that the acoustic pressure of the present in­
cident wavefield {pinc*H,v™'H} in our inhomogeneous embedding is arrived 
as 

ptnc,H(x, s) = spqSGH(x\xs, s) for a monopole source , (9.55) 

and 

where 

pincM{x,s) = fgds
kGH{x\xs,s) for a dipole source , (9.56) 

"(.I.*,,) = ^ ' - ^ - "»<?'* - ; , '] , (9-57) 
47T \X-Xb\ 47T \X-Xb 

in which 

xs' = (*f,zf,-xf) (9.58) 

denotes the image point of a; with respect to the reflecting surface at x$ = 0. 



DISK IN A HOMOGENEOUS HALFSPACE 173 

pressure-free plane 
x3 = 0 

xs x {pinc, vl
k

nc} {psc\vs
k
ct} SJxR 

p,K 

-set — x3 = h 

*3 

Figure 9.3. Planar disk in a homogeneous halfspace. 

In order to be able to use the wavefield representation of Eq. (9.3), we 
need the Green's states of the inhomogeneous background, i.e., the Green's 
states of the homogeneous halfspace. The latter follow direct from the results 
of the monopole source in Eq. (9.55), viz., 

.R H(„R\ Gq{xK\x,s) = spG"(xH\x,s), (9.59) 

and from Eq. (7.70) we directly obtain 

RfiH(R\ Tl{*"\*,*) = -0$GH{xK\x,*) (9.60) 
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The integral equation (9.9) can now be written as 

sp lim / GH(xi,X2,h+e\x,
l,x,

2ihis)dq(xi
l,X2,s)&A 

= -?nc'H{zuz2,h,s), (xux2)£ASct, ( 9*6 1 ) 

for the case of a compliant lamina, 

while the integral equation (9.15) is rewritten as 

— limd£
2 / GH(zux2, h + e\x' x' h, s)df3(x'x' s)dA 

sp «lo J(x^x'2)e\scl 

*inc,H{ u \ I \ ,- A (9.62) 

= -v3 (xux2,his), {xux2) £ Asct , 

for the case of a rigid disk. 
In view of the discussion how to solve these integral equations, they are 

written in our operator notation of Chapter 2 as 

Lu = f, {xux2)£ASct, (9.63) 

where 

Lü = sp lim / G (xi — x\,x2 — x2,s,s)ü(x,
l,x2,s)dA , 

e|0 J{x[,x'2)e1isct 

(9.64) 
f(xux2,s) - -plnc'H(xux2,h,s), 
u(xux2,s) = dq(xux2,s), 

for the case of a compliant lamina, 

and 

Lü = —lim d\ { 
Vi.4) 

Lü = —limd2 / Gh(xi-x\,X2-x2,e,s)ü(x\,x2ls)dA , 
Sp e[0 J(x[,x'2)£\act 

(9.65) 
f(xux2,s) = -vt

3
ncM(xux2,h,s), 

u(xux2,s) = df3{xux2,s), 
for the case of a rigid disk , (9.66) 



DISK IN A HOMOGENEOUS HALFSPACE 175 

while, in both cases, 

Gh(xux2le,s) = G{xux2le,s)-G(xux2,e + 2h,s). (9.67) 

Obviously, they are integral equations of the convolution type and can be 
solved with the help of the iterative schemes of Chapter 2, where the operator 
can be determined with the Fourier transforms as it has been discussed in 
Section 2.7. 

Computation of the operator 

Introducing the characteristic function 

XKsd = U> 2 ' ° } w h e n (x^xz) e {AschdAscUA'sct} , (9.68) 

where the boundary dAsct denotes the edge of the disk and Af
sct denotes the 

complement of Aact U dAsct in the horizontal plane {(xi,x2) G B,2j £3 = h}. 
With this characteristic function we may write the operator expressions as 

Lu = splimF'^G (jsaujsa2,e,s) F{xAactü}\ 

for the case of a compliant lamina, (9.69) 

Lu = —Kmd*F-^{Gh(jsaujsa2le1s)F{xx3Ctü}\ 

for the case of a rigid disk, (9.70) 

where the two-dimensional Fourier transformation and its inverse are de­
fined in Eqs. (9.27) and (9.28), and G (jsai,jsa2,e,s) denotes the Fourier 
transform of Gh(xi,x2,E,s) with respect to the horizontal coordinates and 
it is given by (cf. Eq. (9.29)) 

-pzh, . v e x p ( - s r i d ) exp( - sr |£ + 2/il) 

G (3saujsa2,e,s) = \ r - - ^ - ^ Ü , (9.71) 

where V is defined in Eq. (9.30). Hence, we finally arrive at 

LÜ = F-'{ghF{xA,clü}}, (9.72) 
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where 

* e|o 2sT 2r FV ; 

= —[1 - exp(-2sTh)] for the case of a compliant lamina, (9.73) 
Al. 

5/9 eiO £ 2*T 2/9 ^V ' 

r 
= — [1 - exp(-2sr/i)] for the case of a rigid disk . (9.74) 

2p 
In the derivation to arrive at Eqs. (9.72) and (9.74) we have interchanged the 
differentiations with respect to e and the integrations of the inverse Fourier 
transform. This is is admissible as long as 

lim |(*ai,*a2)|F{xA« (tt} = 0 as {sausa2) G 3R2 , (9.75) 
|(aai,aa2)|-K» 

where | (sai ,$a 2 ) | = [(SOLI)2 + (sa2)2]ï • This condition is satisfied if ü(xi,x2) 
— dh{%\, «2> 0, s) vanishes at the edge dAsct of the disk domain Asct. This is 
the so-called edge condition of the wavefield problem of a rigid disk. 

Computation of the adjoint operator 

We are now able to use the various iterative schemes discussed in Chap­
ter 2. In order to be able to use these schemes, we need the adjoint L* of 
the operator L. This operator is now obtained as 

L*v = F-'{t*F{xx,ctv}}. (9.76) 

Computation of the preconditioning operators 

In Section 2.7 it is found that, for the type of convolution operators at 
hand, a preconditioning operator may be found as 

Pi = F-'{(t)-'F{XA,ctv}} , (9.77) 

while its adjoint is given by 

P*ü = F->{(ght)-'F{x^tü}} . (9.78) 
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Computation of the scattered wavefield 

Once the operator equation (9.63) is solved, which means that u = dq 
for the case of a compliant lamina and ü = 6/3 for the case of a rigid disk are 
known, we can determine the scattered acoustic pressure from the integral 
representations (9.7) and (9.11) as 

psct(xR,s) = sp f Gh(xR-xux^-x2ix§-h,s)dq(xux2,s)dA, 

for the case of a compliant lamina, (9.79) 

fct(xR,s) = -[ dKGh(xK-xuxK-x2,x*-h,s)df3(zux2,s)dA, 
J{x1,X2)eA3Ct 

for the case of a rigid disk, (9.80) 

when xR £ E^cf. Using the Fourier transformations denned in Eqs. (9.27) -
(9.28) and the Fourier transform of the Green's function given in Eq. (9.71), 
we observe that the scattered acoustic pressure can be computed as 

P a c *(* i , «2,3:3,*) 

= F-l{£{ejq>[-sT\z3-h\] - exp[-ar(*3 + *)]} F{Xli.«dq}} 

for the case of a compliant lamina, (9.81) 

and 

psct(xux2,x3,s) 

= F - ^ i s i g ^ ^ - ^ e x p I - ^ l ^ - ^ l ] - exp[- j r (* 3 + /0]} F{XAacM}} 

for the case of a rigid disk. (9.82) 

After the discussion of the scattering by a disk in a homogeneous em­
bedding and in a homogeneous halfspace, respectively, we shall now consider 
the consequences of a two-dimensional version of the pertaining scattering 
problem. 
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9.5. Two-dimensional scattering by a strip 

In this section we consider the two-dimensional scattering problem, in 
which the disk domain Asct becomes a strip domain, presented by 

Lsct {x E H3; -a < x1 < a, -oo < x2 < oo, x3 = h} , (9.83) 

where a is half the width of the strip. Further, in this problem, we assume 
that the sources generate a two-dimensional acoustic wavefield independent 
of the a;2-direction. Hence, we only deal with the two-dimensional position 
vector xj = (x\,x3). 

The two-dimensional Green's function 

In order to discuss the changes we have to make for a two-dimensional 
acoustic wavefield problem, we consider the two-dimensional wavefield gener­
ated by a monopole line source. The expression for this wavefield is obtained 
by integrating the expression for the monopole point source of Eq. (9.46) with 
respect to x2 

p(xux3,s) = spqs / G(xl-x^x2lx3-x3
s)dx2 , (9.84) 

where (cf. Eq. (4.60)) 

A/ x l f exp(-jsoL^x^ - jsa2x2 - sT\x3\) 
G(xux27 Z3, s) = TTT-TT" / 2 ^ -p ' d A 

(2TT)2 J(sausa2)eB.2 2sT 
(9.85) 

and 

r = (~ + a\ + a\ V , Re(r) > 0 . (9.86) 

Interchanging the order of integrations we arrive at 

p(xu x3, s) = spqsg(Xl-x^ x3-x§) , (9.87) 

in which the two-dimensional Green's function Q is given by 
Cl* * .\ l f exp( -J6a 1 a ; 1 -sT\x3\)Af_ , 
ö(xux3,s) = 7T- _ 57= a(«ai) (9.88) 
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and T = ( i + a ( T • R e ( T ) > 0 - (9.89) 

As far as the spatial dependence is concerned, we now show that Q only 
depends on the two-dimensional distance from the origin, 

2\k 

Writing 

X\ = \XT 

•T\ = ( * l + * 3 ) 5 

cos( |0 | ) , x3 = \xT\ s in( |0 |) , --K < (j> < -K , 

(9.90) 

(9.91) 

and replacing the real integration variable sa\ in Eq. (9.88) by the complex 
variable $ through 

sai = - ; - c o s ( | 0 | - ; $ ) , 
c 

we arrive at 

0(*U*3,S)=±J 
:°( s a i)La1em 

exp |a?j|cosh($) d$ 

(9.92) 

(9.93) 

The next step is to perform the integration in the complex (sa^ )-plane along 
such a path that $ becomes real. From Eq. (9.92) we observe that this 
path is a hyperbola (see Fig. 9.4). We therefore extend the integrand of 
Eq. (9.93) in the complex (sai)-plane. Since we want to keep the integrand 
single-valued, we introduce branch cuts from the branch point sa\ = js/c to 
Re(sai ) —* —oo and from the branch point sct\ = —js/c to Re(sa i ) —> oo 
and keep Re(T) > 0 in the entire cut (sai)-plane. On virtue of Cauchy's 
theorem and Jordan's lemma, the integration path along the real (sa^-axis 
is now deformed into the hyperbola ( $ G B). After this deformation, we 
have 

(9.94) 
1 f°° 

Q(xi,z3,8) = — I exp — |ajj|cosh($) 
c 

d $ . 

Introducing the modified Bessel function of the second kind and zero order, 
(ABRAMOWITZ and STEGUN, 1968, p. 376) 

/•oo 
K0(z) = / exp[ -zcosh($) ]d$ , 

JO 

we may write Eq. (9.94) as 

(9.95) 
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Im(sai) 

complex (sai)-plane 

\ ^ a ! = j 4 

$ = 0, scti = - j^cos(0) 
^-^/r^sotj = 

« J ^ - -

- i L
c 

Re($ai) 

5a! = 5 a i ( $ ) 

Figure 9.4. Complex (sai)-plane with modified integration path sa\{$). 

1 5 
Q{xux3,s)= —K0(-\XT\). 

Z7T C 
Note that in the limiting case of 5 —► ju>, we arrive at 

Ö ( * I | S B 3 , * ) = ^ ^ 2 ) ( ^ I * T I ) , 

(9.96) 

(9.97) 

in which Ha is the Hankel function of the second kind and zero order. 
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Before continuing our analysis, we present the time-domain result of the 
two-dimensional Green's function. We introduce the new integration variable 

T = r 0 cosh($) , To = ^ J , (9.98) 
c 

in Eq. (9.94). Then, we have 

The expression of the two-dimensional Green's function in the time domain 
is directly found by inspection (assuming s is real), viz., 

g(xux3is)= * , , (9.100) 
2TT(*2-T0

2)2 

where X-R+ (0 is t n e characteristic function related to the domain ]R+ = {t £ 
H, t > 0}. This result can also be derived directly from Eq. (9.88), using the 
Cagniard-de Hoop method (DE HOOP, 1960). 

Comparing the three-dimensional Green's function of Eq. (9.85) and the 
two-dimensional Green's function of Eq. (9.88), we conclude that we can 
adapt our three-dimensional analysis of the previous chapters to a two-
dimensional one by simply replacing the two-dimensional Fourier transforms 
with respect to the horizontal coordinates by the one-dimensional Fourier 
transform with respect to x\. 

We define the one-dimensional Fourier transformation with respect to the 
horizontal coordinate z j , again denoted by the operator F and its inverse 
by F " 1 , viz., 

ü=F{ü}= / exp(;5aiaj!)ü(a:i,a;3,5)da;i , (9.101) 

F _ 1 {ü} = — ƒ exjt(-jsalxl)ü(jsal,x3,s)d(sa1). (9.102) 
Lit JsaiZB. 

Subsequently, we discuss the modifications we have to make for both the 
problem of a strip in a homogeneous embedding and the problem of a strip 
in a homogeneous half-space. In order to be able to use the various iterative 
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schemes discussed in Chapter 2 for the solution of the integral equation of the 
scattering problem at hand, we observe that the operator expressions needed 
in the various schemes, directly follow from Eqs. (9.31), (9.35)-(9.37), (9.72), 
(9.76)-(9.78). 

For the configurations of the strip in a homogeneous embedding and the 
strip in a homogeneous halfspace, the various operator expressions are given 
below. 

Strip in a homogeneous embedding 

The operator expressions are now given by 

LÜ=F^{gF{XA,ctü}} , (9.103) 

L*v = F-l{rF{XA.cli}} > (9-104) 

Pv = F-l{(g)-lF{xx,ctv}}, (9.105) 

P*ü = F'1 { ( r r 1 F{X\^&}} • (9-106) 

where 

~g — — for the case of a compliant strip, (9.107) 

g — — for the case of a rigid strip . (9.108) 
2p 

Once the operator equation 
LÜ = ƒ (9.109) 

is solved, the two-dimensional wavefield scattered by the strip can be com­
puted from (cf. Eqs. (9.40) - (9.41)) 

psct(xux3,s) = F-l^ex?(-sr\x3-h\)F{xxsctü}} 

for the case of a compliant strip, (9.110) 

p«*{*u X3, s) = f"1 | i siga(e3-fc) e r p ( - « T | x 3 - fc|) f { X A M 1 6 } } 

for the case of a rigid strip. (9.111) 
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Strip in a homogeneous half space 

The operator expressions are now given by 

Lü = F-l{ghF{X^etü}}, (9.112) 

L*v = F-l{gh*F{xA,clv}} , (9.113) 

Pi, = F-'{(gh)-' F{Xx,cti}} , (9.114) 

P*u = F " 1 {(ff**)-' F{x^tü}} ■ (9.H5) 

where 

gh = —[1 — exp(-2$T/i)] for the case of a compliant strip, (9.116) 
Li 1 

T ~gh — —[1 - exp(-2sTfc)] for the case of a rigid strip . (9.117) 
2p 

Once the operator equation 
Lu=f (9.118) 

is solved, the two-dimensional wavefield scattered by the strip can be com­
puted from (cf. Eqs. (9.81) - (9.82)) 

psct(xux2,x3,s) 

= F-^£{exV[-sr\x3-h\] - erp[-*T(*3 + A)]} F{X^ctdq}} ( 9 ' U 9 ) 

for the case of a compliant strip , 

~psct(xux2,x3,s) 

= F-1^{sign(x3-h)exV[-sr\x3-h\]-exV[-sr{x3 + h)}} F{X A a c (d/3}} 

for the case of a rigid strip . (9.120) 

All these various operator expressions are used in the numerical compu­
tations discussed in the remainder of this chapter. 
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9.5.1. Numerical performance of the iterative schemes 

We investigate the performance of the various iterative schemes in the 
frequency domain by taking s —> ju. In our numerical computations we take 

s = ju(l - 0.01;), LJ = kc , (9.121) 

where A; is the angular wavenumber. Then, we may write for the vertical 
slowness 

T = 
1 («aiy 
c2 a/2(l - O.Olj)2 , Re(T) > 0 . (9.122) 

Here, sa^ is the (real) Fourier-transform parameter of the Fourier transfor­
mation denned by Eqs. (9.101) - (9.102). 

For simplicity we take the incident acoustic wavefield to be a plane wave 
with unit amplitude and zero phase at the strip (see Fig. 9.5), viz., 

{p,nc,vinc} 

D' set 

p,K 

V 

-set x3 = h 

2a 

Figure 9.5. Plane-wave scattering by a strip. 
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fnc(xux3,s) = exp[—(x3-h)}, (9.123) 
c 

while we only consider the case of the strip to be perfectly compliant. In 
this case ƒ = -ptnc. 

All operator expressions are computed by a 4096-points FFT routine. All 
integrals occurring in the inner products of the different iterative schemes are 
computed numerically with the aid of a simple summation of the function 
values at the sample points. The number of sample points on the strip (of 
width 2a) amounts to 17, 35, 81 and 181, when ka =0.2, 1, 5 and 25, respec­
tively. The latter numbers are determined experimentally and are chosen 
such that numerical discretization errors are less than the error made in the 
resulting approximation of our pertaining wavefield values at the strip. As 
soon as the number of iterations grows larger, the danger of loss of significant 
figures turns up. For this reason, all computations have been carried out in 
double precision, while the residual in the operator equation has each time 
been determined by substituting the obtained approximate solution in this 
equation and not by using the recursive relation for the successive residu­
als that for a number of cases is available. In those cases where a loss of 
significant figures was expected, a check has been carried out against the 
corresponding computation in single precision. In the conjugate-gradient 
scheme an additional check is provided by the orthogonality relations that 
have to be satisfied. Once a discrepancy in these occurs, the orthogonality 
relations are enforced by falling back on the recursive scheme defined by 
Eqs. (2.42) - (2.44). 

Recursive solution with T = I 

We first consider the iterative solution of the recursive scheme summa­
rized in Eqs. (2.42) - (2.44), in which we take T = I. In Fig. 9.6 we present 
the numerical results for the root-mean-square error ERR (cf. Eq. (2.10)) 
as a function of the number of iterations. 

Preconditioned recursive solution with T — P 

Subsequently, we consider the recursive scheme of Eqs. (2.42) - (2.44), in 
which we take T = P. In Fig. 9.7 we present the numerical results for the 
root-mean-square error ERR as a function of the number of iterations. 
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Number of Iterations *-

Figure 9.6. Results of the recursive scheme with T = I. 

10° 

lo-1 

ERR lo"2 

10" 3 
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i U 0 5 10 15 20 
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Figure 9.7. Results of the preconditioned recursive scheme with T = P. 
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1 0 ° NKH 1 1 1 1 1 1 1 1 1 1 1 1 1 1 " f 

IQ"1 

ERR 10 

10 

10 

ka = 0.2 

5 10 15 

Number of Iterations 

Figure 9.8. Results of the conjugate-gradient scheme (T = L*). 

ERR 1 0 " 2 h 

i 1 1 1 1 i 1 1 1 1 1 1 1 r 
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5 10 15 

Number of Iterations 

20 

Figure 9.9. Results of the preconditioned conjugate-gradient scheme 
(T = PP*L*). 
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Comparing the results with those of the non-preconditioned recursive scheme 
shown in Fig. 9.6, we then notice that it is superior to the non-preconditioned 
scheme, even when we take into account that the computation time of one 
iteration is now nearly doubled. For all values of ka considered the pre­
conditioned scheme converges within a very few iterations (ERR < 0.0001). 
Obviously, we have constructed a very efficient preconditioner for the present 
strip problem. 

Conjugate-gradient method: T = L* 

We now consider the recursive scheme of Eqs. (2.42) - (2.44), in which 
we take T — L*'. Since LT — LL* is a selfadjoint operator we can use a 
conjugate-gradient scheme (cf. Sections 2.4 and 2.6); in particular, we can 
employ the scheme of Eqs. (2.60) - (2.62). In Fig. 9.8 we present the numer­
ical results for the root-mean-square error ERR as a function of the number 
of iterations. Comparing the results with those of the recursive scheme of 
Fig. 9.6, we observe that the rate of convergence has been decreased in taking 
T = L* in stead of T = I. The advantage of the conjugate-gradient scheme 
is that the orthogonalization of the expansion functions is automatically en­
forced and storage of these expansion functions of all previous iterations is 
superfluous. However, after a number of iterations in the conjugate-gradient 
scheme, loss of significant figures leads to a non-satisfaction of the orthog­
onality conditions. Then, the convergence slows down for a few iterations. 
If, however, we enforce the orthogonality by falling back on the recursive 
scheme of Eqs. (2.42) - (2.44), the convergence is maintained. In Fig. 9.8 
we observe this phenomenon. The dashed lines represent the results when 
the orthogonalization is enforced by using the recursive scheme with full 
orthogonalization. 

Preconditioned conjugate-gradient method: T — PP*L* 

Subsequently, we consider the recursive scheme of Eqs. (2.42) - (2.44), 
in which we take T = PP*L*. Since LT = LPP*L* is a selfadjoint op­
erator we can use a conjugate-gradient scheme (cf. Sections 2.4 and 2.6); 
in particular, we employ the scheme of Eqs. (2.60) - (2.62). In Fig. 9.9 we 
present the numerical results for the root-mean-square error ERR as a func­
tion of the number of iterations. Comparing the results with those of the 
non-preconditioned conjugate-gradient scheme of Fig. 9.8, we observe that 
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the convergence has been considerably increased, although the results of the 
preconditioned non-symmetrized recursive scheme of Fig. 9.7 exhibit a bet­
ter convergence. However, in the latter scheme the computer storage and 
computer time required for each iteration increase with an increasing num­
ber of iterations. Therefore, we prefer the preconditioned conjugate-gradient 
method for the construction of the synthetic data of the wavefield scattered 
by a strip. 

9.5.2. Synthet ic data of scattering by a strip 

To study the scattering properties of the strip we consider the situation 
where the incident wavefield originates from a monopole line source, while 
the wavefield is measured by a line receiver. This implies that in our numer­
ical analysis we restrict ourselves to the two-dimensional scattering problem, 
since both the excitation and the configuration are independent of Z2. 

In the case of a homogeneous medium, the incident wavefield generated 
by a monopole line source at (zf, sf) is given by (cf. Eqs. (9.87) and (9.88)) 

?"(.„.„«) = wMF-^^-fto-'M} , (9.124) 

where the the inverse Fourier transformation F~l is defined by Eq. (9.102). 
W is known as the Laplace transform of the source wavelet, which is related 
to the 5-domain time rate of volume injection q through 

W{s) = spqs{s). (9.125) 

In the case of a homogeneous halfspace, the incident wavefield generated 
by a monopole line source at (xf, x§) is given by 

f^H(xltx3,s) 

= ^ ( « ) f - , { ^ ^ { e x p [ - T | * 3 - x f | ] - e x p [ - T ( « 3 + x | ) ] } } . 

(9.126) 
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The numerical procedure 

In our numerical computations we take 

s = 4 + jw . (9.127) 

Then, we may write for the vertical slowness 

Ï = ( i + ( Ï T & ) 2 ' Re(ï)>0- (9-128) 

Here, sa^ is the (real) Fourier-transform parameter of the Fourier trans­
formation defined by Eqs. (9.101) - (9.102). Note that we have taken a 
real part that is independent of u. This means that the temporal forward 
and inverse Fourier transformations can be employed. Apart from a factor 
exp(4£), these transforms are standard Fourier transforms and are computed 
with FFT routines. 

The shape of the input source wavelet W(t) in the time domain with a 
sample rate of 2 ms is shown in Fig. 9.10. 

1.0 

0.5 

I 0 
W(t) 

-0.5 

-1.0 

-1.5 

Figure 9.10. Input source wavelet W(t) in 106 Pa m. 
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Z3 = 0 

V V — Ï 3 = 5 m 
X — x$ = 7.5 m 

p,K 

Lsct x3 = 100 m 

*3 

* 210 m H 

Figure 9.11. The two-dimensional scattering configuration. 

As a scattering configuration we consider the situation shown in Fig. 9.11. 
The receiver level is 5 m below the reference level aj3 = 0, and the source 
level is 7.5 m below JE3 = 0. The center of the strip is located at X\ — 0 
and X3 = 100 m, while the width of the strip amounts to 210 m. The 
mass density of the fluid embedding is 1024 kg/m 3 , the compressibility is 
4.6 Xl0~ 1 0 P a - 1 , while the acoustic wave speed amounts to 1457 m/s . 

To arrive at a numerical solution of our scattering problem we employ the 
preconditioned conjugate-gradient method with T = PP*L*. In particular, 
we employ the scheme of Eqs. (2.60) - (2.62). All operator expressions are 
computed by a 1024-points FFT routine with a spatial sample interval of 
3.5 m. The 1024 sample points are chosen such that the outer-left position 
is at x\ = -1788.5 m, while the outer-right position is at x\ — 1788.5 m. 
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Figure 9.12. The total wavefield for a compliant strip in a homogeneous embedding 
(top) and in a homogeneous halfspace (bot tom), respectively. The source position 
is above the center of the strip (xf = 0). 
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Figure 9.13. The total wavefield for a compliant strip in a homogeneous embedding 
(top) and in a homogeneous halfspace (bot tom), respectively. The source position 
is above the left edge of the strip (xf = —105 m) . 
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Figure 9.14. The total wavefield for a rigid strip in a homogeneous embedding 
(top) and in a homogeneous halfspace (bot tom), respectively. The source position 
is above the center of the strip (xf = 0). 
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Figure 9.15. The total wavefield for a rigid strip in a homogeneous embedding 
(top) and in a homogeneous halfspace (bottom), respectively. The source position 
is above the left edge of the strip (xs

{ = —105 m). 
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All integrals occurring in the inner products of the iterative scheme are 
computed numerically with the aid of a simple summation of the function 
values at the sample points. It is noted that the number of spatial sample 
points at the strip is kept at 61, independent of the angular frequency. 

The temporal Fourier transformation needed for the transform to the 
frequency domain and the inverse transformation to the time domain is 
computed by a 512-points FFT routine with a temporal sample interval of 
2 ms. Hence, the interval 0 - 0.51 s is the time interval in which we model 
and present the causal wave motion. 

To simulate a two-dimensional seismic experiment we have computed the 
synthetic seismograms for 255 different source positions, starting at xf — 
—444.5 m and ending at x\ = 444.5 m with an increment of 3.5 m. We 
have used 255 receiver positions per source, arranged in a symmetrical split-
spread fashion, starting at z f = a:f - 4 4 4 . 5 m and ending at z f = z f 4-444.5 
m, where xf is the horizontal source position. The Fourier transforms with 
respect to the horizontal source and receiver coordinates are computed by a 
512-points FFT routine. 

The compliant strip 

The operator expressions of Eqs. (9.103) - (9.106) are used for the strip 
in the homogeneous embedding and the operator expressions of Eqs. (9.112) 
- (9.115) are used for the strip in the homogeneous halfspace. 

After the surface sources on the compliant strip are determined, the scat­
tered wavefield in the configuration is computed using Eq. (9.110) in the case 
of the homogeneous embedding, while Eq. (9.119) is used for the homoge­
neous halfspace. The incident wavefield from the monopole source follows 
directly from Eqs. (9.124) and (9.126) for the homogeneous embedding and 
the homogeneous halfspace, respectively. Then, linear superposition of the 
incident wavefield and the scattered wavefield yields the result for the total 
wavefield. 

Fig. 9.12 shows the total wavefield for the lateral source position at xf = 
0 m. Fig. 9.13 shows the total wavefield for the lateral source position at 
a;f = —105 m. It is obvious that the main contribution to the wavefield 
scattered by the compliant strip is caused by its center. The total pressure 
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wavefield vanishes at the edges of the compliant strip; therefore, there are 
no edge-diffraction curves visible. 

The rigid strip 

The operator expressions of Eqs. (9.103) - (9.106) are used for the strip 
in the homogeneous embedding and the operator expressions of Eqs. (9.112) 
- (9.115) are used for the strip in the homogeneous halfspace. 

After the surface sources on the rigid strip are determined, the scattered 
wavefield in the configuration is computed using Eq. (9.111) in the case of 
the homogeneous embedding, while Eq. (9.120) is used for the homogeneous 
halfspace. The incident wavefield from the monopole source follows directly 
from Eqs. (9.124) and (9.126) for the homogeneous embedding and the ho­
mogeneous halfspace, respectively. Then, linear superposition of the incident 
wavefield and the scattered wavefield yields the result for the total wavefield. 

Fig. 9.14 shows the total wavefield for the lateral source position at zf = 
0 m. Fig. 9.15 shows the total wavefield for the lateral source position at 
xf = -105 m. Since the total pressure exhibits a singular behavior at 
the edges of rigid strip, the edge-diffraction curves corresponding to edge 
diffraction are clearly visible. 

This concludes the analysis of the scattering by a disk. The numerical 
results obtained in this chapter are collected in a dataset and will be used as 
input for some seismic-processing tools developed in the remainder of this 
book. 



Chapter 10 

Wavefield Decomposit ion 

In this chapter we show that in a horizontal plane in a homogeneous sub-
domain the acoustic wavefield may be written as a superposition of down-
going and upgoing wave constituents. In the analysis the s-domain field 
reciprocity of Section 5.1 and the s-domain power reciprocity of Section 5.3 
play a fundamental role. 

We consider two interfaces ÖDQ and dD\. We assume that the medium 
in the domain D between these interfaces is homogeneous with constitutive 
parameters p and K. We further assume that the interface dBo and dDi do 
not overlap, i.e., z 3 j ^ n > z 3 ^a:r, where JC3 'max denotes the maximum value 

of £3 on the interface dBo, while a?3 ̂ i n denotes the minimum value of X3 on 
the interface ÖB1. This means that there always exists a horizontal plane at 
x§ such that 4 ° L , <x§< 4 ^ m (see Fig. 10.1). 

10.1, Decomposit ion based on field reciprocity 

We apply the reciprocity theorem of Section 5.1 to the domain 3D inside 
the interfaces dDo and d3Di (see Fig. 10.1). The normal Vk to the interfaces 
is directed towards the domain D. State A is taken to be the actual wavefield 
that is generated by sources confined to a bounded domain in 3D'. The 
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Figure 10.1. A homogeneous subdomain D bounded by 
the interfaces dDo and 9Di. 

waveneld of State B is generated by a point source of volume injection (cf. 
Table 10.1). Using the Green's states of Eq. (7.62) we arrive at 

p{xR,s) 

= I * * [G«(xR\x,s)vk(x,s) + tl(xR\x,s)p(x,s)}vkdA 

when xR £ D . (10.1) 

Prom this representation we observe that the waveneld at xR consists of 
contributions of surfaces sources located at #3Do a n d dD\. 
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Table 10.1. States in the field reciprocity theorem 

Field state 

Material state 

Source state 

State A 
(actual state) 

{p,h}{x,s) 

{p,K>} 

{0,0} 

State B 
(volume-injection Green's state) 

{p«,vl}{x\xR,s) 

{P. «■} 

{qB(s)S(x-xR),0} 

Domain D (see Fig. 10.1) 

The Green's states (for a homogeneous background) are given by 

Gq{xR\x,s) = spG(xR-x,s) (10.2) 

and 

where 

tl(xR\x,s)=-dRG(xR-x,s)1 

exp(--|«|) 
G(x>s) = — T i l — > w i t h c 

471-35 
(KP) 

(10.3) 

(10.4) 

In the derivation of Eq. (10.1) we have taken into account that contributions 
of the bounding surfaces at [x\ + x\) —> oo vanish, since the integrand of 
Eq. (10.1) is of Order {{x\ + a;^)"1) as (x\ + x\) -► oo. The latter asymp­
totic behavior follows directly from the Green's function representation of 
Eq. (10.4) and the far-field approximations of Eq. (4.36). 

It is most convenient to carry the decomposition of the wavefield in the 
domain of the Fourier transform with respect to the horizontal coordinates. 
We therefore use the Fourier representation of the Green's function, given 
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by Eq. (9.29), 

GUsaujsa2,X3,s)^^-S^\ (10.5) 

where 

r = ( 1 + a\ + alY , Re(r) > 0 . (10.6) 

Transforming Eq. (10.1) to the Fourier domain, using the representations 
of Eqs. (10.2), (10.3) and (10.5), noting that \x§ - x3\ = x§ - x3 when 
x G d B 0 and |sc^ —SC3I = x3-x§ when x £ 9D1 ? and interchanging the 
order of integrations, we arrive at the decomposition into the downgoing 
and upgoing wavefields 

p(xux2,x§,s) = pdou,n(Xl,x2,x*,s) + p u p (*i , x2, x§, s), (10.7) 

where the spectral counterparts (see Eq. (9.27) for the definition of the spa­
tial Fourier transform with respect to the horizontal coordinates) are given 
by 

Phwn{isaltjsa2,x§,s) = Pdown(jsaujsa2,s)exp(-sTx§) (10.8) 

and 

pup{jsaujsa2,x§,s) = Tup{jsaujsa2is)exV{sTx§). (10.9) 

The amplitude P of the downgoing wavefield of Eq. (10.8) consists of 
contributions of surface sources at dBo> while the amplitude P of the 
upgoing wavefield of Eq. (10.9) consists of contributions of surface sources 
at dD\. These amplitudes are expressed as 

P (3saujsa2,s) 

2sTJz [^(JE, 5) sp exp(jsaixi + jsa2x2 + sTx3) 
xeoDo 

+ p(aj,5)9fcexp(;5aia;i + jsa2x2 + sTx3)]vkdA , 
(10.10) 

Pup(jsaujsa2,ê) 

= 7T^ / o [vk(^,s) spexp(jsaixi + jsa2x2 - sTx3) 
2sr JxGdDi 

-\-p(x,s)dkexp(jsa1xi + jsa2x2 - sTx3)]vkdA . 
(10.11) 
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Condition for downgoing waves 

The particle velocity associated with the downgoing wavefield follows 
directly from Eqs. (10.8) and (7.70). The vertical component of the particle 
velocity and the acoustic pressure of the downgoing wavefield are related to 
each other as 

pvi™"(jsaujsa2,xK,s) - Tpd™n{jsaujsa2,xK,s) = 0 . (10.12) 

Condition for upgoing waves 

The particle velocity associated with the upgoing wavefield follows di­
rectly from Eqs. (10.9) and (7.70). The vertical component of the particle 
velocity and the acoustic pressure of the upgoing wavefield are related to 
each other as 

pvY(jsaujsa2l a£ , s) + Tpu*>(jsau jsa2, z £ , s) = 0 . (10.13) 

Equations (10.7) - (10.13) show the decomposition in downgoing and 
upgoing wavefields in a homogeneous sub domain of infinite extent in the 
horizontal directions. The downgoing wavefield pdown(x, s) is obtained from 
the integral representation of Eq. (10.1) with surface contributions from 
dDo only. This downgoing wavefield is used as a forward extrapolator in the 
redatuming of seismic data (see Section 10.3.1). 

When dI>o and dD^ are plane interfaces, Eqs. (10.10) and (10.11) can be 
recognized as spatial Fourier transforms. The results are given below. 

Plane interface ^I)0 

In the case that dDo is a plane interface at z 3 = x^ , the expression for 
the amplitude P reduces to 

P (jscti,jsa2,s) 

exp(sra:\ ) r _ , . . fo) x ^_/ . . (o) vl 
~ — \pv3{]8au jsa2, x\ \ s) + Tp(jsau jsa2,xy, s)J . 

(10.14) 
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Combining Eqs. (10.8) and (10.14), the Fourier transform of the downgoing 
waveneld becomes 

ploum{jêaujêa2ix^3) 

exy[-sT(x§-x{z])] r . (0) . . (0) .1 
= ^ [ ^ a U s a ^ j s a a , ^ ^ ) + r W 5 a i ^ 5 a 2 , a ; 3 ,5)J • 

(10.15) 
From Eq. (10.13) it is obvious that the upgoing waves do not contribute in 
the right-hand side of Eq. (10.15). 

Plane interface dBi 

In the case that dDi is a plane interface at x^ = x3 , the expression for 
the amplitude P"p reduces to 

Pup(jsal,jsct2,s) 

exp(-sTx\') r _ . d) . (D -i 
= ^2T [Pv3(j«ai,j5a2 ,!cJ ',*) - Tp(jsaujsa2,x3 ',a)J . 

(10.16) 
Combining Eqs. (10.9) and (10.16), the Fourier transform of the upgoing 
wavefield becomes 

puP(jsaujsa2,x§,s) 

exp[sT(x£ — a?i )] r _ , . . m x _._,. . m xl 
= ^ — : 1 " j L [pV3{jsaujsa2,xy,s)-Tp(jsaujsa2,xK

3\s)^ . 
(10.17) 

From Eq. (10.12) it is obvious that the downgoing waves do not contribute 
in the right-hand side of Eq. (10.17). 

10.2. Decomposit ion based on power reciprocity 

We apply the reciprocity theorem of Section 5.3 to the domain D inside 
the interfaces #©o and dDi (see Fig. 10.1). The normal v^ to the interfaces 
is directed towards the domain B. State A is taken to be the actual wavefield 



DECOMPOSITION BASED ON POWER RECIPROCITY 205 

that is generated by sources confined to a bounded domain in D'. State B 
is the anti-causal wavefield generated by a point source of volume injection 
(cf. Table 10.2). Using the Green's states of Eq. (7.62), in which we replace 
s by —s, we arrive at 

p(xR,s) 

-L R\ 
«EldBoudB, 

[-G«(xH\x, -*)h(x, s) + Tl(xH\x, -s)p(x, s)]vkdA 

when xR e D. (10.18) 

From this representation we observe that the wavefield at xR consists of 
contributions of surfaces sources at ÖB0 and dD\. 

by 

and 

The anti-causal Green's states (for a homogeneous background) are given 

Gq{xR\x, -s) = -spG(xR-x, -s) (10.19) 

Rrx^R Tl(x"\x,-s) = -d?G(xn-x,-s), (10.20) 

Table 10.2. States in the 

Field state 

Material state 

Source state 

State A 
(actual state) 

{p,h}{x,s) 

{p,*} 

{0,0} 

power reciprocity theorem 

State B 
(volume-injection Green's state) 

{p",vl}(x\xR,-s) 

{qB(-s)6(x-x"),0} 

Domain D (see Fig. 10.1) 
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where the anti-causal Green's function is given by 

exp(-|aj|) 
G{x, -s) = f , with c = {KP)~2 . (10.21) 

47r|a5| 

In the derivation of Eq. (10.18) we have taken into account that contribu­
tions of the bounding surfaces at (x\ + x\) —> oo vanish, since the integrand 
ofEq. (10.18) is of Order {{x\ + x\)-1) as (JC? + JE2)-> oo. The latter asymp­
totic behavior follows directly from the Green's function representation of 
Eq. (10.21) and the far-field approximations of Eq. (4.36). The arguments in 
the exponential function of the Green's function and the far-field expression 
of the actual wavefield have opposite signs. 

We may also apply the reciprocity theorem of Section 5.3 to the domain 
3D inside the interfaces dDo and dBi (see Fig. 10.1), but now State B is 
taken to be the anti-causal counterpart of the actual wavefield, while State 
A is the causal wavefield generated by a point source of volume injection (cf. 
Table 10.3). We then arrive at 

Table 10.3. States in the power reciprocity theorem 

Field state 

Material state 

Source state 

State A 
(volume-injection Green's state) 

{JP,VI}(*\X*,3) 

{P, «} 

{qB{s)8{x-xR),0} 

State B 
(actual state) 

{p,h}{x,-s) 

{P,K>} 

{0,0} 

Domain I) (see Fig. 10.1) 
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p(xR, -s) 

-G"(xR\x, s)i,k(x, -s) + tl(xR\x, s)p\x, -s)]VkdA , I, 'sceldBoudl)!) 
(10.22) 

when xR E D. Comparing Eqs. (10.18) and (10.22), it is obvious that the 
causal actual wavefield can be obtained from Eq. (10.22) by simply replacing 
—s by s. 

To carry out the decomposition of the actual waveneld, we write the 
Green's function as a plane-wave representation, which is obtained from 
Eq. (4.60). This representation is used in Eqs. (10.2), (10.3) and the results 
are substituted in the right-hand side of Eq. (10.22). Changing the order of 
integrations, we then have 

*(„R A- l f exp{-jsa1xR-jsa2xR)JlK 
p(x '~s)~W)~2J(sausa2)eie 2ir dA 

/ . 

where 

[-V*(JB, -s)spexp(jsa1xl + jsa2x2 - *r |a5*-*|) 
xe{dDQudDi) 

+p(x,-s)dkexv(jsaiXi + jsa2x2 - sT\xR - x\)]vkdA, 

(10.23) 

r = ( ~ + a? + a ? y , R e ( T ) > 0 . (10.24) 

We now switch back to the causal wavefield by replacing —s by s. Noting 
that \xR-x3\ = xR-x3 when x E dB0 and \x£-x3\ = x3-xR when x E dDi, 
we arrive at the decomposition into the upgoing and downgoing wavefields 

p(xl,x2,xR,s)=puP(xux2,xR,s)+pdown{xux2,xR,s), (10.25) 

where the spectral counterparts (see Eq. (9.27) for the definition of the spa­
tial Fourier transform with respect to the horizontal coordinates) are given 

pup(jsaujsa2,x§,s) = Pup(jsaujsa2, s) exp(sTx§) (10.26) 

and 

fbwn{isauj»a2,x^s) = Pdown(jsaujsa2,s)exp(-sTxR) . (10.27) 
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The amplitude P1ip of the upgoing wavefield of Eq. (10.26) consists of contri­
butions of surface sources at dB0> while the amplitude P °wn of the down-
going wavefield of Eq. (10.27) consists of contributions of surface sources at 
dDi. These amplitudes are expressed as 

Pup(jsa1,jsa2,s) 

= ^~F / o™ [vk(x,s)spexp{Jsaixi + i 5 a 2 Z 2 - sTx3) 23l JxeoDo 

+ p(x,s)dkexv(jsa1xi + jsa2x2 - sTx3)]ukdA, 
(10.28) 

P (jsaujsa2,s) 

ƒ [vk(x,s) spexv(jsatixi + jsa2x2 + sTx3) 
JXGODI 2sT JxedVi 

+ p(x,s)dkexp(jsa1xi + jsa2x2 + sTx3)]ukdA . 
(10.29) 

Condition for upgoing waves 

The particle velocity associated with the upgoing wavefield follows di­
rectly from Eqs. (10.26) and (7.70). The vertical component of the particle 
velocity and the acoustic pressure of the upgoing wavefield are related to 
each other as 

pv^UsauJsa^x^s) + Tpup{jsaujsa2,x^s) = 0 . (10.30) 

Condition for downgoing waves 

The particle velocity associated with the downgoing wavefield follows 
directly from Eqs. (10.27) and (7.70). The vertical component of the particle 
velocity and the acoustic pressure of the downgoing wavefield are related to 
each other as 

pvi^dsaujsa^x*,*) - Tpdown(jsaujsa2,x^s) = 0 . (10.31) 

Equations (10.25) - (10.31) show the decomposition in upgoing and down-
going wavefields in a homogeneous subdomain of infinite extent in the hori-
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zontal directions. The upgoing wavefield ^wp(a, s) is obtained from the inte­
gral representation of Eq. (10.18) with surface contributions from dDo only. 
This upgoing wavefield is used as an inverse extrapolator in the redatuming 
of seismic data (see Section 10.3.2). 

When dB 0 and d©i are plane interfaces, Eqs. (10.28) and (10.29) can be 
recognized as spatial Fourier transforms. The results are given below. 

Plane interface #3)o 

In the case that dBo is a plane interface at z3 = x% , the expression for 
the amplitude Pw p reduces to 

P (jsaujsct2,s) 

exp(-sTx[') r _ . (o) \ ^ - / . • (o) J 
= Zzr {pM3sauJSOL2,xy,s)-rp(jsa1,3s<X2,xK

:i\s)\. 
(10.32) 

Combining Eqs. (10.26) and (10.32), the Fourier transform of the upgoing 
wavefield becomes 

pup(jsaujsa2,x§,s) 

ex.p[sT(x£-x\')] r _ . . (o) x ^_ , . . (o) xl 

(10.33) 
From Eq. (10.31) it is obvious that the downgoing waves do not contribute 
in the right-hand side of Eq. (10.33). 

Plane interface dD] 

In the case that öBi is a plane interface at x$ = x% , the expression for ( i) 

the amplitude P reduces to 

P (jsaujsa2ls) 

_ exp(sr:E3 ) r _ , . 
2 r [pV3(jsau jsa2,x£\ s) + Tp(jsau jsa2,x£\ s ) ] . 

(10.34) 
Combining Eqs. (10.27) and (10.34), the Fourier transform of the downgoing 
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wavefield becomes 

pdown(jsaujsa2,x§,s) 

ex.p[-sT(x£-x\ ')] r _ . . (D . (D i 
= ^p [pv3(jsaujsa2, xK

3 >, s) + Tp{jsaujsa2, x3 ', s)J . 
(10.35) 

Prom Eq. (10.30) it is obvious that the upgoing waves do not contribute in 
the right-hand side of Eq. (10.35). 

10.3. Redatuming of seismic data 

In the procedure of redatuming of seismic data, we want to meet two 
objectives, viz., we want to extrapolate wavefield quantities downwards (i.e. 
in the positive ^-direction), the so-called forward extrapolation, and we 
want to extrapolate wavefield quantities upwards (i.e. in the negative x3-
direction), the so-called inverse extrapolation. 

1 0 . 3 . 1 . F o r w a r d e x t r a p o l a t i o n 

In the forward extrapolation of seismic data we want the wavefield to 
be extrapolated downwards in the homogeneous domain D (see Fig. 10.1), 
using the wavefield at dBo. From the results of Section 10.1 it follows that 
the downgoing wavefield is obtained as 

Jxedïïo 

when x3« > xflax . (10.36) 

Taking the limit that s —» jw, we obtain its frequency-domain counterpart. 
Then, the integral operator of Eq. (10.36) is known as the forward extrapo-
lator (WAPENAAR and BERKHOUT, 1989, chapter V). 
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For completeness, we present the frequency-domain counterpart of the 
Green's states: 

Gg{xR\xJu) = jupG{xR-x,ju) (10.37) 

and 
Tl(xR\x,ju) = -d?G(xR-x,ju), (10.38) 

where the causal Green's function is given by 

. „ exp(-j-\xR-x\) 
G(x«-x,j„)= 4^R_x] ■ (10.39) 

With the introduction of pi = ja\ and p2 = j a 2 , the spatial Fourier repre­
sentation of the Green's function (cf. Eq. (10.5)) is given by 

so*»,**,,.*;») = exp(^|Z3l) • (10-4°) 
where 

r = ( ± - r f - ^ ) \ (io.4i) 
with either T is real and positive if p\ -f p\ < c~2 or T is imaginary and 
negative if p\ + p\ > c~2. The choice of the square root follows directly 
from the definition of T in the complex s-domain (Re(s) > 0). The limiting 
procedure of s —> ju determines the signs of the real and imaginary part. 
The plane-wave constituent of Eq. (10.40) is of either propagating (r is real) 
or exponentially decaying (r is negative imaginary). 

By applying the standard rules for inversion from the 5-domain to the 
time domain, the time-domain representation of the downgoing wavefield is 
directly obtained from Eq. (10.36) as 

pdown(xR,t) = [ 
J2 xedD0 

~ / . |seK-a5|\ / . \xH-x\\ 
i/fcdA 

±ir\xR-x\ k Air\xR-x\ 

when x* > xflax . (10.42) 

Observe that in the time-domain result the downgoing wavefield is obtained 
from the time-retarded contribution of the monopole and dipole sources 
distributed over the interface #Bo. 
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10.3.2. Inverse extrapolation 

In the inverse extrapolation of seismic data we want the wavefield to be 
extrapolated upwards in the homogeneous domain D (see Fig. 10.1), using 
the wavefield at dDo. From the results of Section 10.2 it follows that the 
upgoing wavefield is obtained as 

F»(xR,s) 

= f a „ {-G*(xR\x,-S)vk(x,s) + tl(xR\x,-s)p(x,s)}vkdA 

when x* > *£L* • (10-43) 

Taking the limit that s —> jv, we obtain its frequency-domain counterpart. 
Then, the integral operator of Eq. (10.43) is known as the inverse extrapo-
lator (WAPENAAR and BERKHOUT, 1989, chapter VII). However the latter 
authors have derived the result under the assumption that the contribution 
of the non-propagating plane waves of the spectral decomposition of the 
surface sources at dD\ can be neglected. The present derivation is rigorous. 

For completeness, we present the frequency-domain counterpart of the 
Green's states: 

Gq(xR\x, -jw) = -jupG(xR-x, -jw) (10.44) 

and 
tl(xR\x, -jut) = -8?G(xR-x, -jw), (10.45) 

where the anti-causal Green's function is given by 

. e*v(j-\xR-x\) 
G(xR-x,-j.)= 4 r | ^ _ g | ■ (10.46) 

In order to apply an inverse transform of Eq. (10.43) from the s-domain 
to the time domain, we obtain a correlation result. Therefore it is necessary 
to take imaginary values of the Laplace transform parameter s. Then, by 
applying the standard rules for inversion from the s-domain to the time 
domain (s —» jut), the time-domain representation of the upgoing wavefield 
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is directly obtained from Eq. (10.43) as 

dtvk(x,t + 
up (x«,t)=r 

Jx edD0 

xn-x 

47r|ajH 

[l_dRP(x^ + 
\X"-<JR\ 

4TT\XR-, 

when x§ > x{^max . 

i>fcclA 

(10.47) 

Observe that in the time-domain result the upgoing wavefield is obtained 
from the time-advanced contribution of the monopole and dipole sources 
distributed over the interface dDo- Comparing Eqs. (10.42) and (10.47), we 
see that the pertaining sign in the temporal dependence of the surface sources 
determines the direction of extrapolation (see also SCHNEIDER, 1978). 

With this result we conclude this chapter. The decomposition in up-
and downgoing waves is of extreme importance in the further analysis of 
seismic-processing techniques. The deghosting procedure of Chapter 11 and 
the removal of surface related wave phenomena of Chapter 12 are based on 
the present decomposition results. 



Chapter 11 

Deghosting 

In this chapter we discuss the procedure of deghosting. We assume that 
in a homogeneous sub domain D below a plane at a; 3 = 0 and above an inter­
face dDg, the acoustic wavefield is measured by a number of receivers at a 
horizontal level at X3 = x§ (see Fig. 11.1). We further assume that the total 
acoustic pressure vanishes at Z3 = 0. This is the situation as it occurs in 
marine seismics. The acoustic wavefield is generated by a monopole source 
of the volume injection type located at xs. The constitutive parameters in 
D are the constants p and /c. The first objective is to reconstruct the upgoing 
wave constituent at the receiver level. This is the receiver-deghosting pro­
cedure. In fact, we want to determine the upgoing and downgoing wavefield 
constituents of the wavefield. This problem is very similar to the wavefield-
decomposition problem of the previous chapter. The only complication is 
the presence of a source in the homogeneous domain D. The total wavefield 
in a point x € B, generated by the source at x , is denoted as {p, i)k}(x\x ) 
and at the plane surface E 3 = 0 we have the boundary condition 

limp(x\xs,s) = 0. (11.1) 
X3J.0 

We first determine the incident wavefield in the halfspace 0 < £3 < 00. 
This is the wavefield that would be present in this halfspace, if the domain 
Dg showed no contrast with the domain D. This wavefield is determined in 
Section 9.4 (cf. Eqs. (9.55)). In a point xR we may write 
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*3 

pressure-free plane 

V 

x3 = 0 

x3 = x§ 

p,K 

geology 

Figure 11.1. A homogeneous subdomain D bounded by the plane 13 = 0 
and the interface dD„. 

where 

<H G"{x\x>,*) = 

i>^H(x\xS,s) = spqSGH(x\xS,s), 

exp(—l\x — xs\) exp( — j\x — xs 

4TT\X-XS\ 47TIX — X s1 

(11.2) 

(11.3) 

in which 
* s ' = (xf,xf,-x3

s) (11.4) 
denotes the image point of a;5 with respect to the reflecting surface at x$ = 0. 
Note tha t this wavefield ptnc>H vanishes at x3 = 0, 

\imptnc'H{x\xs,s) = 0. 
#3 10 

(11.5) 
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We subsequently split the wavefield into an incident-wavefield constituent 
and a scattered-wavefield constituent, 

p(x\xs, s) = pinc'H(x\xs, s) + fct(x\xs, s) . (11.6) 

In view of Eqs. (11.1) and (11.5) the scattered wavefield psct vanishes at 
JE3 = 0 as well, 

]imp8Ct(x\xs,s) = 0. (11.7) 

11.1. Decomposit ion based on field reciprocity 

We apply the reciprocity theorem of Section 5.1 to the domain D bounded 
by £3 = 0 and the interface dDg (see Fig. 11.1). The normal v^ to the latter 
interface is directed towards the domain 3D. State A is taken to be the 
scattered wavefield. The wavefield of State B is generated by a point source 
of volume injection located at x — xR (cf. Table 11.1). Using the Green's 
states of Eq. (7.62) we arrive at 

Table 11.1. States in the field reciprocity theorem 

Field state 

Material state 

Source state 

State A 
(scattered field) 

{p'«,vf}{x\xs,s) 

{0,0} 

State B 
(volume-injection Green's state) 

{p\vl){x\xR,s) 

{qB(s)6(x-xK),0} 

Domain B (see Fig. 11.1) 
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p**{x*\xs,é) = f G*(xR\xux2,0,s)v'3c\xux2,0\xs,s)dA 

+ f »* lóq(*R\*> *Kct(*\*S, *) + tU*R\*> s)psct(x\xs, s)]ukdA JxeoDg 

when xR e B , (11.8) 

where we have used boundary equation (11.7). Further, in the derivation of 
Eq. (11.8) we have taken into account that contributions of the bounding 
surfaces at [x\ + x\) —► oo vanish, since the integrand of Eq. (11.8) is of 
Order ((x\ + a^) -1) a s (*i + xl) -* °° (cf- Section 10.1). Following the 
analysis of Section 10.1, Eq. (11.8) may be written as 

fcl{xR\xs, s) = pd™n{xR\xs, s) + pup(xR\xs, s), (11.9) 

where 

Pb™{BR\xs,a)= f G^xR\xl,x2,0,s)vf(xl,x2,Q\xS,s)dA, 
J (a?i ,rc2)€ in. 

(11.10) 
when 0 < xR < x^^mini x^min is the minimum value of aj3 on dJ>g, see 
Fig. 11.1. The expression for the downgoing wavefield may be written as 

F{p«°™(Xux2,x3\xs,s)} = eXv{-fX3)F{Pv?\xux2,0\xs,s)} . 

(11-11) 
Here, F denotes the two-dimensional Fourier transformation denned by 
Eq. (9.27). Once the vertical particle velocity, v3

ct(xi,x2l0\xs, s), at the 
pressure-free plane is determined, the downgoing wavefield follows from 
Eq. (11.11). The upgoing wavefield consists of contributions of 3D3. Since in 
most seismic applications the geology is not known, we are not interested in 
this expression for the upgoing wavefield. 

11.2. Decomposit ion based on power reciprocity 

We apply the reciprocity theorem of Section 5.3 to the domain ID bounded 
by 2:3 = 0 and the interface d'Bg (see Fig. 11.1). The normal v^ to the latter 



DECOMPOSITION BASED ON POWER RECIPROCITY 219 

interface is directed towards the domain D. State A is taken to be the 
scattered wavefield. The waveneld of State B is the anti-causal waveneld 
generated by a point source of volume injection located at x = xR (cf. 
Table 11.2). Using the Green's states of Eq. (7.62), in which we replace s by 
- 5 , we arrive at 

p°«(xR\xs,s) = -[ zG"(xR\xux2,0,-s)va
3

ct(xux2,0\xs,s)dA 

JxeoBg 

when xR 6 D , (U-12) 

where we have used boundary equation (11.7). Further, in the derivation of 
Eq. (11.12) we have taken into account that contributions of the bounding 
surfaces at (x\ + x\) —> oo vanish, since the integrand of Eq. (11.12) is of 
Order ((scf + xj)-1) as (x\ + x\) -* oo (cf. Section 10.2). Following the 
analysis of Section 10.2, Eq. (11.12) may be written as 

fct(xR\xs, s) = pup(xR\xs, s) + pd™n{xR\xs, s), (11.13) 

Table 11.2. States in the power reciprocity theorem 

Field state 

Material state 

Source state 

State A 
(scattered field) 

{p«*,vZ*}(x\xs
ys) 

{0,0} 

State B 
(volume-injection Green's state) 

{p",vl}(x\xR,-s) 

{p,«} 

{qB(-s)S(x-xR),0} 

Domain B (see Fig. 11.1) 
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where 

**\*S,s) = - , 
(x l 5 x 2 ) 

p u " ( ^ | x s , S ) = - / G"(xR\x1,x2,0,-s)vf(x1,x2,0\xS,s)dA, 

(11.14) 
when 0 < x§ < »3,mtn> z3 ) m t n is the minimum value of x3 on dDg, see 
Fig. 11.1. The expression for the upgoing wavefield may be written as 

F{p»>>(x„x2,x3\xs,s)} = eXV[fT
X3)F{pvf(xux2,0\xs,s)} . (11.15) 

Here, F denotes the two-dimensional Fourier transformation defined by 
Eq. (9.27). Once the vertical particle velocity, v^ct(x^,X2,0\xs, s), at the 
pressure-free plane is determined, the upgoing wave constituent follows from 
Eq. (11.15). The downgoing wavefield consists of contributions of Dg. Since 
in most seismic applications the geology is not known, we are not interested 
in this expression for the downgoing wavefield. 

11.3, The surface-related vertical particle 
velocity 

In the previous sections we have seen that the downgoing and upgoing 
constituents of the scattered wavefield can be obtained from the surface-
related vertical particle velocity v^ct(xi,x2,0\xs,s). In order to determine 
this particle velocity, we combine Eqs. (11.11) and (11.15), while using either 
Eq. (11.9) or (11.13); this leads to 

F{p«{xu*2,*3\xS,s)} = S^X3)F{pvf(xux2^S,s)}. (11.16) 

From this relation it directly follows that 

^(.„..,01-*,.) = ^ { ^ ^ ^ ( . 1 - * , . ) } } • (11.17) 
Here, F _ 1 denotes the inverse Fourier transformation defined by Eq. (9.28). 
If the incident wavefield ptnc>H is known, psct follows from 

fct{x\xs,s) = p(x\xs, 3) - fnc'"(x\xs, 3). (11.18) 
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Note that p(xR\xs,s) is the measured total wavefield at the receiver posi­
tions distributed over the plane x3 = xR. 

We note that Eqs. (11.16) and (11.17) also follow directly from an appro­
priate application of the field reciprocity theorem. To show this, we apply 
the reciprocity theorem of Section 5.1 to the homogeneous domain between 
z.3 = 0 and £3 = x§. As State A we take the actual scattered wavefield 
values {pA,v£} = {psct, ^ c i}(«|a;5) and as State B we take an auxiliary 
source-free plane wave with vanishing pressure at the level «3 = xR, viz., 

pB(x,s) = exp(jsaixi + jsa2x2)smh[sT(x§-x3)]. (11.19) 

Application of the reciprocity theorem of Section 5.1 to the domain {x £ 
B3 ; -00 < 35i,;c2 < 00, 0 < SB3 < x§} with the states mentioned (see Table 
11.3) results into 

/ exp(jsctixi + jsa2X2)sinh{sTx:i)v3Ct(xi,X2iQ\x , s)dA 
J{xuz2)€lL2 

+ f , psct{xR\xs, s)-exV{jsa,xR + jsa2xR)dA = 0 , 
./(****)€ B 2 P 

(11.20) 

Table 11.3. States in the field reciprocity theorem 

Field state 

Material state 

Source state 

State A 
(scattered field) 

{psct,i>tct}(x\xs,s) 

{0,0} 

State B 
(auxiliary state) 

{ 1 , — ek}pB(x,s) 

sp 

{0,0} Domain {x £ B3; -00 < x\,x2 < 00, 0 < x3 < xR} (see Fig. 11.1) 
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where we have used that psct(x\, x2, 0|aj5, s) = 0 at the pressure-free plane 
353 = 0 and pB(xR,s) — 0 at the receiver level. In the derivation of 
Eq. (11.20) we have taken into account that the integral of the bounding sur­
face at {x\ + x\) —► oo vanishes. This follows immediately from the far-field 
approximation of Eq. (4,36) and the Order((a;f + x2)~ï) of the cylindrical 
integration of pB as {xj + xl) —► oo, that follows from the Riemann-Lebesgue 
lemma ( W H I T T A K E R and WATSON, 1927, p. 172.) 

Using the definition of the Fourier transformation of Eq. (9.27), we may 
write Eq. (11.20) as 

s i n h K s f l ) ^ ^ , ^ ^ ^ Q{xsta)} + F{p?{xu X 2 , x H| i e 5 j s ) j = 0 

(11.21) 
From this equation either v^ct(xiyx2y0\xs, s) can be expressed in terms of 
psct(xR\xs,s) (cf. Eq. (11.17)) or psct (xR\xs, s) can be expressed in terms 
ofvs

3
ct(xux2,0\xs,s) (cf. Eq. (11.16)). 

11.4. Receiver deghosting 

The upgoing wavefield at an arbitrary level x$ is obtained from the 
scattered field at x§ by combining the operations as defined by Eqs. (11.15) 
and (11.17) as 

iH,,,.,,.,!.*,-) = ̂ {^^-f{^'-'^\^')}} • 
(11.22) 

where psct(xR\xs, 5) follows from the measured acoustic pressure p(xR\xs, s) 
at the receiver locations as 

fct(xR\xs, s) = p(xR\xs, s) - p™<H(xR\xs, s). (11.23) 

The expression for the upgoing wavefield on the right-hand side of Eq. (11.22) 
shows that, although the scattered wavefield satisfies the general reciprocity 
relation of Eq. (6.9), viz. psct(xs\xR, s) = psct(xR\xs, s) , this relation does 
not hold for the upgoing wavefield. The incident wavefield pinc,H(xR\xs, s) 
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in the homogeneous halfspace follows from Eqs. (11.2) and (11.3). Using the 
plane-wave representation (cf. Eq. (4.60)) expressed as a spectral decompo­
sition with respect to the receiver coordinates, we write 

p™>H(x„x2,xK\xs,s) = 

^ ( a ) F - 1 | e x p ( j . a 1 ^ i , a 2 , f ) { e x p [ ^ r | a 3 f i _ a f | ] e x p [ ^ r ( ^ a f ) ] } | 

(11.24) 
The source wavelet W(s) is known as the Laplace transform of the source 
wavelet, which is related to the s-domain time rate of volume injection qs 

through 
W(s) = spqS(s). (11.25) 

In Eq. (11.22) we need the Fourier transformation with respect to the hori­
zontal coordinates, for a fixed source point x . In fact, this so-called receiver 
deghosting is carried out using common-source data (also called common-
shot data, see Fig. 11.2). In view of further seismic processing techniques 
we rather want to consider the upgoing wavefield at the level x^ = 0. This 
wavefield at Z3 = 0 is follows directly from Eq. (11.22) as 

(11.26) 

v v v v v v v v v v v v v v v v v v v v v 

X 
source 

Figure 11.2. Acquisition configuration to obtain common-source data. 
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Note that the spatial Fourier transformations are carried out with re­
spect to the horizontal receiver coordinates of the scattered wavefield. This 
finalizes the discussion on the receiver deghosting. The upgoing wavefield is 
an intermediate wavefield and will be used as input for the source deghosting 
discussed in the next section. 

11.5. Source deghosting 

In this case we employ the following plane-wave representation for the 
incident wavefield in the homogeneous halfspace 

Pne'H(*R\*u*t,*§,») = 

^ ( , ) F - | X p ( J - 1 ^ J ^ ^ ) { e x p [ - , r [ x ? - 4 l ] - e x p [ - , r ( ^ + . f ) ] } } . 

(11.27) 
Obviously, in Eq. (11.24) we have an inverse spatial Fourier transform with 
respect to the horizontal receiver coordinates, while in Eq. (11.27) we have 
an inverse spatial Fourier transform with respect to the horizontal source 
coordinates. In the case that £•> — 3J3 min 

we obtain 

pincM{xR, xR, x3%min\xux2, x§, s) 

= ^ ( , W e X P ^ 
= F-^s inh t^ rx f jF fp^ t a s f . sB^^mmlJBi . ^ .O)}} , (11.28) 

in which ptnc is the incident wavefield in a homogeneous medium originating 
from the source position at zf = 0, and incident upon the geology below 

ptnc(xR\xs, s) = W(s)G(xR\xs, s), (11.29) 

in which 

G{X IX ' S ) = 4w\m*-xS\ ' ( 1 1 * 3 0 ) 
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The true incident wavefield ptnc^H is related to the incident wavefield pinc in 
the spatial Fourier domain through a multiplicative factor 2sinh(5rzf). 

By inverting the operations of Eq. (11.28), we obtain the following rep­
resentation for the incident wavefield in the homogeneous medium expressed 
in terms of the incident wavefield in the homogeneous halfspace 

ptnC(x?, z £ , X 3 ,mm|z i , «2, 0, s) = 

(11.31) 
The wavefield scattered by the geology is linear dependent on the incident-
wavefield strength. Hence, using the linearity of the wavefield problem, we 
deduce that, replacing the true incident wavefield of the halfspace by the 
incident wavefield of the homogeneous medium, the upgoing wavefield has 
to be replaced by the deghosted wavefield 

#**(«{*, »?>0|x1>*2,0,«) = 

f i r ,1 <U-32) 

This so-called source deghosting is carried out using common-receiver data 
(see Fig. 11.3). Note that the spatial Fourier transformations are carried out 
with respect to the horizontal source coordinates of the upgoing wavefield of 
Eq. (11.24). 

receiver 
V 

x x x x x x x x x x x x x x x x x x x x x 

Figure 11.3. Acquisition configuration to obtain common-receiver data. 
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By cascading the receiver and source deghosting, through combining 
Eqs. (11.26) and (11.32), we conclude that pdgh satisfies the reciprocity re­
lation 

pd'*(*f, xl 0|*f, ** 0, s) = pd°h(x*, ** 0|*f, *f, 0, * ) . (11.33) 

11.6. Deghosting in the strip configuration 

To study the deghosting procedure, we check its capabilities on the two-
dimensional dataset of the strip configuration embedded in the homogeneous 
halfspace, as it was calculated in Section 9.5.2. This dataset consists of 255 
source positions with 255 receiver coordinates per source, arranged in a split-
spread fashion. The two-dimensionality of the scattering problem is enforced 
by assuming that both the excitation and the configuration are independent 
of x2- As a consequence we can adapt the three-dimensional analysis of the 
previous sections to the two-dimensional one by simply replacing the two-
dimensional Fourier transforms with respect to the horizontal coordinates 
by the one-dimensional Fourier transform with respect to x\. In particular, 
the incident wavefield in the homogeneous halfspace is given by 

p™>H(xux§\Xs,x§,s) = 

*(«)*-'{"P^'ft {«p[-.T|«?-.f |] - «p[-T(,,*+«f)]}} , 
(11.34) 

where T = (c~2 + a\)ï and the definition of the inverse Fourier transfor­
mation F~x follows from Eq. (9.102). More details on the two-dimensional 
simplifications can be found in Chapter 9. 

The actual deghosting is carried out in three stages. The first stage is 
the removal of the incident wavefield to create the scattered wavefield 

#•"(** z*|«f, z§, s) = p(*f, *?|*f, *f, s) - f-^iz*, **|zf, «f, s). 
(11.35) 
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The second stage is the receiver deghosting to construct the truly upgoing 
wavefield at 23 = 0 according to 

#-(,,,01*,!,,) = ̂ ^ s s s ^ ^ ^ , . ? |.f,.f,.)}}, 
(11.36) 

which is carried out in the common-source domain. The last stage is carried 
out in the common-receiver domain and constitutes the source deghosting 
and finalizes our deghosting procedure: 

/ ^ ( z f . O l ^ O , * ) = F _ 1 { as inh^Tsf) F{P"P(X?>0|x" *3.*)}} ■ ( 1 L 3 7 ) 

The numerical procedure 

In our numerical computations we take (see Section 9.5.2) 

s = 4 + jw. (11.38) 

Then, we may write for the vertical slowness 

Here, sa^ is the (real) Fourier-transform parameter of the Fourier transfor­
mation defined by Eqs. (9.101) - (9.102). 

Fig. 11.4 shows the results for the compliant strip in the case that the 
source position is above the center of the strip. The top figure represents the 
scattered wavefield in the homogeneous halfspace at the level x§ = 0; for 
comparison we have delayed the arrival times of the scattered wavefield by 
inserting an extra factor exp(-5raj | ) in the Fourier transform of the data 
with respect to the source coordinates. The bottom figure shows the results 
after receiver and source deghosting, computed from the input data set using 
Eqs. (11.36) and (11.37). The resulting wavefield represents the deghosted 
wavefield at the receiver level x£ = 0 and source level x§ — 0. Fig. 11.5 
shows the results for the compliant strip with the source position above the 
left edge of the strip. Finally, Figs. 11.6 and 11.7 show the pertaining results 
for the rigid strip. 
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Figure 11.4. The scattered wavefield of a compliant strip in a homogeneous halfspace 
(top) and its deghosted wavefield (bot tom). The source position is above the center 
of the strip (xf = 0). 
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Figure 11.5. The scattered wavefield of a compliant strip in a homogeneous halfspace 
(top) and its deghosted wavefield (bot tom). The source position is above the left 
edge of the strip (xf = —105 m) . 
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Figure 11.6. The scattered wavefield of a rigid strip in a homogeneous halfspace 
(top) and its deghosted wavefield (bottom). The source position is above the center 
of the strip (xf = 0). 
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Figure 11.7. The scattered wavefield of a rigid strip in a homogeneous halfspace 
(top) and its deghosted wavefield (bot tom). The source position is above the left 
edge of the strip (xf — —105 m). 



Chapter 12 

Removal of Surface Related 
Wave Phenomena 

The presence of surface-related wave phenomena in geophysical data 
as water-surface multiples in the marine case leads to problems in further 
analysis of the data in inversion and migration. This multiple removal has 
to be effected without changing any relevant subsurface information present 
in the recorded data. Rayleigh's reciprocity theorem furnishes the tool for 
this removal. In this theorem the interaction of two non-identical states is 
considered. One state is identified with the actual situation, while the other 
is the desired one: the same geology but without the water surface. This 
procedure does not require any information about the subsurface geology, 
neither structural nor material. 

12.1. Reciprocity between the actual and 
desired state 

In the marine case we have the situation as shown in Fig. 12.1. The 
domain of interest is the halfspace D = {x £ B3; — oo < Xi,x2 < oo, 
0 < 2.3 < oo}. This halfspace consists of the homogeneous water layer D 
and the earth geology Dg with boundary dDg. The acoustic pressure at the 
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0 
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pressure-free plane 
x3 = 0 

source 
X „ 

receiver 
V 
x R 

p,K 

P9,^ 
geology 

Figure 12.1. State A in the actual configuration. 

water surface x% — 0 is zero. The material constants in D are p and K, 
and the material constants in Dg are p9 and K9. A monopole source of the 
volume injection type is used and is located at a;5. The seismic response, the 
acoustic pressure, is measured at xR below the water surface. In order to 
remove the effect of the water surface, we apply the reciprocity theorem of 
Section 5.1 to the domain D U D 0 . State A is the actual state resulting from 
the real seismic experiment (see Fig. 12.1). Let this wavefield be denoted 
as {pA,vA} = {p,vk}(x\xs,s) with sources {qAJ£} = {qS{s)6(x-xs), 0} , 
where qS(s) is the spectrum of the volume injection source. In State By the 
desired state, the water layer extends to 2:3 —> —00 (see Fig. 12.2). In this 
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O — x3 = 0 
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Figure 12.2. State B in the desired configuration. 

case «3 = 0 is just an artificial boundary Further, in State B we choose a 
point source with the spectrum qs(s) identical to the one of the real situation, 
however the source is now located at the receiver location xR £ D. Let this 
wavefield be denoted as {pB,vR} = {pd,v£}(x\xR,s) with sources {qB,fj^} 
= {qs(s)6(x-xR),Q} (see Table 12.1). 

With the above mentioned states, we apply the reciprocity theorem to 
the domain B U I ) 3 enclosed by a semi-infinite sphere 5 ^ of radius A and 
center 0 of the chosen coordinate system (see Fig. 12.3). Taking the limit 
A —► oo we arrive at 
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Z3 = 0 

p,K homogeneous medium 

Figure 12.3. Domain of application of the reciprocity theorem. 

Table 12.1 

Field state 

Material state 

Source state 

States in the field reciprocity theorem 

State A 
(actual wavefield) 

{p,i)k}(x\xs,s) 

{p, K} in D 
{p9,K9}mJDg 

{qs(s)6(x-xs),0} 

State B 
(desired wavefield) 

{pdyk}(x\xR,s) 

{p, K} in D 
{p9, K9} in Dg 

{qs(s)6(x~x%0} 

Domain D U Dg (see Fig. 12.3) 
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/ , 
pd{xl, x2l 0\xR, s)v3(xu aj2,0\xs,s)dA 

(*i,x2)eB2 ^ 1 2 1 j 

= qS(s)p(xR\xS,s) - qS(s)pd(xS\xR,s), 
where we have taken into account that the pressure wavefield of the actual 
situation vanishes at 2:3 — 0, viz., 

]imp{x\xs,s) = 0. (12.2) 

Further we have assumed that outside some semi-sphere of bounded radius 
and center at the origin O of the chosen coordinate system, the fluid is homo­
geneous with material constants p and /c (see Fig. 12.3). As a consequence 
the contribution of the surface integration over 5 A vanishes when A —> 00 
(according to the causality condition, cf. Eq. (5.9)). 

12.2. Auxiliary reciprocity relations 

In order to arrive at a reciprocity relation of the type of Eq. (12.1), in 
which only the scattered-wavefield quantities of the actual state 

{?«, &f} = {p, vk} - {p™>», i,™'"} (12.3) 

and the reflected-wavefield quantities of the desired state 

{f,i>l} = {pdyk}-{pincAnc} (12-4) 
occur, we derive some auxiliary reciprocity relations. The incident wavefield 
pmc,H Q£ ^ e a c t u a ]_ state is given by 

Pne'H{x\xs,3) = 3pqs(s) 
S\\ _ / ^ | « „S1 

exv(-y\x-xb\) exp(~7 |a ; -x b |) 
47r|a;-a;5| 47r|jc-a;5/ , (12.5) 

where 7 = s(K,p)ï = s/c and xs = (zf, zf, -x§) denotes the image point of 
xs with respect to the reflecting surface at «3 = 0. Note that this wavefield 
pinc,H vanishes a t z3 = 0. The incident wavefield pinc of the desired state is 
given by 

^ ( H ^ < ) = ^ w ^ i - ! ' : ; ; B | ) . (12.6) 
4-7T 33 — X' 
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Reciprocity between the actual incident wavefield and the desired wavefield 

We apply the reciprocity theorem of Section 5.1 to the domain B' (x £ 
B3 , -oo < x\, x2 < oo, -oo < JE3 < 0) with material constants p and K (see 
Fig. 12.4). State A is the incident wavefield {pinc>H\v^c'H}(x\xs,s) and 
State B is the desired state {pd,v%}(x\xR

ys) (see Table 12.2). In B', State 
A has a source distribution {—q(s)6(x—xs ), 0}, while State B is sourcefree. 
With the above mentioned states, we apply the reciprocity theorem to the 
domain B' enclosed by a semi-infinite sphere 5 A of radius A and center 0 
of the chosen coordinate system. Taking the limit A —► oo we arrive at 

-L (a:i,a?2)€H 
pd(xl,x2,0\xR, s)v™'H{xux2,0|*s, s)dA 

(12.7) 

= qs(s)pd{xs'\xR,s), 

where we have taken into account that pinc>H vanishes at £3 = 0 and that 
the contribution of the surface integration over 5 A vanishes when A —» 00 
(cf. Eq. (5.9)). 

Addition of the relations of Eqs. (12.1) and (12.7) yields 

/ pd(xu «2 ,01**, s)v°3
c\xu x2,0|xs, s)dA 

= qs(s)p°«(xR\xs,s) - qS(s)\pr(xS\xfi,s)-f(xS'\xfi,s)} , 
(12.8) 

where we have used 

p«(xS\xK,s)-pd(xSl\x*,s) 

= pr(xs\xR, s) - pr(xsI\xR, s) + fnc{xs\xR, s) - p*nc(xs' \xR, s) 

= pr{xs\xR, s) - pr(xSI\xR, s) + pl^H{xs\xR, s) , (12.9) 

and Eqs. (12.3) - (12.6). 

Reciprocity between the actual wavefield and the desired wavefield 

We apply the reciprocity theorem of Section 5.1 to the domain B U Dg 

(see Fig. 12.5). State A is the actual state {p,Vk}(x\xs, s) and State B is 
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Figure 12.4. Domain of application of the reciprocity theorem. 

Table 12.2. States in the field reciprocity theorem 

Field state 

Material state 

Source state 

State A 
(actual incident wavefleld) 

{p^»XnCM}(*\*Si*) 

{p,*} 

{-qS(S)6(x-xSl),0} 

Domain 3D' {a; E B 3 , — oo < Xi,x2 < oo, — <x 

State B 
(desired wavefleld) 

{p'',i£}(*|xV) 

{p,«} 

{0,0} 

> < x3 < 0} (see Fig. 12.4) 
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p,K homogeneous medium 

Figure 12.5. Domain of application of the reciprocity theorem. 

Table 12.3. 

Field state 

Material state 

Source state 

States in the field reciprocity theorem 

State A 
(actual wavefield) 

{p,i)k}(x\xs,s) 

{/), K} in B 
V , i e»} in l> 9 

{qs(s)S(x-xs),Q} 

State B 
(desired wavefield) 

{p, K} in B 

{0,0} 

Domain B U Dg (see Fig. 12.5) 
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the desired wavefield with source distribution {qB, fB} = {qs(s)S(x—xR ), 0}. 
Note that the source point, x — [xR , xR , —xR), is the image of the actual 
receiver position (see Table 12.3). With the above mentioned states, we 
apply the reciprocity theorem to the domain D U Dg enclosed by a semi-
infinite sphere S& of radius A and center 0 of the chosen coordinate system. 
Taking the limit A —» oo we arrive at 

[ Pd{xux2l 0\xR\s)v3{xuX2, 0|ar\ s)dA 

= -f(s)p«(xs\xR\s), 

where we have taken into account that the pressure wavefield of the actual 
situation vanishes at E 3 = 0. Further we have assumed that outside some 
semi-sphere of bounded radius and center at the origin 0 of the chosen 
coordinate system, the fluid is homogeneous with material constants p and 
K (see Fig. 12.5). As a consequence the contribution of the surface integration 
over 5 A vanishes when A —► oo (cf. Eq. (5.9)). 

Reciprocity between the actual incident wavefield and the desired wavefield 

We apply the reciprocity theorem of Section 5.1 to the domain J>' (x G 
B3 , -oo < a:i,a!2 < oo, -oo < z.3 < 0) with material constants p and K (see 
Fig. 12.6). State A is the incident wavefield {pincM,v^cM}(x\xs,s) and 
State B is the desired state {pd,v£}(x\xRl,s) (see Table 12.4). In B ; , State 
A has a source distribution {-q(s)6(x-xs ), 0}, while State B has a source 
distribution {q(s)6(x-xR ) ,0}. With the above mentioned states, we apply 
the reciprocity theorem to the domain Df enclosed by a semi-infinite sphere 
5^ of radius A and center 0 of the chosen coordinate system. Taking the 
limit A —> oo we arrive at 

- / pd(xux2,0\xH',s)vïc<H(zux2,0\xs,s)dA 

= qs(s)p'™<»(xK'\xs,s) + qS(s)pd(xs')**',,), 
(12.11) 

where we have taken into account that ptnc>H vanishes at «3 = 0 and that 
the contribution of the surface integration over 5A vanishes when A —> oo 
(cf. Eq. (5.9)). 

(12.10) 
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Figure 12.6. Domain of application of the reciprocity theorem. 

Table 12.4. States in the field reciprocity theorem 

State A 
(actual incident wavefield) 

State B 
(desired wavefield) 

Field state 

Material state 

Source state {-qs(s)8(x-xs'),0} 

{fyk}(x)xR,,s) 

{qs(s)S(x~xli'),0} 

Domain 3D' {x 6 3R3, - o o < Xi,x2 < oo, - o o < a*3 < 0} (see Fig. 12.6) 
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Addition of the relations of Eqs. (12.10) and (12.11) yields 

f 2 pd(x,, x2,0\xR\ s)t>r f(*i, * 2 , 0 | * 5 , s)dA 
J(xl,x2)€'R (12.12) 

= -?{*)m*s\**,*)-ft*SI\*RI>')h 
where we have used 

pd(xs\xR\s)-pd(xsI\xR\s) 

= pr(xs\xR\s) - pr{xs' \xRl, s) + ^ ( S B 5 ! * ^ , s) - pinc(xsI\xR\ s) 

= pr{xs\xR\ s) - f{xsI\xR\ s) + p^H{xRl\xs, s), (12.13) 

and Eqs. (12.3) - (12.6). 

In the reciprocity relations of Eqs. (12.8) and (12.12) still the total 
wavefield quantities of the desired wavefield occur. We therefore subtract 
Eq. (12.12) from Eq. (12.8), and since pinc'H(xux2,0\xR,s) = 0, we use 

pd{xi, *2 , 0|* f t , s) - pd{x1, z2, 0\xR\ s) 
(12.14) 

= pr{xl, x2l 0\xR,s) - pr(xux2,0\xRl, s) 

to arrive at 

/ 2[p r(x'„x'2 ,0 |*R ,s) - f(x[,x'2,0\xR',s)]vf{x\,x'2,Q\xs,*)dA 

= qs{s)p°«{xR\xs, s) - qs{sW{xs\xR,,) - f{xs\x*\ s)\ 

+qs(s)\j>'(xs'\xfi,s)-p'(xs,\xR',s)}. (12.15) 

Equation (12.15) is the required relation where only the scattered-wavefield 
quantities of the actual wavefield and the reflected-wavefield quantities of the 
desired wavefield occur. In the left-hand side of Eq. (12.15) we observe that 
the reflected wavefield depends only on the receiver positions (x[, x2, 0) and 
the source positions xR and xR , while in its right-hand side the reflected 
wavefield depends on the receiver positions xs and xs and the source posi­
tions xR and xR . In the next section we align the different vertical positions. 
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12.3. Alignment of vertical positions 

On account of the general reciprocity relation of Eq. (6.9) between a 
transmitting and a receiving transducer of the volume injection type we 
immediately deduce 

qS(s)pd(xS\xR, s) = qS(s)pd(xR\xS, *) • (12-16) 

Since the incident-wavefleld constituent of the desired wavefield also fulfills 
a similar reciprocity relation, we observe that the reflected wavefield satisfies 
the reciprocity relation 

qS(s)f(xS\xR, s) = qS(s)f(xR\xs, s). (12.17) 

Using the plane-wave-decomposition properties in a homogeneous section 
(see Eq. (10.9)), we observe that 

pr(zuz2, x*\xs,s) = F-l{exj>(sTx*)F{pr(xuz2,0|s5,*)}} (12.18) 

and using the reciprocity relation of Eq. (12.17), we have 

f{xs\xux2,x^s) = F-l{exV{sTxK)F{f{xux2^\xs,s)}} . (12.19) 

Here, F denotes the two-dimensional Fourier transformation denned by 
Eq. (9.27) and F _ 1 denotes its inverse defined by Eq. (9.28). Similarly, 
we have 

pr(xs\xux2,-xR,s) = F-^exvi-sTx^Flp'ix^Xi^lx3,*)}} , (12.20) 

hence, subtraction of these two results leads to 

pr(xs\xux2, x§, s) - pr{xs\xï, x2l -x§, s) 
(12.21) 

= F " 1 [2sinh{sTx§)F[pr{xux2,0\xs, *)}} 

and thus 

pr(x[,x'2i 0|JBI, s2 , x§, s) - pr(x\,x2,0|zi, a?2, - * ? i *) 
(12.22) 

= F'l[2sinh(aTx§)F{pr(xux2i0\x,
lJx'2J0J8)}} . 
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Using these expressions in Eq. (12.15) and applying to both sides a Fourier 
transformation with respect to zf, x^, dividing the result by 2sinti(sTx§) 
and taking an inverse transformation, we obtain 

/ f(x*t x*, 0|xi, x'2,0, -)«$*(*',, x'2,0\xs, s)dA 

= ^ ( * ) P « P ( * « , « * O | « S , - ) (12-23) 

-qs(s)\f(x«, x« 0\xs,s) - f(x?,z* 0 |* 5 ' , , ) ] , 

where pup is given by Eq. (11.26). Similar to Eq. (12.21) we have 

F{v?, *? , 0|xi, 22, acf, s) - p r(zf, x$, 0|a!i, «2, - * | > 5 ) 

= F " 1 {2sinh(*r*f )F{j3 r(zf,** 0|*i, * 2 , 0 , s)}} 
(12.24) 

Using this expression in the right-hand side of Eq. (12.23), applying to both 
sides a Fourier transformation with respect to xf, zf, dividing the result by 
2sinh(«rzf) and taking an inverse transformation, we obtain 

/ pr(x?, **, oi*;, *2, o, 5 ) F ( K ; , *'2|*f, *f, 5)dA 

= qS(s)pd3h(x^ ** 0|zf, xf, 0, *) - <?5 (5)p r(zf, a£, 0|arf, *f, 0, s), 
(12.25) 

where pd9/ l is given by Eq. (11.32) and 

(12.26) 
where (cf. Eq. (11.15)) 

vf(xu x2,0|*5, s) = F'1 { — F { f p ( 2 l , x2, 0|;r5, *)}} . (12.27) 

Interchanging the order of application of the forward and inverse Fourier 
transformations of Eq. (12.26) with the ones of Eq. (12.27) and using the 
definition of pdgh of Eq. (11.32), we then obtain the alternative expression 

V{zuz2\xS,xï,é) = F-1{— F{pd9h(xux2,0\xs
11xs

2,0,s)}} . (12.28) 
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Equation (12.25) is a linear integral equation of the second kind for the 
unknown pr(x^,x^,0\xf,«f,0,6) provided that the source spectrum qs is 
known. For a discussion on the relevance of the source wavelet we refer to 
ZIOLKOWSKI (1991). VERSCHUUR et al. (1992) has suggested an adaptive 
multiple-removal procedure, in which the multiple removal and the wavelet 
estimation are carried out simultaneously using some minimum-energy crite­
rion. Further V{x^, x%\x^, xf, s) represents the kernel of the integral equa­
tion, while qs{s)pdgh{x^, z^, 0|«f, Jnf»0, s) represents the known term of the 
integral equation. Note that the integral variables in the integral equation 
(12.25) are the horizontal coordinates of the various source locations, while 
the receiver position of the desired wavefield is fixed. Hence, the solution is 
obtained in the common-receiver domain. The kernel and the known term 
of the integral equation are both expressed in terms of pdgh. 

Integral equation for the particle velocity 

Equation (12.25) constitutes an integral equation of the second kind for 
the acoustic pressure pr'. A simpler integral equation may be obtained by 
considering the particle velocity (cf. Eq. (7.70)) 

t>5(*i> *2, 0|*f, xi, 0, s) = lim —&pr(sB, \xf, xs
2,0, s). (12.29) 

x3 |0 Sp 

Using the Fourier transformation with respect to the horizontal receiver 
coordinates and Eq. (12.18), the expression for the particle velocity v3 may 
be written as 

vr
3(x,,x2,0\xï,xl,0,s) = F~l{—F{pr(*„x2>0|xf>zf,<),«)}} . (12.30) 

Application of the Fourier transformation with respect to x^,x^ to both 
sides of Eq. (12.25), multiplying the result with —T/p and taking an inverse 
Fourier transformation, we arrive at 

f vr
3{x*, z*, 0\x\, z'2,0, s)V{x[, x'2\x*, xs

2, s)dA 

= \qs(s)V{x*> s*|*f, xl s) - qS(s)vr
3(x*, x*, 0|*f, x%, 0, s) , 

in which we have used the expression for V, Eq. (12.28). This integral is 
simpler than the one of Eq. (12.25) in the respect that the known term, 
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for a fixed receiver position, is a subset of the space to which the kernel 
functions belong. Once we have solved the integral equation (12.31), the 
acoustic pressure pr follows from 

p r(*i ,*2,0 |zf ,*f ,0 ,*) = ^ . (12.32) 

12.4. Actual multiple-removal procedure 

In the following analysis we concentrate on the integral equation for the 
acoustic pressure that follows from Eq. (12.25) as 

p r (*{*, x f , 0|xf, x f , 0, s) = pdgh(x^ x * , 0|xf, x f , 0, s) 

- f f(z*, xl 0\x'uxf
2, 0, s)Vdcv{xf

ux'2\xl xs
2, s)dA , 

J{x[,x'2)£W 
(12.33) 

in which Vdcv is the deconvolved counterpart of V, viz., 

Vdcv(x'ux'2\xf,xl,s)=^-V(x'ux'2\xtxi,s). (12.34) 
£ \S) 

The next step is to transform Eq. (12.33) back to the time-domain, 

p r(xf, z*, 0|xf, xl, 0 ,0 - XTX {t)pd9h{x?, X*, 0|xf, xf, 0, t) 

, (12.35) 
- / C ^ ^ H A , 

where 

Ct{pr,Vdcv} = f p'{xtx%AA,*'2^-t')Vdcv{x\,x'2\xlxlt')<!Lt' 

(12.36) 
and XTi (0 is the characteristic function of the set T\, 

XTt(0 = {l. J . 0 } w h e n t G f T ^ Ö T ï , ^ } , (12.37) 
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with dTi = ti and T{ is the complement of T\ in B. The time interval 
T\ needs some explanation. We have assumed that the seismic experiment 
starts to act at t = 0. In view of causality we observe that pdgh is a wavefield 
that has travelled at least from the plane 2:3 = 0 to and from the plane 
«3 = Z3,min (see Fig. 12.2), hence 

Ti = {*€», t>tl = ?^™\ . (12.38) 

In view of the time-domain equivalent of Eq. (12.28) the same observation 
holds for both V and Vdcv. Therefore, the lower bound of integration of the 
convolution in Eq. (12.36) is set at t' = ti. The upper bound of integra­
tion follows directly from the causality of pr. In order to solve the integral 
equation (12.35), we apply a Neumann expansion of the type (see Section 
2.5) 

0 0 

pr(*f, a£, 0|*f, xl, 0, t) = E Pn(xi> *?> Q\*ï' x2>°> 0 > ( 1 2 - 3 9 ) 

where the first term of this series is given by 

p^xf , X« , 0|xf, xf, 0, t) = XT, (*)***(*?, *2
R> 0|xf, xf, 0, t) , (12.40) 

and the n t h term follows from the ( n - l ) t h one as 

j£(*f, x«, 0|xf, xf, 0, t) = - / dA 

/ : 
K - a ^ ^ O l x ^ x ^ O ^ - O ^ ^ x ^ ^ l x f . x f ^ O d f ' . 

(12.41) 
As a next step we proof by induction that pr

n is zero for t < (n-\-l)t\. It 
is certainly true for n = 0 according to Eq. (12.40). Let us assume that 
pr

n_A is zero for t < ntx, n > 0; then, pr
n^x{x^, x£, 0|x|, z'2, 0, t —tr) vanishes 

for £ — £' < n^i • Since the integration variable t' > t\, we conclude that 
Pn-\(x^» K?i 0|as ,̂ E 2 , 0, £-£') vanishes for t < (n+l)*i, and as a consequence 
of Eq. (12.41), that pr

n(x*,a;£,0|a;i, x'2,0,i) vanishes for t < (n + l ) ^ . This 
allows us to rewrite Eq. (12.39) as 

0 0 

p r(xf, x«, 0|xf, xf, 0 ,0 = E XT(,+l)(*)Pn(*f.**. °IZ?. *f. 0' 0 . (12-42) 
n=0 
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where 

Tn + 1 = [t 6 » , t > tn+l = (» + l) t , = 2 ( " + 1
c

) a ! 3""'"} - (12.43) 

For a finite time interval of observation, 0 < t < £;v+i , the summation of 
Eq. (12.42) is confined to 0 < n < N - 1, and the Neumann expansion is 
convergent. Therefore, we replace the infinite summation in Eq. (12.42) by 
a finite one, 

N-I 
pr{x?, *? , 0|zf, xl 0, t) = £ pr

n(x?, *? , 0|*f, sf, 0 ,0 , 
n=0 (12.44) 

2(N + l)xs 
for 0 < f < f/v+i = -* }-^ 

The evaluation of the temporal convolution is a simple algebraic multiplica­
tion in the Laplace-transform domain. Therefore we transform Eqs. (12.44) 
and (12.41) to this domain, resulting into 

p r(xf, x§, 0|aïf, xf, 0,«) = £ pr„(xf, x", 0|«f, xl, 0, s), (12.45) 
n=0 

where the first term of this series is given by 

p&(xf, x* 0|xf, xf, 0,,) = *** (*? , ** 0|xf, xf, 0, s), (12.46) 

and the n follows from the (n — 1) one as 

~ / ^2 A - i (*?> *? , 0|*i, *'2, 0, 5 ) ^ — F ( * i , a?i|a:f, if, s)dA , 

(12.47) 
where we have used Eq. (12.34). Note that we may not conclude that the 
expression of Eq. (12.45), for some value of 5, is convergent when N tends 
to infinity. Only, the result of the time-domain expression in a finite time 
interval (see Eq. (12.42)) is convergent when N tends to infinity. After the 
completion of the summation in the right-hand side of Eq. (12.45), the result 
can be transformed back to the time domain yielding the pressure wavefield 
p r (z f , z* ,0 | z f ,x f ,0 ,* ) . 
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12.5. Multiple removal in the strip configuration 

As a test case for the multiple-removal procedure, we choose the two-
dimensional dataset of the strip configuration embedded in the homogeneous 
halfspace as it was calculated in Section 9.5.2 for the compliant and rigid 
strip, respectively This dataset consists of 255 source positions with 255 
receivers per source arranged in a split-spread fashion. Since we are dealing 
with a two-dimensional wavefield problem, all the relevant operators and 
wavefield representations are replaced by their two-dimensional equivalents. 
In particular the desired reflected wavefield in the Laplace-transform domain 
follows from the transformed Neumann expansion 

yv-i 
f(x*, 0[*f, 0, s) = Y, Pni*i, 0|*f, 0, s), (12.48) 

n=0 

where the expansion terms follows from the recursion formula 

pl(x*, 0|*f, 0) = pd°h(x*, 0|zf, 0, s), (12.49) 

ft(*f,0|*?,0,*) = 

JX[SJL W(S) 
n = l , . . . , W - l , (12.50) 

and the source wavelet 
W{s) = spqs{s). (12.51) 

The deghosted wavefield in the expression for the first term of the Neumann 
expansion, Eq. (12.49), follows from the relevant calculations in Section 11.6. 
For each source position, the kernel spV follows from the deghosted wavefield 
as (cf. Eq. (12.28)) 

spVfalztê) = F-l{-2sT F{pdBh(xu0\xï,0,s)}} , (12.52) 

where T = (c_2-|-0:^)2 and the one-dimensional Fourier transformation F 
and its inverse F~l are defined by Eqs. (9.101) and (9.102), respectively. 
Note that this kernel is calculated in the common-source domain (also called 
common-shot domain). 
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Inspection of the structure of the recursion formula of Eq. (12.50) learns 
that, in order to keep the process operative, in each iteration we have to cal­
culate the wavefield quantities for all relevant source positions (for a chosen 
receiver position). After we have carried out this procedure in the common-
receiver domain, the reflected part of the desired wavefield pr(x^, 0|a;f, 0, s) 
is obtained for one particular horizontal receiver position z f at the level 
x^ = 0 and all relevant horizontal source positions z f at the level z f = 0. 
The results in the common-source domain are obtained by using the reci­
procity relation of Eq. (12.17) and noting that the vertical levels and the 
volume injection functions in the two cases are the same; hence 

ftf, 0|*f, 0, s) = f(x«, Olaf, 0, a). (12.53) 

This implies that our computed results in the common-receiver domain are 
equal to the ones in the common-source domain just by interchanging the role 
of source and receiver (see Fig. 12.7). Finally the common-source domain 
data are transferred back to the time domain. 

x x x x x x x x x x y x x x x x x x x x x 
Common-Receiver Domain 

v v v v v v v v v v x v v v v v v v v v v 
Common-Source Domain 

Figure 12.7. Acquisition configuration in the common-receiver domain 
and in the common-source domain, respectively. 
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Figure 12.8. The deghosted wavefield of a compliant strip in a homogeneous halfs-
pace (top) and the result after the first-order multiple elimination (bottom). The 
source position is above the center of the strip (xf — 0). 
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Figure 12.9. The wavefield of Fig. 12.8 after the second-order multiple elimination 
(top) and the wavefield, at a;̂  = zf = 0, of a compliant strip in a homogeneous 
embedding (bottom). 
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Figure 12.10. The deghosted wavefield of a compliant strip in a homogeneous half-
space (top) and the result after the first-order multiple elimination (bottom). The 
source position is above the left edge of the strip (xf = —105 m). 



MULTIPLE REMOVAL IN THE STRIP CONFIGURATION 255 

xx ( m ) 
-315 

I 

0.1 

0.2 

t i m e (s) 

0.3 

0 . 4 -

0.5 

t i m e (s) 

315 
I 

- 0 . 1 

0.2 

- 0 . 3 

0.4 

- 0 . 5 

*i (m) 

0.1 

- 0 . 2 

0.3 

0.4 

- 0 . 5 

Figure 12.11. The wavefield of Fig. 12.10 after the second-order multiple elimination 
(top) and the wavefield, at x§ = a;| = 0, of a compliant strip in a homogeneous 
embedding (bot tom). 
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Figure 12.12. The deghosted wavefield of a rigid strip in a homogeneous halfspace 
(top) and the result after the first-order multiple elimination (bottom). The source 
position is above the center of the strip (xf — 0). 
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Figure 12.13. The wavefield of Fig. 12.12 after the second-order multiple elimina­
tion (top) and the wavefield, at x§ = xf = 0, of a rigid strip in a homogeneous 
embedding (bot tom). 
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Figure 12.14. The deghosted wavefield of a rigid strip in a homogeneous halfspace 
(top) and the result after the first-order multiple elimination (bot tom). The source 
position is above the left edge of the strip (xf = —105 m) . 
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Figure 12.15. The wavefield of Fig. 12.14 after the second-order multiple elimina­
tion (top) and the wavefield, at x§ = x | = 0, of a rigid strip in a homogeneous 
embedding (bottom). 
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The numerical procedure 

In our numerical computations we take (see Section 9.5.2) 

s = 4 + ju . (12.54) 

Then, we may write for the vertical slowness 

Here, sct^ is the (real) Fourier transform parameter of the Fourier transform 
denned by Eqs. (9.101) and (9.102). The integral in the recursion formula 
of Eq. (12.50) is implemented numerically as a trapezoidal rule. 

Fig. 12.8 shows the results for the compliant strip with source position 
above the center of the strip. The top figure shows the first term of the 
Neumann expression, the actual deghosted wavefield as it was calculated in 
Section 11.6. The bottom figure shows the results after one iteration of the 
Neumann expansion (with N = 2). Clearly, the first-order multiple has been 
removed. Also observe the sign reversal of the second-order multiple due to 
the negative sign in the right-hand side of Eq. (12.50). Finally, the top figure 
of Fig. 12.9 shows the result of the Neumann expansion with N — 3. All 
multiples have been removed; this is due to the fact that in the time window 
of 0.5 s only two multiples were present. The bottom figure of Fig. 12.9 shows 
the result of the calculation of Section 9.5.2 for the compliant strip in the 
homogeneous embedding. This is the actual required result. Comparison of 
the top and bottom figures of Fig. 12.9 illustrates the excellent performance 
of the multiple-removal operation. Figs. 12.10 and 12.11 show the results 
of the multiple removal for the compliant strip, but now the source position 
is chosen above the left edge of the strip. Also in this case we observe good 
convergence of the Neumann expansion and an excellent agreement with the 
required result. In Figs. 12.12 - 12.15, similar results are presented for the 
rigid strip. 

In our numerical treatment of the multiple removal scheme we have cho­
sen the Neumann expansion to solve the integral equation (12.33) in the 
frequency domain. We have opted for this solution because the convergence 
of the Neumann expansion is guaranteed by causality arguments in the time 
domain. In this way, the algorithm performance of the successive elimina­
tion of the multiples is monitored. However, an alternative procedure would 
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have been to compute the desired reflected wavefield directly from the dis­
crete version of the integral equation (12.33) by means of matrix inversion 
(VAN BORSELEN et al., 1991). 

The deghosting procedure of Chapter 11 and the removal procedure of 
surface-related wave phenomena of the present chapter encompass the nec­
essary preprocessing steps. The numerical results obtained in this chapter 
are collected in a dataset and will be used as input for the imaging procedure 
of the next chapter. 



Chapter 13 

Boundary Imaging 

In this chapter we discuss a method to image a boundary discontinuity 
of the earth parameters. In our analysis we distinguish between imaging 
and inversion. We consider the imaging of a boundary discontinuity as a 
part of inversion in the sense that it tries to delineate accurately the scat­
tering horizons, if they are constructively present in the seismogram. This 
is possible because the velocity contrast is present in the arrival times and 
in the amplitude. Imaging of a boundary discontinuity only concentrates on 
the t ime delay. After this imaging process one hopes that the subsurface 
geometry of the geology as far as it is sufficiently described by the velocity 
structure, is known. Then, seismic inversion as a following-up process can 
use the results as a priori information in the reconstruction procedure of the 
constitutive parameters. 

As starting point we take the boundary-integral representation. In the 
lat ter representation we employ a locally-plane-reflector approximation both 
for the acoustic pressure and the particle velocity. This high-frequency ap­
proximation does not change the imaging. In the wavefield, we separate the 
horizontal phase contribution from the vertical one by employing a Radon 
transformation with respect to the horizontal source and receiver coordinates 
only. As next step we switch to the frequency domain (imaginary axis in 
the complex Laplace-transform domain) and the vertical slowness is taken 
as independent variable. In that case stationary-phase arguments show that 
the results can be classified as a spatial Fourier transform in the frequency 
domain. In the space-time domain we obtain a function with a laterally 
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variant vertical travel time that represents a space-time image of the profile 
of the interface as the envelope of the first arrivals. 

13.1. The boundary-integral representation 

We consider the wavefield to be reflected by a non-planar interface be­
tween a homogeneous medium 3D and an inhomogeneous geology Dg. The 
non-planar interface dDg is considered as a perturbation of a plane surface 
and is described as 

x3 = h(xux2), (13.1) 

where h is an arbitrary positive (smooth) function of x\ and a?2, and is 
denoted as the profile function to be imaged (see Fig. 13.1). The material 
constants in 3D are p and /c, and the material parameters in 3D9 are p9 = 
p9(x) and Kg — K9(X). The impulsive wave motion generated by a point 
source at xs = {xf J ÏC^O} starts to act at t = 0. The receiver is located at 
xR = {x*,x*,0}. 

In the s-domain, the source wavefield at the observation point x origi­
nating from a monopole source at xs is then denoted as {pmc , vl^c}(x\xs, s) 
and is given by 

pinc{x\xs,s) = spqs{s)G{x-xs,s), (13.2) 
t> r (* |* 5 , * ) - -qs(s)dkG(x-xs,s), (13.3) 

where the Green's function 

exp(--M) 
< ? ( « , * ) = A , C , , C = ( P K ) - 2 . (13.4) 

The wavefield reflected by the interface dDg is given by {pr, ^ ( « l a ; 5 ^ ) . 
The reflected wavefield is considered to be the wavefield generated by sec­
ondary surface sources (monopole and dipole sources) at the interface dDg 

and it can be expressed in terms of these surface sources as (cf. Eq. (8.40)) 

pr(xR\xs, ,)= f [& vr
k(x\xs, s) + Tlf(x\xs, s)]ukdA , (13.5) 

JxeoJD„ 
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Figure 13.1. The reflector configuration. 

in which the Green's states Gq and f \ are given by 

Gq(xR\x,s) = spG{x-xR,s) 

and 
tl(xR\x,s) = dkG(x-xR,s). 

(13.6) 

(13.7) 

Further, v^ denotes the normal at dDg (see Fig. 13.1). 

For large values of |s| we can employ a locally-plane-reflector approxi­
mation. This approximation is based on the assumption that the interface 
dDg is a smooth surface with a continuous normal i/*. The approximation 
assumes that the scale on which the wavefield varies in space is so small 
that compared with this the radius of curvature of the interface is infinitely 
large. Then, around a point, x E dDg, the interface can be considered as a 
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locally plane interface between two locally homogeneous media. We further 
assume that the local wavefield takes on the values that would result from 
the reflection and transmission of the incident wavefield at this plane inter­
face. Then, the reflected wavefield on dDg can be expressed in terms of the 
incident wavefield as 

f{x\xs,s) = rjpinc(x\xs,s), x£dVg, (13.8) 

in which the reflection factor 77 is given by (CERVENY, 1989) 

_ p9(x)c9(x)cos(6) - pccos{6g) 
p9(x)c9(x)cos(0) + pc cos(eg) 

with c9(x) — [P9(X)K9(X)]Ï, and where 

(13.9) 

™w = z f e r 1 (13-10> 
and where 09 = 69(x) follows from Snell's law as 

sm(09) _ sin(fl) 
c9(x) ~ c 

(13.11) 

We observe that rj = 77(a;|a5-a;5) is a real, «-independent, proportionality 
function of x and x - xb. Equivalently, we can also express the normal 
component of the particle velocity of the reflected wavefield as 

vkvr
k(x\xs, s) = - C ukvinc(x\xs, s), xedBg. (13.12) 

The function ( = ((x\x—xs) is a real, s-independent proportionality function 
of x and x — xs. Its relation with respect to 7/ will be discussed below. 

Using these approximations and Eqs. (13.2) - (13.3) in the integral rep­
resentation of Eq. (13.5) we obtain 

pr{xR\xs,s) = W{ê)[ o [C(x\x-xs)G(x-xR,s)dkG(x-xs,s) 
JxeoDg 

+rt(x\x-xs)G(x-xs,s)dkG(x-xR,s)]vkdA, 
(13.13) 

where W(s) = spqs(s) is the source wavelet. On account of the reciprocity 
relation 

p*(xR\xs,s)=f(xs\xR,s), (13.14) 
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(13.18) 

we conclude from Eq. (13.13) that 

C(x\x~xR) = rj{x\x-xs), C(* l*-* 5 ) = ri(x\x-xR). (13.15) 

The partial derivative operating on the Green's function G(x, s) is obtained 
as 

dkG(x,s) = --cG(x,s) ( l + ^ ) dk\x\, (13.16) 

so that Eq. (13.13) simplifies to 

pr(xR\xs,s)=-W(s) f AÓ{x-xR,s)G{x-xs,s)dA, (13.17) 
c JxzdDg 

where the function A = A(x,x-xR, x-xs,s) is given by 

A = -C{x\x-xs) (l + C ) vkdk\x-xs\ 
\ s\x — xJ\J 

The function A becomes independent of s as |s| —> oo, viz., 

A = -t(x\x-xs)vkdk\x-xs\ - ri{x\*-xs)vkdk\*-*R\ . (13.19) 

Using the reciprocity relation of Eq. (13.15), the function A may be written 
in an alternative form 

A = -({x\x-xs)vkdk\x-xs\ - ({x\x-xR)vkdk\x-xR\ . (13.20) 

We consider a seismic experiment as the collection of measurements of 
the seismic signal at different receiver positions. This procedure is repeated 
for different source positions. This means that the values of pr(xR\xs,s) 
are the (to the s-domain transformed) recorded signals for all xR and xs. 
Our objective is to use Eq. (13.17) to delineate the interface dDg. To meet 
our objective we apply a spatial Fourier transformation with respect to the 
horizontal source coordinates followed by a spatial Fourier transformation 
with respect to the horizontal receiver coordinates. 
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13.2. Fourier transform with respect to source 
coordinates 

We first define a Fourier transform with respect to the horizontal source 
coordinates, viz. 

pr{xR\jscxs,s) = f exv{jsaSxS + jsaïxi)pr{xR\xs,s)dA, 

(13.21) 
where a = { a f , a f } is a two-dimensional vector, while saf and saf are 
real transform parameters. In our further analysis, we take both s and cts 

to be real. Application of the Fourier transform to Eq. (13.17) yields 

pr{xR\js<xs,s) = -W{s)f BG{x-xRs)e^{jsa^Xl + ;saf z2)dA , 
c JxedDg 

(13.22) 
with 

_ , Aexp[-5 (jaf (JBI - z f ) + j a f ( z 2 - z f ) + l « - * 5 | / c ) l 
B = / - — ^ —dA . 

J{xf,x§)elL2 4ir\x-xb\ 
(13.23) 

Our objective is to evaluate this expression of B for large values of 5. The 
most convenient way to perform the asymptotic evaluation is the steepest-
descent method. In order to find the steepest-descent path of this multiple 
integral, we deform the integration surface such that the expression in the 
argument of the exponential function in the right-hand side of Eq. (13.23) 
becomes real. Therefore, we introduce the polar coordinates in the (af, af)-
plane through 

af = /cscos(<£5), af = K5sm(<£5), KS = [(af)2 + ( a f ) 2 ] ' , (13.24) 

where 0 < KS < 00, 0 < (/>s < 2T. Next we replace the variables of integra­
tions xf and zf m Eq. (13.23) by ys and zs through 

si - zf = - ; / c o s ( 0 5 ) - zSsm(<f>S) , 
x2-xs

2 = -jyssm((t>s) + zScos{cf>s), (13.25) 
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which entails (x, - z f )2 + (x2 - x§)2 = [zsf - {ys)\ dzfdzf = -jdysdzs 

and j a f (xi - z f ) + j a f (x2-x%) = KSys. Hence, Eq. (13.23) is replaced by 

47T7 J-oo J-

joo i4exp[-5 (nsys + # 5 / c ) l 

JOO Rs &yl 

where 
R1 S\2 

_ l 

*s + (^r-(n 

(13.26) 

(13.27) 

Now we use a procedure similar to the one in the Cagniard-de Hoop method. 
We extend the integrand of Eq. (13.26) in the complex y5-plane. Since 
we want to keep the integrand single valued, we introduce a branch cut 
for the square-root expression Rs along {[x\ + (zs)2}? < \Re(ys)\ < oo, 
Jm(ys) = 0} and keep Re(Rs) > 0 in the entire cut ys-plane (see Fig. 13.2). 
The imaginary ys-axis is now deformed into a steepest-descent contour 

s S & 
*V + — 

c 

= T (13.28) 

where TS is real and positive. This contour is located in the right-half of the 
y5-plane and is a branch of a hyperbola. The parametric representation 

Vs = 
«SrS+i-{(rs)2-[Ts(zs)]2} 

-S + (*S) S\2 

with 

Ts(zs) = S\2 3 + (O 
1 
2 r S\2 *5 + ( 0 

(13.29) 

(13.30) 

denotes the part of the hyperbola in the upper half of the ys-plane, while 
yS = y (the star denotes complex conjugation) represents the lower half. 
The Jacobian of this transformation from ys to rs is found as 

dys «s + i 7 { ( ^ - [ T V ) P ) " 1 . Rs 
drs 

+ ("5) S\2 {{rsf - [Ts{zs)]>) 

After this deformation, Eq. (13.26) is rewritten as 
1 /«oo /»oo Af~S „,S 

Alt J-oo Jq 
.5*' 

<Ts{zS] 

e M - S T S ) A { Z > y ) + A { Z > y )<JT* 
| ( r 5 ) 2 _ [ T 5 ( ^ ) ] 2 } 

(13.31) 

(13.32) 
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Jm(ys) 

complex ys-plane 

\^^ft» 
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branch cut 

///////////////////< MyS) 

N s = [i + (*5)2]* 

Figure 13.2. Complex y5-plane with Cagniard-de Hoop path y5(rs) 

where ys is a function of r 5 via Eq. (13.29). Next we interchange the order 
of integrations leading to 

B= — 

47T 

where 

3+("5) {[zs(Ts)r-(zs?} 

iS rpS T£ =TÖ(0) S\2 ^ + ( 0 2,3 

(13.33) 

(13.34) 
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and 

S(„S< Z*{T>) 
S\2 

1 (13.35) 

Introduction of the new variable of integration, zs = Zs(TS)sm(tps), leads 
to 

47T 

1 f°° rh1* 
r / e x p ( - s r s ) d r s / [A(zs,ys) + A(zs, /*)]<ty s . 

(13.36) 
+ («s)2 

This expression can be seen as a Laplace transform of the type 

B(s) = / exp(-srs)b{rs)drs , 
JT0

S 

where 

(13.37) 

b(rs) = 
47T 

— r r \A(zs,ys) + A(zs,ys*)Ws . (13.38) 

+ («*) 

From the initial-value theorem of Eq. (1.18) we conclude that 

Urn exp(sT0
s) sB(s) = lim b(rs). 

T | T 0 

(13.39) 

When rs i T0
5, from Eqs. (13.30) and (13.34), we observe that zs j 0 and 

hence 

^ / ( T 5 ) = —771 rr [^ lM0,yS) + A(Q,ys*)]di>r 

^ + (K )2 47T 

— A , (13.40) 

where we have used that the integrand is independent of ips and where 

1 
:r = S\2 , / „ S \ 2 + Kr+(«?) (13.41) 
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Taking s -> oo, Eqs. (13.39) and (13.40) yield 

- expt-sTp5) 

where 
T0

5 = r 5Z3 = r 5 / i . (13.43) 

In order to evaluate the expression for A, we first calculate the expression 
for Ukdk\x-xs\. Using zs = 0 and rs = T(f we observe that 

e jafh q jctoh 
a i - « f = - ^ - , a.2-Bf = - ^ , *3 = fc, (13.44) 

a j - a j 5| nS h 
R=-^s, (13.45) 

c r 5 ' 
and 

ukdk\x-x = 4 i ^ j — , (13.46) 
\x-xs\[(dlhy+(a2hy+i\^ 

where d\h and 82k are the spatial derivatives of h with respect to x\ and 
z2j respectively. We finally arrive at 

-((x\x — x )vkdk\x — x I fors —> 00 . 

(13.47) 

13.3. Fourier transform with respect to receiver 
coordinates 

We subsequently define a Fourier transform with respect to the horizontal 
receiver coordinates, viz. 

f(jscxR\jscxS, s) = [ exV(jsaRxR + jsaRxR)pr{xR\jsoLS, s)dA , 

(13.48) 
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where otR = {a{*, aR} is a two-dimensional vector, while saR and saR are 
real transform parameters. We again take both s and aR to be real. Appli­
cation of the Fourier transform to Eq. (13.22) yields 

f(jsaR\jsoLS,s)= -W{s)[ n Üexp[i«(af + af)a ï i+i*(a? + af)a!2]dA, 
c JxeoDg 

(13.49) 
with 

./(*«*«) em2 

Bexv\-s(jaR{xx-xR) + jaR{x2-xR) + \x-xR\ltf[ 
T~\ W\ d A -
ATT\X — xn\ 

_ (13.50) 
Our objective is to evaluate this expression of C for large values of 5. The 
most convenient way to perform the asymptotic evaluation is the steepest-
descent method. In order to find the steepest-descent path of this multiple 
integral, we deform the integration surface such that the expression in the 
argument of the exponential function in the right-hand side of Eq. (13.50) 
becomes real. Therefore, we introduce the polar coordinates in the (aR, aR)-
plane through 

a f = K * C O S ( ^ ) , aR = K*sin(^ft), KR = [{a*)2 + (of)2] * , (13.51) 

where 0 < KR < oo, 0 < <j>R < 2TT. Next we replace the variables of 
integrations xR and xR in Eq. (13.50) by yR and zR through 

a?! - x R = -jyRcos((f>R) - zRsm(<l>R), 
x 2 - x? = -jyRsm(<l)R) + zRcos(<t>R), (13.52) 

which entails [xx-xRf + (*2 - xRf = ( ^ ) 2 - (x,*)2, dasf dxR = -jdyRdzR 

and j a f ( « ï - s f ) + jaf*(x2-x£) = KRyR. Hence, Eq. (13.50) is replaced by 

- 1 f00 R fJO° BexV\-sURyR + RR/c)] c=^Ldz L R*—ldy' (l3-53) 
where 

RR=[xl + (zR)2-(yR)2]k . (13.54) 

Now we use a procedure similar to the one in the Cagniard-de Hoop method. 
We extend the integrand of Eq. (13.53) in the complex yR-plane. Since 
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we want to keep the integrand single valued, we introduce a branch cut 
for the square-root expression RR along {[x\ -f (zR)2]ï < |Re(yH)| < oo, 
Im(yR) = 0} and keep Re(RR) > 0 in the entire cut yR-plane (see Fig. 13.3). 
The imaginary yR-axis is now deformed into a steepest-descent contour 

nR 
KKyK+?L=TR, (13.55) 

where rR is real and positive. This contour is located in the right-half of the 
y^-plane and is a branch of a hyperbola. The parametric representation 

KRTR + i I | ( r R ) 2 _ [ T R ( z f t ) ] 2 J J 

\HKR? 
(13.56) 

with 
»#/ fl TK(zK) = .2 + («*)'] f [ x § + (**)»]*, (13.57) 

denotes the part of the hyperbola in the upper half of the x/^-plane, while 
yR _ yR* ^Yie star denotes complex conjugation) represents the lower half. 
The Jacobian of this transformation from yR to rR is found as 

TR , . _ i 
dy R KR + j

T-[{TR)2_[TR{zR)?y^ Rl 

dTR ^ + (^)2 {(rR)2 ~ [TR(zR)]2}> 
(13.58) 

After this deformation Eq. (13.53) is rewritten as 

Ü = I- r d,« r eM-sr«)^zR^ + »{zR>yR:hT« , (13.59) 
4TT. /_ 0 0 JT"(Z*) {{rRf -[TR{ZR)]2Y 

where yR is a function of rR via Eq. (13.56). Next we interchange the order 
of integrations leading to 

dx+wr7? LZR{TR) {[Z«{TR)?-{*R?Y H^f\T° ( ] {PVMM**)2} 
(13.60) 
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Im(j/ft) 

branch cut 

///////////////////> MyR) 

Figure 13.3. Complex y^-plane with Cagniard-de Hoop path yR(rR). 

where 

,R rrR T<f = TK{0) 
_, i 

R\2 + («") » 3 (13.61) 

and 

TifR ZK{rH) = 
.R\2 

72 + (**)2 

— X' (13.62) 

R _ r7R(-R\„\„t~i.Ry Introduction of the new variable of integration, z = Z (r )sin(V> ), leads 
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to 

47T 

1 f°° fkw 

- - r exp(-srR)drR \ {B(zR,yR)+B(zR,yR*)}di,R. 

(13.63) 
This expression can be seen as a Laplace transform of the type 

/»00 

C{s) = I R exp{-STR)Z{TR)drR , (13.64) 

where 

=/_rt c(r") = 
47T 

— r r [B(zR, yR) + B(zR, yR*)]d^R . (13.65) 
1 . / D ^ . , l 2 • / - Ï ' r 

■J+ (**)* 

Prom the initial-value theorem of Eq. (1.18) we conclude that 

=r-fc Hm exp(sT0")sC(s) = lim c ( r " ) . (13.66) 
r 4.i0 

When r * | T<f, from Eqs. (13.57) and (13.61), we observe that zR j 0 and 
hence 

^ IfeJiT) = T*IT* 
AT 

1 

— 1
 r ƒ** [ E ( 0 , / ) + J9(0, j , «* ) ]d^ 

__Lr^H\2 + (/cK) 

B, 
2rR"l,K=0,rK=T0*' ( 1 3 * 6 7 ) 

where we have used that the integrand is independent of ij)R and where 

"1 
r K = R\2 , /_rt\2 J l + K ) ' + (a?) 

2 

Taking s -> oo, Eqs. (13.66) and (13.67) yield 

with 

(13.68) 

(13.69) 

(13.70) 
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From Eqs. (13.42) and (13.69) it follows that 

= exp[-,(r* + r*)] 

In order to evaluate the expression for A, we first calculate the expression 
for vkdk\x-xR\. Using zR - 0 and rR = T^ we observe that 

* ! - * ? = - 1 # > x 2 - , « = - ^ , X3 = h, (13.72) 

\x-xR\ = RR=-±K, (13.73) 

and 
„ t 0 t | * - « « | = (*i-*?)dih+(*2-*?)M-** t ( 1 3 . 7 4 ) 

|*-*«|[(ö,fc)ï + (Ö2&)2 + l]ï 
where 9]/i and ^A are the spatial derivatives of A with respect to x\ and 
X2, respectively. Hence, 

^ S = 0 , T 5 = T s ; z K = 0 i T « = T K - <*l*l r s > r S > n )
 [ { W + {d2h)2 + 1]i 

, „ , - j a R h -jaRh ja^h+jaKdih+T* 
+«W r« ' r" 'ftJ [ ( W + ( W + i ] * ■ 

(13.75) 

We now rewrite the expression for C of Eq. (13.71) as 

4«2r«rs[(9i/i)2+(92ft)2+i]= 

where 

E = c C ( * | ^ # , ^ , /i) [;afftfc+jafftfc+r5] 

(13.77) 
Note that E is a function independent of 5, while ( is a function of zi and 
X2, only. Hence, 1? = E(xi,X2',jctR,joi). 
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Combining the results of the transform with respect to the receiver and 
source coordinates and using dA = [{dlh)2 + {d2h)2 + l ] ï d z ^ for the inte­
gration along dDg, we arrive at 

E e x p [ ; 5 ( a f + a f ) a ; 1 + ; 5 ( a ^ + a f ) a ; 2 - 5 ( r R + r s ) / i ]dA, 

for s -+ oo . (13.78) 

With this result we finish our analysis for real and positive s. The re­
maining asymptotic analysis is more convenient in the angular-frequency 
domain. 

13.4, Angular-frequency-domain analysis 

Let us assume that the Laplace transforms of the causal functions ƒ (« , t) 
and g(x,t) satisfy the relation 

f(x,s) = g(x,s), real 5, s -» oo , (13.79) 

then, in view of the initial-value theorem of the Laplace transform, we also 
have 

f(xju) = g(x,ju>), real a;, u -» oo . (13.80) 

Hence, Eq. (13.78) holds not only for real s —> oo, but also in the case that 
s —» jw and u; —► oo, provided that SOLR and 5 a 5 are kept real valued. 

We further introduce the horizontal offset coordinates xf and x° as 

JC? = s f - a:f, x$ = z%-x$, (13.81) 

and in the spatial Fourier domain the coordinates p = {p\,P2} a n d q = 
{qi,q2} as 

p = jaR, q = j(ctR + cxs). (13.82) 
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Substituting these new coordinates in Eqs. (13.21) and (13.48) and taking 
s = jo;, we obtain 

f{ju>p\ju>(q-p),jw)= f exp(ju>gizf + juq2x$ )dA 

f ,erp(;u;pi*? + jwp2x°)f{x°+ x^z°+ x2
s,0\xsJu>)dA. 

J(x°,x°)e'B.2 

(13.83) 
Equation (13.83) constitutes the temporal Fourier transform of the Radon 
type with respect to the source coordinates and the offset coordinates. In 
view of Eqs. (13.21) and (13.48), we may replace Eq. (13.78) by 

f(jwp\ju{q-p)Jw) = 

, . p f l L f 2 E{xux2]p,q-p)exp(;wgia!i + ju>q2x2-2ju>iph)dA. 
4jU>Cl 1 J (x\,X2)£]R 

(13.84) 
Here, we have introduced the vertical slowness <p = <p(p, q) as 

1 
* = 2 

* «2 2 2 1 
+ 2 -Ö- {Vl-Pl)2 ~(<12-P2)2 (13.85) 

Note that in the high-frequency representation of Eq. (13.84) the struc­
tural information of the interface is present as phase information in the expo­
nential function and as amplitude information in the functional dependence 
of E (cf. Eq. (13.77)). In the act of imaging we are visualizing the struc­
tural information in the phase function. In order to come to an operational 
format, we observe that the integral in the right-hand side of Eq. (13.84) 
resembles a Fourier transform of the Radon type, provided that we select 
those values of p and q for which the vertical slowness <p is constant. In the 
subsequent sections we will develop an imaging procedure along these lines. 
As starting point, we introduce the vertical slowness <p as a new independent 
variable. For given (real) values of q\, q2 and <p, we determine the real solu­
tions {p\,p2} of Eq. (13.85). Since we require <p to be real, the square roots 
in the latter equation have to be real too. Hence, the solutions {pi,p2} are 
constrained by 

p]+p\ < \ , (13.86) 
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(qi-Pi)2 + (q2-P2)2 < ~ . (13.87) 

Carrying out two successive squaring operations on Eq. (13.85), the solutions 
{P\,P2} of Eq. (13.85) follow from 

(13.88) 
Since the first three terms on the left-hand side of Eq. (13.88) are non-
negative, the fourth term has to be non-positive. This limits the values of 
{<7i><Z2} to the circular domain S(^) , 

S(V) = {1 e * 2 ; | + f < i - y>2} . (13.89) 

For values of q located inside this domain Q = Q(<f) and for values of 
if < c~ \ real solutions p = (p\,p2) of Eq. (13.88) exist and we define the 
domain V = V(q,ip) as the pertaining solution space. In this domain we 
perform the imaging procedure. 

13.5. Imaging 

After introducing (p as new independent variable, we have observed that 
the solutions p of Eq. (13.85), for given values of q and <p, are located in the 
domain V(q, <p). Of all these solutions, we take some average solution. For a 
particular value of q and >̂, we take a weighted averaging of the quantity of 
Eq. (13.84) over the domain V = V(q, <p). Therefore, we multiply both sides 
of Eq. (13.84) with the factor 2jwTRTs/<p and integrate over the domain V. 
This factor is for later convenience. The result is 

Pw9h\q, V, i « ) = W(jw) f EWBht exp[iu>(gia;i + q2x2 - 2<ph)]dA , 

(13.90) 
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for q E Q(<p), where 

o . f TR(p)Ts(q-p)W{Jvp,Mq-p)Jv)dA-
=w9ht(„ In . x _ 23" JpeV{g^) 

* / dA 

and 
(13.91) 

f E{xux2;p,q-p)dA 
E^(xux2;q^)=JpeTiq^ , . (13.92) 

2c(p / dA 
JpeV{qyV) 

For a particularly chosen value of <p, we observe from Eq. (13.92) that EW9ht 

— Ewght(x\,X2\ q, <p) is a function of sci, x2 and an algebraic function of q, 
It does not depend on w. When u tends to infinity the contribution of the 
integral on the right-hand side of Eq. (13.90) comes from the stationary point 
{xi,x2} — {x'\i%2} following from 

ql - 2ydxh(xx, x2) = 0, q2- 2<pd2h(xu x2) = 0 . (13.93) 

These relations connect the q\ and q2 values to the profile gradient. The 
stationary point is a function of q. We may replace the integration variable 
{xi,x2} in the expression of Ewght by the stationary point {a^jSC^}. This 
does not change the result of the integral on the right-hand side of Eq. (13.90) 
when w tends to infinity. Then, for some particular value of <p, Ewght is a 
function of q only. But in that case we can reuse the expressions of q of 
Eq. (13.93) and we may define a function Eimage = Eimage(x^, x2\ <p) as 

E™°°{zu*2;<p) = Ef9hi (13.94) 

We assume that the values of q\ and q2 used in Eq. (13.94) are contained 
in the domain Q(<p). In view of Eq. (13.93) this means that the maximum 
profile gradient to be imaged is restricted. Then, Eq. (13.90) is replaced by 

= W{jw) I 2 Eima9e{x,, x2\ <p) expO'w^z, + juq2x2 - 2jw<p h)dA, 

(13.95) 
for (JJ —> oo and for q G Q(v3)- For points q outside Q(<p), the right-hand side 
of Eq. (13.95) vanishes when u; tends to infinity, because we have assumed 
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that the values of q related to the stationary point of the integral are con­
tained in the domain Q(<p). The right-hand side of Eq. (13.95) represents 
a spatial Fourier transform with respect to the spatial coordinates x\ and 
x2 with transform parameters jwqi and ju>q2. The inverse spatial Fourier 
transformation yields 

pima9e{xux2,M<p) = E™a*(zux2;tp)W{jw)ezp(-2ju><ph), u -> oo , 
(13.96) 

with 

fma»°{xux2,ju>;<p) 

2 

\2irJ Jqeo( 
exp(-jo;g12!1 - ju>q2x2)pwght(q,(pJu>)&A. 

'gee(fp) 
(13.97) 

Equation (13.97) indicates how the recorded data have to be mapped. We 
subsequently transform Eq. (13.96) back to the time domain. We observe 
that Eq. (13.96) holds for u —► oo, therefore we have 

lim pimase(xu x2, t; <p) = Eima»e(x1 ,x2;<p) W(t - Th), (13.98) 
tHh 

where the laterally variant vertical travel time Th = Th{x\, x2\ <p) is given by 

Th{xux2; if) = 2<ph{xux2). (13.99) 

We observe that the space-time function of Eq. (13.98) starts to act at the 
instant Th — 2ip h(x\, x2), so that we have a space-time image of the profile 
of the interface as the envelope of the arrivals of the reflected causal wavelet 
function. For a complete image of the profile of the interface it is necessary 
that the domain Q = Q(ip) contains all the stationary points given by qi = 
2<pdih, q2 = 2ipd2h. Hence, from Eqs. (13.89) and (13.93) it follows 

sup [{d.h)2 + [d2hf] < J ^ - 1 . (13.100) 

In order to image large partial derivatives of the profile, we observe that we 
have to take small values of (p. This is achieved for large values of p and/or 
q. In practical seismic measurements, the data for these values of p and q 
are not available and the imaging of large partial derivatives of the profile is 
restricted. 

file:///2irJ
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13.6. Analytic solution for a planar reflector 

In this section we illustrate the imaging procedure by considering the 
trivial case that dDg is a planar, perfectly reflecting, interface at x3 = h (see 
Fig. 13.4). We consider either the case that this plane is perfectly compliant, 
where the acoustic pressure vanishes, 

lim p(x\xs\s) = 0 , 
X3 ïh 

(13.101) 

or the case that this plane is perfectly rigid, where the acoustic particle 
velocity vanishes; this is equivalent with a vanishing normal derivative of 
the acoustic pressure, 

lim d3p{x\xs,s) = 0 . (13.102) 

The problem of reflection of a wavefield by a plane interface can be solved 
exactly. At the reflector the incident wavefield follows from Eqs. (13.2), 
(13.4) and (4.60) as 

0 

*3 

source 
X 

receiver 
— x3 = ti 

p,K 

dn, 
perfectly reflecting plane 

x3 = h 

Figure 13.4. The plane-reflector configuration. 
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f~{*U*2,h\xS,é)=W(3)j^[ 
(27r)2y(sai,sa2)€m2 

exp[-jsai(xi-x^) - jsa2(x2-x2) - sTh] 
2 f̂ dA, 

(13.103) 
where T = (c 2 + a\ + a 2 ) 2 . The reflected wavefield is then given by 

exp[-jsai(xi~xf) - jsa2(x2-x^) - sT(2h-x3)] 
2sT dA 

(13.104) 
It is easy to observe that the total waveneld p = pinc + pr satisfies the 
boundary conditions of Eqs. (13.101) and (13.102). The - sign holds for the 
case of the compliant interface and the + sign holds for the rigid interface. 

Taking s —► ju> and introducing the horizontal offset coordinates x° = 
x\ - a?f, x(2 = x2 - x2l and in the spatial Fourier domain the coordinates 
P\ — ia\-> V2 — j<*2, t n e reflected wavefield at K3 = 0 is written as 

= W(ju>)(w 
ju V27T ) ' l , exp(-ju;piaif - ju>p2x2 - 2ju)Th) 

2T 
dA, 

where the vertical slowness T is now given by 

r = ^ « 2 -r>2 

(13.105) 

(13.106) 

Next, we transform the data to the (jwp, jwq)-domain using Eq. (13.83). 
We arrive at 

- r , / W(jw) /2TT\2
 c, ,exp(-2ju>Th) / 1 0 , n f T X 

WU"p,Mq-p)d") = ̂ — ^ U J % ) ~ 2 T * (13'107) 

In view of the behavior of the delta function that is only operative at q\ = 
q2 — 0, we may replace T by 

<P = 
-*■ 2 2 

-Ï-PI-P2 (13.108) 
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that follows from Eq. (13.85) by setting qi = q2 = 0. Hence, Eq. (13.107) 
immediately transfers into 

fU»P,Mq-p),J») = ̂  ( ^ ) 2 % ) e X P ( - 2
2 r ^ • (13-109) 

JUJ \ U / Zip 
We subsequently take (p as independent variable. We then observe that 
the expression in the right-hand side of Eq. (13.109) is independent of p . 
Performing the weighted averaging (see Eq. (13.91)), of all possible solutions 
{P11P2} °f Eq. (13.108), results in the same expression but multiplied with 
the factor 2jwTRTs /ip. Since this factor is equal to 2jvtp for qA — q2 — 0, 
we arrive at 

( 2 x \ 2 

— J 6{q)exp{-2ju><ph). (13.110) 

The resulting data ^ ^ ( g , <p,u>) are stacked using Eq. (13.97). We obtain 

pmage{xux2Jv;<p) - TW(jv)exp{-2ju><ph). (13.111) 

As last step we apply an inverse temporal Fourier transform and arrive at 

p'ma^(Xl, x2 , t; <p) = ^W(t - Th), (13.112) 

where 
Th = 2<ph. (13.113) 

Observe that the right-hand side of Eq. (13.112) is independent of x\ and 
a?2 and starts to act at the instant T/j, so that we have a space-time image 
of the planar reflector as the arrival of the reflected causal wavelet function. 

13.7. Imaging of a disk 

As second imaging example, we consider the problem of an infinitely 
thin disk. The disk is either perfectly compliant or perfectly rigid (and 
immovable). The disk occupies the domain 

ng = {x G m3; (xux2) e Ag, x3 = h}. (13.114) 
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source 
X 
Xs 

receiver 
V — x3 = Q 

p,K 

planar disk A{ 

«3 

Figure 13.5. The disk configuration. 

x3 = h 

where Ag is a bounded domain in the (xi,x2)-plane (see Fig. 13.5). The 
integral representation for the reflected wavefield is given as (cf. Eqs. (9.7) 
and (9.16)) 

pr(xR\xs, s) = sp f G{xR-x, s)dq{x\xs, s)dA , (13.115) 
JxeAg 

in the case of a perfectly compliant lamina, and (cf. Eqs. (9.11) and (9.17)) 

pr(xR\xs,s) = - f d$G{xR-x,s)dUx\xs,s)dA, (13.116) 
JxeAg 

in the case of an immovable rigid disk, where the equivalent surface density 
of injected volume time rate is defined as 

dq(x\xs,s) = ]im[v3(x + ei3\xs,s) - v3(x-ei3\xs,s)]\ , (13.117) 

and the equivalent surface-force density as 

df3{x\xs,s) = ]im\p(x + ei3\xs,s)-p(x-ei3\xs,s)]{ . (13.118) 
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In Chapter 9 we have solved the problem of the reflection of a wavefield by 
a disk with the integral-equation method. The integral equation has been 
solved numerically for a strip. In Section 13.9 we shall use the numerically 
obtained reflection data to image the strip. In order to interpret the results 
of the imaging procedure, we consider an approximate solution for large val­
ues of («I; the latter is furnished by the (modified) KirchhofF approximation. 
The KirchhofF approximation applies to the scattering by impenetrable ob­
jects. On the illuminated part of the disk, the local wavefield is assumed 
to take on the values that would result from the reflection of the incident 
wavefield against a perfectly reflecting plane. On the dark part of the disk, 
the wavefield is assumed to be negligibly small. As a consequence of this 
approximation the equivalent surface densities are written as 

dq(x\xs,s) = -2vl
3

nc{x\xs,s) = 2qS(s)d3G{x-xs, s), (13.119) 

and the equivalent surface-force density as 

df3(x\xs,s) = -2fnc(x\xs,s) = -2spqs(s)G{x-xs
iS), (13.120) 

in which we have used the expression for the incident wavefield of Eqs. (13.2) 
and (13.3). Substituting these approximations into the integral representa­
tion for the reflected wavefield, we obtain 

f{xR\xs
1s) = 2spqs(s) f G{x-xR,s)d3G{x-xs,s)dA, (13.121) 

JxeAg 

in the case of a perfectly compliant lamina, and (cf. Eqs. (9.11) and (9.17)) 

f{xR\xs,s) = -2spqs(s) [ G(x-xs,s)d3G(x-xR,s)dA, (13.122) 

in the case of an immovable disk. 

On account of the reciprocity relation of Eq. (13.14), the two expressions 
can be combined to one expression of the form 

f(xR\xs,s) = ±W(s)[ [G(x-xR
is)d3G(x-xs

is) 
Jxe"9 (13.123) 

+G(x - xs, s)d3G(x - xR s)]dA. 

The upper sign holds for the case of a compliant lamina and the lower sign 
holds for the case of a rigid disk. The high-frequency analysis of Sections 
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13.2 and 13.3 can be circumvented. We can directly use the representations 
of the Green's function. 

Using Eq. (4.60), the Green's function follows as an inverse spatial Fourier 
transform with respect to the source coordinates, 

* < — ' - ' - K P / . ( 2 7 T ) 2 J(saf,saS)e'B: 

exp[jacL$(xi-x%) + jsa${x2-z$) - sT*x3] 
2*r5 

with 

Tb = S\2 S\2 3 + K r + K) 

dA, 
(13.124) 

(13.125) 

and as an inverse spatial Fourier transform with respect to the receiver co­
ordinates as 

27r)2 J(aa*aaR (2?r)2 J{saR,sa
R)Gm2 

exp[jsaf (zi - z f ) -h jsa^(x2-x^) - dT7*^] 
2 ^ 

with 

R\2 , /_R\2 + K ) ' + («?) 
2 

dA, 
(13.126) 

(13.127) 

Note that we have used zf = x§ = 0 and z 3 > 0. 

Using these representations and performing the Fourier transforms with 
respect to the horizontal source coordinates (Eq. (13.21)) and to the hori­
zontal receiver coordinates (Eq. (13.48)), we directly obtain 

ru*aR\j«*s,s) = T ^ ^^exp[-,(r*+r5)*] 

f exp[js(af+af )za + ; s ( a * + af )z2]dA . 

(13.128) 
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Subsequently, we take s —► ju> and introduce the horizontal offset coor­
dinates 2 f = z{* - zf , x° = x% — xf J and in the spatial Fourier domain the 
coordinates pl = j a f , p2 = j a * , qx = j ( a f + a f ) , g2 = i ( a ? + a f ) . Then, 
Eq. (13.128) transfers into 

ru»p\Mi-p)>i<") = ̂ ^r } 2r^ e x p ( " 2 i a ; y ? f e ) ^ * (13*129) 

where the vertical slowness ip is given by Eq. (13.85) and 

X\gUu'QuJwq2)= I ^2exp[jw(giaj1+g2*2)]XA i r(*ii*2)dA (13.130) 

denotes the spatial Fourier transform of the characteristic function 

X A 5 ( s i , z 2 ) = {1, ^ , 0 } when (Xl,z2) G {Ag,&Lg,A'g} . (13.131) 

The boundary dAg denotes the edge of the disk and A^ denotes the comple­
ment of Ag U dAg in the plane { ( a ^ , ^ ) € B2; z 3 = h}. We subsequently 
take <p as independent variable. Performing the weighted average according 
to Eqs. (13.91) - (13.92) we arrive at 

pW9ht{q,<p,ju>) = TX\g{JwquJvta)W(ju>)exp(-2ju><ph), q G Q{(p). 
(13.132) 

From Eq. (13.130) it follows that %A tends to zero when qi ^ 0, q2 ^ 0 and 
u) tends to infinity (Riemann Lebesgue lemma, WHITTAKER and W A T S O N , 

1927, p. 127), and consequently we write 

0 = TXAg{JvquJuq2)W(jw)exp(-2jutph), q G m2 \S(<p). (13.133) 

Hence, from Eqs. (13.132) and (13.133) we observe that the inverse spatial 
Fourier transformation can now be carried out, so that we obtain 

ptmaae(x-l,x2Ju>\<p) = TXAg(*u*2)W(ju/)exp(--2ju><ph), u> -> oo , 
(13.134) 

where ptrna9e is given by Eq. (13.97). Finally we apply an inverse temporal 
Fourier transform. Since Eq. (13.134) holds for u —> oo, we arrive at 

lim pima^(xux2,t](p) = TXAg(xux2)W(t - Th), (13.135) 
t j .1 h 
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where the laterally variant vertical travel time Th is given by 

Th = 2(ph, (13.136) 

We observe that the space-time function of Eq. (13.135) starts to act at 
the instant Th = 2<ph. This instant is an image of the depth location of 
the disk. The horizontal extent of the disk is completely determined by its 
characteristic function. 

13.8. Two-dimensional case 

In the two-dimensional case, the interface dDg is considered to be inde­
pendent of X2, hence this interface is described as 

3 3 = 60*1)- (13.137) 

We further consider the two-dimensional wavefield to be generated by a 
monopole line source at x^ = (x^,x^ — 0). In the s-domain the source 
wavefield at the two-dimensional observation point xj = (a?i, a;3) is given by 

pinc{xT\x^s) = spf^GixT-x^s), (13.138) 
vlnc(xT\x^s) = -qS(s)dkg(xT-x^s), (13.139) 

with ifip0 = 0 and where the two-dimensional Green's function is given by 
(cf. Eqs. (9.84) and (9.87)) 

g(xT, s)= f G{xl, aj2, x3)dx2 . (13.140) 

The boundary-integral representation 

Carrying out these two-dimensional modifications in the analysis of Sec­
tion 13.1, Eq. (13.17) has to be modified into 

f(x§\x^s) = -W{s) f Ag{xT-*T,*)ê{*T-XT**)M> (13.141) 
c JxTeoTDg 
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where z ^ = (2:{*,;c3* = 0 ) i s t h e two-dimensional line-receiver position. The 
function A = A(xT, xT - x§, xT - x%) is given by (cf. Eq. (13.20)) by 

A - -C,{xT\xT-x^){vid\ + v3d3)\xT-xj\ 

-C{xT\xT-xj)(i/idi + v3d3)\xT-xR\. 
(13.142) 

Substituting the expression of Eq. (13.140) for the two-dimensional Green's 
function in Eq. (13.141) and interchanging the order of integration, we obtain 

f(xR\x^s) = f f f{xR\xs,8)dx*óxi, (13.143) 

where 
f(xR\xs

ys) 

= -W{s) f AG{x1-x^x^x3-x§,s)G{xl-x^xl,x3-xl,s)dl. 
c JxTedDg 

(13.144) 
We observe that Eq. (13.144) has the same appearance as Eq. (13.17). 
Moreover, Eq. (13.143) can be regarded as the spatial Fourier transform of 
pr(xR\xs, s) with respect to arf and xR, with transform parameters jsa^ = 0 
and jsaR — 0. 

Fourier transform with respect to xR and xf 

In order to take advantage of the results of Sections 13.2 and 13.3 we 
only need to transform Eq. (13.143) with respect to the receiver coordinate 
xR and the source coordinate xf. Let us define the Fourier transform with 
respect to xR and z f as 

f(jsa^\jsaf,s) 

= [ f exp(jsa?z? + jsa?x?)pr(x%\xZ,s)dxRdx? . 
Jx*eB.JxfeB. l 

(13.145) 
Then, the two-dimensional variant of the analysis of Sections 13.2 and 13.3 
becomes (cf. Eq. (13.78)) 

f (jsaR\jsaR, s) = W ^ f E exV[js(aR+af )* , - s ^ + T 5 ) / ^ , 
45C I I Jx\ £ JR 

(13.146) 
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with E = E(x^]ja^,ja^) given by 

E = C C ( « T | - ^ , *) [jafftft+T5] + c C ( « T | ^ ^ , f t ) [ iaff t fc+T*] , 
(13.147) 

and 

i + («? )2 »Y*ib F 4 + (af )2 (13.148) 

We remark that this result is obtained from Eq. (13.78) by taking a^ = 0 
s 
2 

and a£ = 0 

Angular-frequency-domain analysis 

First, we introduce the horizontal offset coordinate x® as 

x? = JB{* - asf , (13.149) 

and in the spatial Fourier domain the coordinates pi and <fr as 

P i = i o f , 9 i = i ( a f + a f ) . (13.150) 

Substituting these new coordinates in Eq. (13.145) and taking 5 = ju, we 
obtain 

FO'wpiliwfgi-piJjja;) 

= / / exV(ju>pix°+juqixS)f(x° + xS,0\x^s)dx°dxS, 

(13.151) 
while (cf. Eqs. (13.84) and (13.85)) 

F"(jwpi|jw(gi-pi),jw) 

ƒ ^(xi ;pi ,gi"Pi)exp(jwgi«i - 2ju>iph)dxi, 

(13.152) 
4ja;cTfiT5ya; l€]R 

where the vertical two-dimensional slowness tp = <p(pi, <?i) is given by 

¥> 
1 ^ 2 2 1 

+ 2 - ^ - ( ? i - P i ) : (13.153) 
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Figure 13.6. The solution p\ as a function of q\ for some values of (p. 

In Section 13.5 we have studied the consequences of taking (p as new 
independent variable. In the present two-dimensional case, by taking p2 = 
q2 = 0, we deduce from Eq. (13.88) that two real solutions of p\ exist, viz., 

Fig. 13.6 shows the loci in the (q^ ,pi)-plane for some values of (p. For <p = 1/c 
the locus degrades to a point in the origin. The real solutions of Eq. (13.154) 
only exist for values of q\ in the linear segment Q(<p), 

Q{<p) = {?i e *; T < 4 - v2} • (13.155) 
4 C ' 

(13.154) 
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For values of q\ located inside this segment and for values of (p < c_ 1 , 
real solutions for p\ exist and we define the domain V — V(qi,(p) as the 
pertaining solution space. In this domain we perform the two-dimensional 
imaging procedure. 

Imaging 

Following a similar procedure as in Section 13.5 we introduce tp as new 
independent variable. From Eq. (13.154) it is clear that the solution space 
V(q\,<p) only contains the two values pf and p^. Therefore the weighted 
average of Eq. (13.152) is given by 

pwght(qu<P,J") = W(jw) [ E^htexV[JLj(qix, - 2^h)]dXl , (13.156) 

for q\ £ S(^)j where 

j ^ f c W , i " ) = — frR(pi)rs(q,-pi)WU"Pt\M*i-pn3") 
<p L 

+rR(p-)TS(q1-p-) W{je>pï\jv(qi-Pï),ju>)] , 
(13.157) 

and 

Ewah\xuqu(p)=^[E(x1'1pt,ql-pi) + E(xl;p-,ql-p^)] . (13.158) 

Observing that the contribution of the integral on the right-hand side of 
Eq. (13.156), when w tends to infinity, comes from the stationary point 
following from 

qi - 2ipdlh(x1) = 0 , (13.159) 

Eq. (13.156) is replaced by 

P°9ht{<h,<pJ<*), 
(13.160) 

= W(juj) f Eirna9e{xl]iP)exV(jiüqlxi - 2ju;iph)dx1, 

with 
ElTna9e{xV, tf) = E™9ht , (13.161) 
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for u —* oo and for q\ G Q(y>). The next step is to apply the inverse spatial 
Fourier transformation yielding 

^ ' ^ ( s i . j w ; ^ a; ^ oo , 
(13.162) 

with 

^"(xuWV) =£- [ ^{-juqixi)r9la{<li,<pj<<>)*qi • (13.163) 

Equation (13.163) indicates how the recorded data have to be mapped. 
We subsequently transform Eq. (13.162) back to the time domain. Since 
Eq. (13.162) holds for u —► oo, we observe that 

\impimaae(xut; V) = E'™^,?) W(t - Th), (13.164) 

where the laterally variant vertical travel time Th = Th(x\\ <p) is given by 

Th(zl-itp) = 2<ph{xl). (13.165) 

We observe that the space-time function of Eq. (13.164) starts to act at the 
instant Th — 2(ph(xi), so that we have a space-time image of the profile of 
the interface as the envelope of the arrivals of the reflected causal wavelet 
function. For a complete image of the profile of the interface it is necessary 
that the domain Q = Q(<p) contains all the stationary points given by q\ = 
2<pd\h. Hence, from Eq. (13.155) it follows 

sup (ft / i )2 < - 5 - ^ - 1 . (13.166) 

Computational procedure 

The computational procedure can be summarized as follows: 

• Collect the reflected wavefield pr(xf + xf, 0\xj, t) in the Z-domain. 

• Transform these data to the angular-frequency domain. We then arrive 
at the data pr(x° + xf yQ\xjtjuj) in the (ju;)-domain. 

• Transform these data to the (jvpi, juqi)-domain using Eq. (13.151). 
We arrive at pr(jwp\,jw(qi —Pi), jw). 
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• Perform the weighted average (see Eq. (13.157)) of the data for some 
particular choice of qi and ip. The resulting data pwght(qi,<P)W) are 
stacked over the domain Q(<p); using Eq. (13.163), we obtain the func­
tion pima9e{xuju>\ <p). 

• Apply an inverse temporal Fourier transformation. We finally obtain 
a space-time function p%ma9e(xi, t\ <p) that contains the profile function 
of the interface in its time delay (see Eq. (13.164)). 

Note that all operations can be performed with Fourier transformations. 

A numerical example of an imaged boundary is presented by FOKKEMA 

and VAN DEN BERG (1992). 

13.9. Imaging of the strip configuration 

In order to arrive at an efficient scheme for computing the Fourier trans­
forms of the Radon type (see Eq. (13.151)), we proceed as follows. We 
compute this transforms for a fixed frequency. Then from inspection of the 
argument of the exponential function in the transformation kernel it follows 
that the the desired result is best obtained by using a standard FFT routine, 
where the products of slowness and frequency (o>pi, wq\) act as transforma­
tion parameters. The final result for discrete slowness values is obtained 
by a linear interpolation. Operating in this way necessarily makes the valid 
slowness range frequency dependent (FOKKEMA et a/., 1992). The integral 
on the right-hand side of Eq. (13.163) is identified as an inverse Fourier 
transform of the Radon type by introducing a characteristic function of the 
set Q(<p) and is computed in a similar way. 

To illustrate the imaging procedure, we use the wavefield in the strip 
configuration in the homogeneous halfspace as it has been computed with 
the integral-equation method of Chapter 9. The resulting two-dimensional 
dataset of 255 sources and 255 receiver per source arranged in a split-spread 
configuration is first deghosted with the method of Section 11.6. Next, this 
dataset is used as input for the multiple-removal procedure outlined in Sec­
tion 12.5. These steps have been carried out to mimic a realistic processing 
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sequence. After these preprocessing steps, the imaging procedure discussed 
in the previous section is applied. 

As comparison, we employ the results of the KirchhofF approximation 
explained in Section 13.7 for the case of the disk. The imaging result of 
the strip using the KirchhofF approximation follows immediately from the 
analysis of the disk as the two-dimensional equivalent (cf. Eq. (13.135)) 

lim p'ma°e(xut;<p) = TXKt('i)W{t - Th), (13.167) 

where the laterally variant vertical travel time T^ is given by 

Th = 2iph, (13.168) 

and where Xkg denotes the spatial characteristic function of the strip area 

Ag = {x £ IR3; -a < x\ < a, -oo < x2 < oo, x3 = h} . (13.169) 

The - sign holds for the case of the compliant strip and the + sign holds 
for the case of the rigid strip. 

In Fig. 13.7 (top) we show the image for the compliant strip based on 
the KirchhofF approximation. Here, we only have calculated the analytical 
expression of the right-hand side of Eq. (13.167). We have chosen <p = 0.9/c 
with c = 1457 m/s. In Fig. 13.7 (bottom) we present the image result for the 
compliant strip based on the complete processing sequence. In comparing 
these results we conclude that the imaging procedure performs very well at 
the center, but slightly degrades towards the edge of the strip, as far as the 
wavelet appearance is concerned. This means that not all energy diffracted 
from the edges has been migrated. Similar results are shown in Fig. 13.8 
for the rigid strip, both for the KirchhofF approach (top) and the complete 
processing sequence (bottom). 

These results conclude our discussion of the boundary imaging. 
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Figure 13.7. The imaged compliant strip based on the Kirchhoff approximation 
(top) and the imaged compliant strip based on the complete processing sequence 
(bottom). 
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Figure 13.8. The imaged rigid strip based on the KirchhofF approximation (top) 
and the imaged rigid strip based on the complete processing sequence (bottom). 



Chapter 14 

Domain Imaging 

In this chapter we discuss a method to image a domain discontinuity 
of the earth parameters. As starting point, we take the domain-integral 
representation. We employ the first Born approximation for the total wave-
field in the contrasting domain. In the wavefield, we separate the horizontal 
phase contribution from the vertical one by employing a Radon transform 
with respect to the horizontal source and receiver coordinates only. As next 
step we switch to the frequency domain (imaginary axis in the complex 
Laplace-transform domain) and the vertical slowness is taken as indepen­
dent variable. In the space-time domain we obtain an image of the contrast 
function as a temporal convolution of the wavelet and the time depth of the 
contrast function. 

14.1. The domain-integral representation 

We consider the wavefield to be reflected by a contrasting domain of 
bounded extent, present in a homogeneous embedding of infinite extent. Let 
Dg be the bounded domain occupied by the scatterer. The domain exterior 
to Dg is denoted by D. In D, the medium is homogeneous with material 
constants p and K (Fig. 14.1). We assume that the contrasting domain has 
no contrast in the volume density of mass. Then, in Dg the constant p is the 
volume density of mass and K9 = K9(X) is the compressibility. The impulsive 
wave motion generated by a point source at xs — {a;f,a;f,0} starts to act 
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at t — 0. The receiver is located at xR = {xR^ xR, 0} . 

In the 5-domain, the source wavefield at the observation point x origi­
nating from a monopole source at xs is then denoted as { p m c , v£nc}(a;|a;5, s) 
and is given by 

pinc(x\xs,s) = spqs(s)G(x-xs,s), (14.1) 

0 r ( * l * S , * ) = -qS(s)dkG(x-xs,s), (14.2) 

where the Green's function 

exp( - - |a ; | ) 
g ( » , « ) = * , c = ( , * ) " . (14.3) 

The wavefield in D reflected by the contrasting domain Dg is given by 
{pr, i)^}(a;|ai5, s). The reflected wavefield can be considered as the wavefield 
generated by secondary volume sources (monopole sources) in the domain Dg 

and it can be expressed in terms of these volume sources as (cf. Eq. (8.16)) 

f{xR\xs,s)= f Gqs(K-K9)p{x\xs,s)dV, (14.4) 
JxeDg 

where p denotes the total wavefield in the contrasting domain and where the 
Green's state Gq is given by 

Gq{xR\x, s) = sPG{x-xR, s). (14.5) 

Using the first Born approximation for the total acoustic pressure in the 
contrasting domain (cf. Eq. (8.24)) 

p(x\xs,s)^p™(x\xs,s), (14.6) 

together with Eqs. (14.1) and (14.3), the integral representation of Eq. (14.4) 
becomes 

f{xR\xs,é)= ^W(s)[ x(*)G(x-xR,s)G(x-xs,s)dV, (14.7) 

where W(s) — spqs(s) is the source wavelet and x 1S * n e contrast function 

X(x) = 1 - ^ = 1 - ( J ) 2 , e = {pK°)-i. (14.8) 
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Figure 14.1. The contrasting-domain configuration. 

Using Eq. (4.60), the Green's function follows as an inverse spatial Fourier 
transform with respect to the source coordinates, 

G^X X ' 5 ) (2TT)2 J(aas sas)eJ(. (27r)2 J[aa>,8a*)e 

exp[jsaf (a?i - g f ) + jsaj{x2-x$) - sTsx3] 
2sTs 

with 

I + („?)=«+ (aj); 5\2 , / A S \ 2 

dA, 

(14.9) 

(14.10) 
and as an inverse spatial Fourier transform with respect to the receiver co­
ordinates as 

o("-"*')=?e*Lutf (2?r)2 J{saR)Jiaft)ei2 

exp[jaaf (zi - gf) + J3a^(g2 - a?) - ^ z 3 ] 
25r* dA, 

(14.11) 
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with 

-pfl 1 R\2 , („R\2 f2 + (of)' + (a?)" (14.12) 

Note that we have used x§ = xR = 0 and 23 > 0 in Dg. 

We consider a seismic experiment as the collection of measurements of 
the seismic signal at different receiver positions. This procedure is repeated 
for different source positions. This means that the values of pr(xR\xs, s) are 
the (to the s-domain transformed) recorded signals for all xR and xs. Our 
objective is to use Eq. (14.7) for the reconstruction of the contrast function 
x{x)- To meet our objective we apply a spatial Fourier transformation with 
respect to the horizontal source coordinates followed by a spatial Fourier 
transformation with respect to the horizontal receiver coordinates. 

14.2. Fourier transform of source and receiver 
coordinates 

We first define a Fourier transform with respect to the horizontal source 
coordinates, viz. 

pr{xR\jsctS,s) = ƒ e x p ( j j a f s f + j sas
2xs

2)f {xR\xs, s)dA , 

(14.13) 
where cts = {otf^a^} is a two-dimensional vector, while saf and «af are 
real transform parameters. We subsequently define a Fourier transform with 
respect to the horizontal receiver coordinates, viz. 

f{jsaR\jsoLS, s) = [ exV(jsaRxR + jsaRxR)pr{xR\js<xs, s)dA, 

(14.14) 
where OLR — {aR, aR} is a two-dimensional vector, while saR and saR are 
real transform parameters. 

Substituting the expressions for the Green's functions of Eqs. (14.9) and 
(14.11) in Eq. (14.7), the result of the Fourier transforms of Eqs. (14.13) and 
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(14.14) becomes 

X(x)exp[js(a? + a j > ! + js(a? + a%)z2 - Ê(TK + TÖ)Z3]&V 

r * € D g 

(14.15) 
With this result we finish our analysis for arbitrary values of 5 (Re(s) > 0). 
We want to carry out the further analysis along the same lines as in Chapter 
13. We therefore switch to the angular-frequency domain. 

14,3. Angular-frequency-domain analysis 

We introduce the horizontal offset coordinates x^ and x° as 

z f ^ z f - z f , x° = x*-x%, (14.16) 

and in the spatial Fourier domain the coordinates p = {^1,^2} and q = 
{quq2} as 

p = jctR, q = j(<xR + OLS). (14.17) 

Substituting these new coordinates in Eqs. (14.13) and (14.14) and taking 
s = jut, we obtain 

F ( i w p | j w ( g - p ) , j a ; ) = / exp(jwqixf + ;u>g2z? )dA 

Inn expO/o^z? +jup2X%)f(x° + xfiX° + xl,0\xsJu>)dA. 
J(x°,x°)eRr 

(14.18) 
Equation (14.18) constitutes the temporal Fourier transform of the Radon 
type with respect to the source coordinates and the offset coordinates. In 
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view of Eqs. (14.13) and (14.14), we may replace Eq. (14.15) by 

W(jv) r 
= 4C2TRTS J m3 x ^ exv^wqiXl + ^02*2 - 2ju<px3)dv. 

(14.19) 
Here, we have introduced the vertical slowness ip — <p(p, q) as 

(p = « 2 „2 
5-P1-P2 

i 1 
+ 2 -{qi-pi)2 -{<i2-P2): (14.20) 

In Eq. (14.19) we have extended the integration over the contrasting domain 
Dg to B 3 . This is allowed because the contrast function \ i s z e r o outside 
the contrasting domain. 

14.4. Imaging 

After introducing <p as new independent variable, we have observed that 
the solutions p of Eq. (14.20), for given values of q and <p, are located in the 
domain V(q, (f) (see Section 13.5). Of all these solutions, we take some aver­
age solution. For a particular value of q and <p, we take a weighted averaging 
of the quantity of Eq. (14.19) over the domain V — V(q, <p). Therefore, we 
multiply both sides of Eq. (14.19) with the factor 8ipc2TRTs and integrate 
both sides of the result over the domain V. This leads to 

pwght(q,<pjw) = 2<pW(jw) / x(*)exp[io;(gia;1 + q2x2 - 2<px3)]dV , 

q e Q(<p), (14.21) 

where 

-wght r%,^w)=8^ 
f VR{p)YS{q-p)f{jwp,jw{q-p),ju)Ó.K 

Jpe'P{q,ip) 

L dA 
p^(q^) 

(14.22) 
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We stress that Eq. (14.21) holds for q 6 S(v)- Now, outside this domain we 
assume that the right-hand side of Eq. (14.21) vanishes. After the Born ap­
proximation this is the second approximation we make. In order to maximize 
the domain of validity of this approximation we take the domain Q(<p) as 
large as possible. Prom Eq. (13.89) it follows that this is arrived at by taking 
<p as small as possible. For high frequencies we observe that the right-hand 
side of Eq. (14.21) has its main contribution around the point q\ = q2 = 0. 
This is an interior point of Q(<p) and the assumption that the right-hand 
side of Eq. (14.21) vanishes outside Q(<p) is realistic. Hence 

0 = 2<pW(jw) ƒ 3 x(*)exp[ju;(g1a;1 + ^«2 - 2<px3)]&V , 
Jxe* (14.23) 

qe m2\Q(y?), u/-> oo . 

The combination of Eqs. (14.21) and (14.23) defines a spatial Fourier trans­
form with respect to the coordinates x\ and x2 with transform parameters 
jujqi and jwq2. The inverse spatial Fourier transform yields 

pirna°e(xux2Jw]<p) = 2<p [ x(x)W{ju)exV(-2juipx3)dx3 , (14.24) 

with 

Pma°e(xux2Ju>;<p) 

= I T " ) / exp(-ju;qlxl - ju>q2x2)pW9ht(q,<p,jw)&A. 

(14.25) 
Equation (14.25) indicates how the recorded data have to be mapped. We 
subsequently transform Eq. (14.24) back to the time domain; this leads to 
the result 

2 y / ^x{*u*2,x3)W(t-2<px3)dx3=p"na<'e(zuX2,t;<p)- (14.26) 

Introducing the new integration variable t' = 2(px3, we obtain 

/ X(xi,x2,£-)W(t-t')dt' = p"n"9e(xux2,t;<p). (14.27) 

We observe that the temporal convolution of the wavelet and the contrast 
function at the depth of t/2(p is equal to p tmaae . 
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Constant contrast in Dg 

In the special case that the contrast in Dg is constant, we can image the 
boundary of dDg as follows. First we multiply the data in the frequency 
domain with the factor jv. This also happened in the procedure of the 
boundary imaging of Chapter 13. Then, Eq. (14.24) is replaced by 

2i^¥> / x{*)W(ju>)exp(-2jw(px3)dx3 = dpima9e(xux2Jv\<p), 

(14.28) 
with 

(14.29) dfma9e(xu x2, jw; if) = j^ma^{xl, z2 , jw; <p). 

Next we apply an inverse temporal Fourier transform 

2pSt / X(*)W{t-2<px3)dx3 = dpirna9e{xl,x2,t;<p). (14.30) 
Jx36B 

Since the medium in the contrasting domain is homogeneous, we may express 
the contrast function in the characteristic function of the domain as 

x(«) l - ( - ) : 
XB.(* ) • (14.31) 

With this expression, we can calculate the integral at the left-hand side of 
Eq. (14.30) as 

2tpdt f x ( » ) W{t - 2ipx3) dx3 

= dt[ x{*u*2, £-)W(t-t?)tf 
Jt'** 2ip (14.32) 

C9 
\-(-.y\s\gn(-v3)W{t- 2 ^ 3 ) | 

xedBa ' 

where v3 — v3{x) is the vertical component of the normal vector on dDg. 
The latter is directed away from Bg (see Fig. 14.1). Hence, we finally obtain 

dptma°e(xux2^<p) = i-(-y sign{-v3)W{t-2<px3)l _ • (14.33) 
\xeoDa 

file:///xeoDa
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This result is equivalent to the boundary imaging of Eq. (13.98). The mul­
tiplication of the data with jtv leads to an extra factor in the averaging 
procedure of Eq. (14.22). Apart from a constant factor, the domain aver­
aging procedure is then equivalent to the boundary weighting procedure of 
Eq. (13.91). 

14.5. Two-dimensional case 

In the two-dimensional case, the configuration dDg is considered to be 
independent of ar2. We further consider the two-dimensional wavefield to be 
generated by a monopole line source at x^ = (xf, zf = 0). In the s-domain 
the source wavefield at the two-dimensional observation point xj = («1,^3) 
is given by 

pinc{xT\xS,s) = spqs(s)g(xT-x^s), (14.34) 
vinc{xT\x$,s) = -qs{s)dkg{xT-x$,s), (14.35) 

with vl
2
nc — 0 and where the two-dimensional Green's function is given by 

(cf. Eqs. (9.84) and (9.87)) 

0{xT,s) = [ G{xllx2,x3)dx2 . (14.36) 

The domain-integral representation 

In the two-dimensional case, the representation for the reflected wavefield 
becomes (cf. Eqs. (14.4) and (14.5)) 

pr(x$\x%,s) = s2p f {K- Kg)g{xT-x$,s)p(xT\x^s)dA , (14.37) 
JxTe1Dg 

where x^ — (x^,x§ = 0) is the two-dimensional line-receiver position. We 
now use the first Born approximation for the total acoustic pressure in the 
two-dimensional contrasting domain Dg, 

p(xT\x$, s) S p'nc(xT\x$, s). (14.38) 
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Substituting the expression of Eq. (14.36) for the two-dimensional Green's 
function in Eq. (14.37) and interchanging the order of integration, we obtain 

f(x$\xs
T,s) = / / f(xR\xs,s)dxRAxs

2, (14.39) 

where 

f(xR\xs,s)=^W(s)[ 

x{xT) G{x} - s f , a# , x3-x^, *)©(«! — ar?, «J, 2 3 - 2 3 , s)dA . 
(14.40) 

We observe that Eq. (14.40) has the same appearance as Eq. (14.7). More­
over, Eq. (14.39) can be regarded as the spatial Fourier transform of the 
quantity pr(xR\xs

1s) with respect to z f and x^ with transform parame­
ters j s a f = 0 and jsaR — 0. 

Fourier transform with respect to xf and z f 

In order to take advantage of the results of Section 14.2 we only need 
to transform Eq. (14.39) with respect to the receiver coordinate xR and the 
source coordinate a;f. Let us define the Fourier transform with respect to 
z f and xf as 

= f f exp(;saf z? + jsa?x?)pr{x$\x^ s)dx?dsf . 
. / x f e lwafe l t 

(14.41) 

Then, the two-dimensional variant of Eq. (14.15) becomes 

pr(jsa?\jsa%,s) 

= 4 ^ ^ / « r € l ) ^T)exp[i5(af + af)x1-,(T^ + T 5 ) Z 3 ] d A , 

(14.42) 
with 

T R = R\2 + K ) S\2 ^ + K ) (14.43) 
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Angular-frequency-domain analysis 

First, we introduce the horizontal offset coordinate x° as 

x \ — x\ ~ x\ J 

and in the spatial Fourier domain the coordinates p\ and gi as 

P\ = 7<*f, q\ = J(OLR + a f ) . 

(14.44) 

(14.45) 

Substituting these new coordinates in Eq. (14.41) and taking s = ju, we 
obtain 

FO'wpi| jw(gi-pi) , ja;) 

s 
l > 

= / / exV{ju>Plx° + juqixf)pr(x° + x^O\x^s)dx°dx 
Jxfe'B.JxfE'R. 

(14.46) 
while (cf. Eqs. (14.19) and (14.20)) 

¥ (JuP\\Ju{<l\-V\),iu) 

W(ju) 
4c2TRrs JxTeIL2 L 

(14.47) 
x(*T)exp(j'(*;gia!i - 2jutpx$)èA, 

where the vertical two-dimensional slowness function <p — <p(p\,qi) is given 
by 

1 J 
1 
2 1 

+ 2 ^ - ( f t - P i ) ' (14.48) 

In Eq. (14.47) we have extended the integration over the contrasting domain 
Dg to K,2. This is allowed because the contrast function is zero outside the 
contrasting domain. In Section 13.5 we have studied the consequences of 
taking <p as new independent variable. In the present two-dimensional case, 
by taking p2 = q2 = 0, we deduce from Eq. (13.88) that two real solutions 
of pi exist, viz., 

Pi = £ «1 ± V 1~2 
Ï « + r 

(14.49) 

/ 
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The real solutions of Eq. (14.49) only exist for values of ft in the linear 
segment Q(ip), 

Q(<p) = {ft G B; 2l < I _ ^ } ( 1 4 5 0 ) 

For values of ft located inside this segment and for values of ip < c"1, 
real solutions for p\ exist and we define the domain V = V(q\,<p) as the 
pertaining solution space. In this domain we perform the two-dimensional 
imaging procedure. 

Imaging 

Following a similar procedure as in Section 14.4 we introduce (p as new 
independent variable. From Eq. (14.49) it is clear that the solution space 
V(qi,ip) only contains the two values p* and p^. Therefore the weighted 
average of Eq. (14.47) is given by 

pw9ht{qu<pju>) = 2<pW(ju>) / x(*r)exp[.;a;(fta;1 - 2ipx3)]dA , 

(14.51) 
for gi G Q(y), where 

f»9ht(n. ,n n,.A - A,nn2 Rf~+\vS( +^5 ^^•, ,«+^v,/« + r H f l . ^ J " ) = 4 ^ [ T - ( ^ ) T ^ ( f t - ^ ) / ( ; u ; ^ | ; c ( f t - ^ ) , ; a ; ) 

+rR(p-)T5(ft-pnF(i^riM?i-pr)»^)]-
(14.52) 

Similar arguments as used in Section 14.4 lead to the following representation 
for the imaged pressure wavefield 

ptmage(xuW<P) = 2y> / x(*T)W{ju)exv{-2ju>ipx3)dx3 , (14.53) 

with 

?ma9e{zuw<p) =£- [ expi-juq^p^XqupJ^dq, . (14.54) 

Equation (14.54) indicates how the recorded data have to be mapped. We 
subsequently transform Eq. (14.53) back to the time domain; this leads to 
the result 

2<p [ x{xux3)W(t-2V>x3)dx3=pimas>e(xut;<p). (14.55) 
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Introducing the new integration variable t' = 2<pjc3, we obtain 

/ . X(*i> f) W(* " 0 d<' = ^ ( « i ' ' 5 * ) ' (14-56) 

We observe that the temporal convolution of the wavelet and the contrast 
function at the depth of t/2<p is equal to pimaae. 

Computational procedure 

The computational procedure can be summarized as follows: 

• Collect the reflected wavefield pr(x° + xf, 0\xs,t) in the J-domain. 

• Transform these data to the angular-frequency domain. We then arrive 
at the d a t a p r ( z f + xf,Q\xs,joj) in the (;u>)-domain. 

• Transform these data to the (jwpuJVQi)-domain using Eq. (14.46). 
We arrive at WUuPiiJu(9i ~P^)->JU)). 

• Perform the weighted average (see Eq. (14.52)) of the data for some 
particular choice of q\ and (p. The resulting data p^^iqiy^p,^) are 
stacked over the domain Q{tp)\ using Eq. (14.54), we obtain the func­
tion j5m m 9 e(z l 3;u;; y>). 

• Apply an inverse temporal Fourier transform. We finally obtain a 
space-time function p%Tnage(x\, t\ (p) that is a convolution of the wavelet 
and the time depth of the contrast function (see Eq. (14.56)). 

Note that all operations can be performed with Fourier transformations. 

Constant contrast in Dg 

In the special case that the contrast in Dg is constant, we can image the 
boundary of dDg as follows. First we multiply the data in the frequency 
domain with the factor ju>. This also happened in the procedure of the 
boundary imaging of Chapter 13. Then, Eq. (14.53) is replaced by 

2jwy> / x(^T)W{JLü)exV(-2jw(px3)dx3 = dpirna9e(xujw,<p), (14.57) 
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with 
dpima9e(xuju;<p) = jupirna9e{xuwip). (14.58) 

Evaluation the left-hand side of Eq. (14.57), see Eq. (14.32), leads to 

d1?ma°c{xut;<p) = l - ( ^ ) 2 J s i g n ( - i / 3 M t - 2 ^ 3 ) | j c ^ 3 ) . (14.59) 

where i/3 = i/3(xT) is the vertical component of the normal vector on dDg. 
The latter is directed away from Dg (see Fig. 14.1). This result is equivalent 
to the two-dimensional boundary imaging of Eq. (13.164). The multiplica­
tion of the data with jw leads to an extra factor in the averaging procedure 
ofEq. (14.52). 

14.6. Two-dimensional scattering by a circular 
cylinder 

In order to generate synthetic data for a domain scatterer, we con­
sider the scattering problem by a homogeneous, circular cylinder (Fig. 14.2). 
The cylinder has a radius a. The medium in the interior of the cylinder is 
characterized by the constants p and Kg. The center of the cylinder is at 
x\ = 0, X:i = d. The incident wavefield is generated by a monopole line 
source at x% - ( z f , z f = 0). From Eqs. (14.34) and (9.96) it follows that 
this incident wavefield is given by 

p™(xT\xls) = E W j j r 0 ( l | » T - « * | ) . (14.60) 
Z7T C 

In order to solve our scattering problem at hand, we introduce local polar 
coordinates adapted to the geometry of the circular cylinder, 

x\ — r cos(</>), Z3 = d + r sin(^), —TT < <j> < n . (14.61) 

Similarly for the source coordinates, we introduce 

xf = rs cos(<t>S), x% = d-^rssm(<t>s), -T < (j>s < IT . (14.62) 
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source 
X 

0 * *i 
receiver 

V — z3 = 0 

p,K 

— X3 = d 

Figure 14.2. The circular-cylinder configuration. 

Then, using the addition theorem for modified Bessel functions ( W A T S O N , 

1944, p . 361) we observe that the incident acoustic pressure is represented 
as an infinite series, in which the spatial dependencies of xj and Xj are 
degenerated, viz., 

p™{xT\xs
T,s)={ 

\ ^ E M ^ J J U V J C O S M * - ^ ) ] , 
m=—oo 

r < rs , 

^ £ J M - r ) I r a ( V ) c o s [ m ( * - * % 
2TT 

m = —oo 
r > rs . 

(14.63) 
Here, Im(') is the modified Bessel function of the first kind and m t h or­
der, while Km(') is the modified Bessel function of the second kind and m t h 

order. Note tha t , according to the first expression of Eq. (14.63), the in­
cident wavefield in r = 0 is bounded; according to the second expression 
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of Eq. (14.63), the incident wavefield satisfies the causality condition when 
r —> oo. For points on the surface of the cylinder with radius a, the first 
expression of Eq. (14.63) applies. Taking into account the causality condi­
tion for the reflected wavefield, we write the reflected wavefield outside the 
scattering cylinder as 

f(xT\xs,a)=y!M JT AmKm(-T)Km(-rs)cos[rn(<l>-cl>s)]. (14.64) 
2 ? r m = - o o C C 

The wavefield inside the cylinder has to be bounded at r = 0, hence, we 
write this interior wavefield as 

f ( X T \ x ^ s ) = ^ £ ÈmIm(-r)Km(-rs)coS[m(<j>-<j>s)). (14.65) 
m = — oo 

The unknown expansion factors Am and Bm follow from the boundary con­
ditions at r = a, viz., 

(14.66) 

]im\fnc(xT\x%,s) + pr(xT\x%,8)] = ]im.pl{xT\x^s), 
ria r\a 

]imvk[vinC(xT\vTis) + vr
k(xT\x^s)} = lim ukvl

k(xT\xT,5), 

(14.67) 

where vk is the normal vector in the radial direction of the cylinder. Using 
Eq. (7.70), that expresses the particle velocity in terms of the pressure, the 
resulting two boundary conditions can be solved for the reflected and interior 
wavefield expansion factors. The results are 

s s s s s s 
— dlm(—a)Im(-a) - -dlm{-a)lm(—a) 

A cQ c9 c c c ^ (U68) 
-8Im(-a) Km(-a) - -dKm{-a)Im{-a) 

where dlm(') and dKm(-) denote the derivatives of the functions J m and Km 

with respect to their arguments. Substituting these reflection factors in the 
expression for the reflected wavefield of Eq. (14.64) and taking XT — Ï J , we 
are able to compute the synthetic da ta pertaining to the present example of 
a domain scatterer. The various expressions to compute the modified Bessel 
functions can be found in A B R A M O W I T Z and S T E G U N , 1968, pp. 374-388). 
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The numerical procedure 

As a scattering configuration we consider the situation shown in Fig. 14.2. 
The center of the circular cylinder is located at x\ = 0 m and a?3 = 150 
m, while the radius of the cylinder is 50 m. The acoustic wave speed of 
the fluid embedding amounts to 1457 m/s . We consider a cylinder of low 
contrast (cg = 1800 m/s) and high contrast (cg = 2500 m/s) . The sources 
and receivers are located at x% = 0. The shape of the input source wavelet 
W(t) in the time domain with a sample rate of 2 ms is shown in Fig. 9.10. 

The series in the representation of the reflected wavefield of Eq. (14.64) is 
truncated and 61 terms are taken into account (—30 < m < 30), independent 
of the frequency. In our numerical computations we take 

s = 4 + ju. (14.69) 

Note that we have taken a real part that is independent of w. This means 
that the temporal forward and inverse Fourier transformations can be em­
ployed. Apart from a factor exp(4£), these transforms are standard Fourier 
transforms and are computed with FFT routines. We employ a 512-points 
FFT routine with a temporal sample interval of 2 ms. Hence, the interval 0 
- 0.51 s is the time interval in which we model and present the causal wave 
motion. 

To simulate a two-dimensional seismic experiment we have computed the 
synthetic seismograms for 255 different source positions, starting at a;̂  — 
-444 .5 m and ending at xf = 444.5 m with an increment of 3.5 m. We 
have used 255 receiver positions per source, arranged in a symmetrical split-
spread fashion, starting at JC{* = «f -444 .5 m and ending at z f = ajf + 444.5 
m, where jcf is the horizontal source position. 

Fig. 14.3 shows the reflected wavefield from a cylinder with low contrast 
for the lateral source positions xf = 0 m and xf = - 1 0 5 m, respectively. 
Fig. 14.4 shows the pertaining results for a cylinder with high contrast. We 
observe that the upper curve in all these figures represent the reflection 
from the upper part of the boundary of the cylinder, while the lower curve 
represents the reflection from the lower part of the cylinder boundary, after 
transmission through the interior medium with wave speed cg. The shape 
and the position of the upper curve are almost independent of the contrast 
of the cylinder, while the shape and the position of the lower curve clearly 
depend on the interior wave speed. 
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Figure 14.3. The reflected wavefield from a circular cylinder with low contrast 
(c9 = 1800 m / s ) . The source is located at xf = 0 m (top) and xf = - 1 0 5 m 
(bot tom), respectively. 
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Figure 14.4. The reflected wavefield from a circular cylinder with high contrast 
(c9 = 2500). The source located at xf = 0 m (top) and xf = -105 m (bottom), 
respectively. 
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14.7. Imaging of the circular cylinder 

To illustrate the domain imaging of the circular cylinder, we use the 
synthetic wavefield computed in the previous section. To image the circular 
cylinder, we follow the steps in the computational procedure outlined in 
Section 14.5. 

As comparison, we employ the results of the Born approximation, when 
the contrast is constant. For the present case of the circular cylinder, it 
follows that Eq. (14.53) may be calculated as 

P™*(zujw-,<p)= ±W{ju) 1-(-)■ 
K

C9' 
Xcyl{xi) 

|exp[-2ju;<p(fl?-(a2-z2)!)] _ exv[-2juxp (d + ( a 2 - ^ ) ! ) ] } , 

(14.70) 

100 

2 0 0 -

3 0 0 -

xi (m) 

- 2 0 0 

300 

2^ (m) 

Figure 14.5. The ideally imaged circular cylinder. 
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where 

Xcyi(xi) = U ^ ' 0 * w h e n { l * i l < <*,l*il = «, l*iI > <*}• (14.71) 

The time-domain counterpart of Eq. (14.70) yields the ideal image of the 
circular cylinder. This result for ptma9e is shown in Fig. 14.5. Note that 
pimage r e p r e s e n t s the superposition of two time retardations of the integrated 
wavelet. When |aci | —► a, we observe that p t m a^e tends to zero. Hence, a 
vertical boundary cannot be imaged. 

In the next figures we show the image of the circular cylinder. The re­
sults are based on the processing sequence discussed in Section 14.5. In the 
imaging process, the choice of the vertical slowness parameter (p is impor­
tant. As we have shown in Section 14.4 the objective is to maximize the 
domain Q(ip) by taking (p as small as possible. However, on the practical 
side, the smallest value of ip that we can take, is constrained by the avail­
ability of the data in the domain Q. In Fig. 14.6, we show the results for 
the cylinder of low contrast, where we have taken tp = 0.9/c and (p = 0.7/c, 
respectively. Clearly, the results for <p = 0.7/c reveals more curvature of the 
boundary of the contrasting domain than the results for (p = 0.9/c. The 
artifacts in the images are caused by the discretization of Eq. (14.54). Sim­
ilar results are shown in Fig. 14.7 for the circular cylinder of high contrast. 
Again the imaged curvature depends on the chosen values of (p. Apart from 
these phenomena, the imaged circular cylinder becomes egg-shaped. This 
is caused by the failure of the Born approximation in reliably representing 
the interior wavefield. The upper part of the boundary of the contrast­
ing domain is correctly positioned, while the lower part of the boundary 
is deformed. Improvement could be obtained by considering an adaptive 
version of an inhomogeneous background medium, but then the resulting 
imaging analysis has to be modified completely. This modification will lead 
to a domain-imaging procedure based on the generalized Radon transform 
(BEYLKIN, 1985). The same applies for the boundary-imaging procedure 
with an inhomogeneous background (BLEISTEIN, 1987). It is remarked that 
it does not make sense to complicate the imaging procedure too much. We 
suggest to switch to a full seismic-inversion process, where we can use the 
results from the imaging step as a priori information. This is discussed in 
the next chapter. 
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Figure 14.6. The imaged circular cylinder of low contrast (c9 — 1800 m / s ) , for 
(p = 0.9/c (top) and <p = 0.7/c (bot tom), respectively. 
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Figure 14.7. The imaged circular cylinder of high contrast (c9 — 2500 m / s ) , for 
(p = 0.9/c (top) and (p — 0.7/c (bot tom), respectively. 



Chapter 15 

Seismic Inversion 

In a seismic inversion problem, the aim is to reconstruct the distribu­
tion of constitutive parameters of a domain, whose interior is inaccessible 
to direct measurements, by probing it from the outside. To this end, the 
domain is considered as a contrasting domain in a known background con­
figuration. The probing is carried out by irradiating the object by known 
acoustic sources, while the resulting wavefield is detected at a number of 
receiver positions. In seismic imaging, the approximate location of the sub­
surface scatterers is determined. Then, seismic inversion as a following-up 
process uses this result in its quest for the more precise information about 
the spatial dependent constitutive parameters ( C L A E R B O U T , 1985, 1992). 

Application of both the field reciprocity and the power reciprocity the­
orem leads to various mathematical formulations of the inversion problem 
at hand ( B L O K and ZEYLMANS, 1987). A common feature is the interac­
tion between the actual state and a computational state. The analysis of 
this chapter confines to the application of the field reciprocity theorem. As 
point of departure, the domain-integral representation derived in Chapter 8 
is employed. 

As a consequence of the non-destructive nature of the measurements, the 
data are confined outside the scattering object. This means that the resulting 
integral equation lacks data support inside the scattering domain. This 
makes the inverse problem essentially ill posed. Our inversion strategy is to 
enforce the consistency of the domain-integral equation inside the scattering 
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object. The problem of da ta uncertainty and data redundancy ( T A R A N T O L A , 

1987) is not addressed in this chapter. 

15.1. The domain-integral representation 

We consider the wavefield from a monopole source at xs to be reflected 
by a contrasting domain of bounded extent, present in an inhomogeneous 
embedding of infinite extent, the background medium, with material parame­
ters p(x) and K(X). Let Dg be the bounded domain occupied by the scatterer. 
The domain exterior to Dg is denoted by D (Fig. 15.1). We assume that the 
contrasting domain has no contrast in the volume density of mass. Then, in 
Dg p(x) is the volume density of mass and K9(X) is the compressibility. The 
acoustic wave motion generated by a point source at xs — {zf, zf, 0} starts 
to act at t = 0. The receiver is located at xR = {xR, xR, 0}. 

In the s-domain, the source wavefield at the observation point x origi­
nat ing from a monopole source at xs is then denoted as {p m c , vl^c}(x\xs, s). 
The incident pressure wavefield is given by 

pi»e(x\xs,3) = 4s(3)Cr'{m\xs,,), (15.1) 

where Gq is the Green's state of the background medium (cf. Eq. (7.8)). 
The wavefield in D reflected by the contrasting domain Dg is given by 
{pryVk}(x\xSis)' ^ n e r e n e c t e d wavefield can be considered as the wavefield 
generated by secondary volume sources (monopole sources) in the domain Dg 

and it can be expressed in terms of these volume sources as (cf. Eq. (8.16)) 

f{xR\xs,s)= f Gq(xR\x1s)s(K,-Kg)p{x\xs,s)dV, (15.2) 
JxeDg 

where p denotes the total wavefield in the contrasting the domain and where 
Gq is the Green's state of the background medium. 

The inverse problem consists of determining the compressibility K—K9 in 
Dg from measurements of pr in D. If we assume that the total wavefield p 
in Dg is known, then, in principle, the compressibility K — K9 can be found 
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Figure 15.1. The inaccessible domain Df 

by matching the right-hand side of the integral representation of Eq. (15.2) 
to the data measured at all receiver locations, for all source positions and 
all s values. However this is an ill-posed problem, because in Eq. (15.2) the 
equality sign applies at the receiver locations in B, while the unknown has 
to be determined in Dg. Moreover, the total wavefield p is also unknown in 
Dg. If we assume that the compressibility K-K9 is known, the lat ter total 
wavefield in Dg follows from the integral equation (cf. Eq. (8.18)) 

p{x\xs,s)- -f Gq{x\x',s)s(K-Kg)p{xf\xs,s)dV 
J X'GD„ (15.3) 

= pmc(x\X»,S), Ï 6 I S 

Hence, we observe that the compressibility K — K9 can be determined from 
Eq. (15.2) using Eq. (15.3) as a constraint. In fact, we have a non-linear 
problem for the solution of K — K9, since the total wavefield in Eq. (15.2) 
depends on K-K9 through Eq. (15.3). There are several methods to solve 
this non-linear problem. 
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The Born approximation is well known as a tool in attempts to solve 
inverse problems (see e.g., CLAYTON and STOLT, 1981, COHEN et a/., 1986). 
Application of this method to the present problem boils down to the following 
procedure. One tries to determine an unknown compressibility from mea­
surements of a reflected wavefield in some measurement domain exterior to 
the scattering object. The essence of this approach involves making a guess 
of the wavefield in the object. In the Born approximation, the wavefield is 
guessed to be the incident wavefield. Then, the compressibility contrast is 
determined by minimizing the discrepancy between the right-hand side of 
Eq. (15.2) and the measured data at the receiver locations on the left-hand 
side of Eq. (15.2). 

In the iterative Born method (see e.g., D E V A N E Y , 1982, TIJHUIS 1987, 
H A B A S H Y and M I T T R A , 1987), the compressibility is updated iteratively 
as follows. With the compressibility found from the Born approximation, 
the integral equation (15.3) is solved in order to update the wavefield in 
Dg. This wavefield is used again in the integral representation of Eq. (15.2) 
to determine a new compressibility by minimizing the discrepancy between 
the right-hand side of Eq. (15.2) and the measured data at the receiver 
locations. This iterative process is continued until the defect in matching the 
measured data is reduced to an acceptable level. Essentially, the updating 
involves a linearization of the non-linear dependence of the wavefield on the 
compressibility. In this method, the background medium and its Green's 
function remain the same in all iterations. 

A variant is the distorted-wave Born method (see e.g., BEYLKIN and 
ORISTAGLIO, 1985, T O B O C M A N , 1986, CHEW and W A N G , 1990). In a partic­

ular iteration of this method an update of the compressibility is obtained. In 
the next iteration, the background medium is determined using the updated 
compressibility. Hence, the Green's function is updated in each iteration. In 
seismics this is known as the updating of the background model or macro 
model. 

The main disadvantage of all these methods is that finding the compress­
ibility from the integral representation of Eq. (15.2) remains an ill-posed 
problem and regularizing techniques should be used. Since the application 
of the latter techniques in the present inversion problem seems to be more art 
than science, we shall propose a method where the integral equation (15.3) 
itself serves as a regularizer. In this method we minimize the discrepancy in 
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the satisfaction of both Eq. (15.2) and (15.3) simultaneously. This procedure 
retains the non-linear relation between the unknown compressibility and the 
unknown acoustic wavefield in the object. 

15,2. Simultaneous minimization 

Introduce the (compressibility) contrast /c by 

fc(x) = K(X) - K9(X) . (15.4) 

Then, the integral representation of Eq. (15.2) can be written as 

pr(xR\xs, s)= f Gq(xR\x, s)sK(x)p{x\xs', s)dV , (15.5) 
JxeBg 

where xR E DR and DR is the domain where the receivers are located. 
The domain where the sources are located is denoted as B5. In our seismic 
situation these two domains coincide, viz., the plane JB3 = 0. The integral 
equation (15.3) can be written as 

p(x\xs, s)--f Gq{x\x', s)sfc(xf)p(xf\xs
1 s)dV = pinc(x\xs, s), (15.6) 

Jx'eDg 

where x £ Dg and Dg is the domain of the unknown compressibility contrast. 

We assume that the (discrete) values of s (Re(s) > 0) are located in the 
domain (s G C+). 

Next, we introduce the operator 

M{Kp}{xR\xs, s)= [ Gq{xR\x, S)SK(X)p{x\xs, s)dV , (15.7) 
JxtDg 

that maps Kp from the domain {x\xs,s) £ Dg X B5 X C+ to the domain 
{xR\xs, s} e DR x Ds X C+ . We further define an inner product and norm 
on the domain JD# x B5 X C+ as 

{ü,i,}R= f d A / Yl Ü(xR\xs,s)v*(xR\xs,s)dA (15.8) 
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and 

m\R f dA f Y \ü{xR,xs,s)\2&A (15.9) 

(15.10) 

Subsequently, we introduce the operator 

L{K,p}{x\xs, s) = p{x\xs, s) - K{fcp}{x\xs, s), 

where 

K{jcp}(x\xs, «) = ƒ Gq{x\x\ s)s>c(x')p(x'\xs, s)&V , (15.11) 

that maps Kp from the domain {xf\xb, s} G Dg X B s X C+ to the domain 
{x\xs,s} G Dg X IDs X C + . We also define an inner product and norm on 
the domain Bff X I 5 X C + as 

(u,v)g= [ d v / ^ u(x\xs
1s)v*{x\xs

1s)dA (15.12) 
sec+ 

and 

u / dv / y |u(a!|aï
5,6)i2dA (15.13) 

The seismic inversion problem is that of finding fc(x) and p(aj |«5 ,5) , for 
x in B^, from the two equations 

M{>cp}(xR\xs,s) = pr(xR\xs,s), ï ^ E D f t , xs e Ds, s G C+, (15.14) 

^{>C,p}(*|a?S, «) = p*"nc(aï|a?5, a ) , x G B ö , * 5 G D5, s G C+. (15.15) 

We observe that this is a non-linear problem for the compressibility contrast 
fc(x) and the wavefield p(x\xs, s). 

One way to solve this non-linear problem is to linearize and consider 
them either as the linear operator equation 

: {p}{*} = 
M{Kp} 
L{ic,p} 

pr in DR X B s X C+ \ 
ptnc in Bg x B 5 X C+ ) ' 

(15.16) 
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from which, for fixed values of the pressure wavefield, the compressibility 
contrast may be determined, or as the linear operator equation 

£ { 4 { P } = [ L{K,p} ) - { p - in Dg X BS X C+ J ' (15-17) 

from which, for fixed values of the contrast, the wavefield may be determined. 
However, we postpone this linearization procedure and specifically we will 
seek fc(x) and p(x\xs, s) simultaneously to minimize the functional 

UP' - M{Kp}\\\ | | p - c - i{ / c ,p} | | | 
F= \\?\\% + \\r% ■ (15-18) 

We choose to put the two terms in Eq. (15.18) on equal footing by normal­
izing them in the sense that they are both equal to one when p = 0. 

15.3. Inversion algorithm 

A first inspection of the minimization of Eq. (15.18) might suggest a 
substantial numerical effort. However, an adequate iterative scheme may 
overcome this problem. There is no need to compute the wavefield function 
to a higher order degree of accuracy than the degree of accuracy of the ap­
proximated contrast. We therefore propose an iterative inversion algorithm 
based upon the ideas of conjugate-gradient methods of Chapter 2. Let us 
remind that in Chapter 2 we have sought a solution of a linear operator 
equation for an unknown wavefield. In the present problem, we have to up­
date the wavefield and the contrast simultaneously. Specifically, we propose 
the iterative construction of /C/v = £N(X) a n ( i PN = PN(X\XS, S) as follows 

and 

£o 

/C/v 
rR rN 

Po 

PN 

rN 

k.initial 

= /C/v_i -f pN<t>N , 
= pr - M{tcNpN}, 

"initial 
= P » 
= pN-\ + aNi/)N , 

= pinc - L{KN,pN}, 

xR e DR, xs e Ds, ^ e C+ , 

x e Bg, xs e Bs, s e C+ , 

(15.19) 
(15.20) 
(15.21) 

(15.22) 
(15.23) 
(15.24) 
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where /3/v is a real constant and d/v is a complex constant, which are chosen 
at each step to minimize (cf. Eq. (15.18)) 

FN~WW+W%- (15-25) 
Here, the residual errors can recursively be written as 

TN = TN-I ~ jfyvM{0yvp/v-i} ~ aNM{tcN_^N} - pNaNM{(j)N^N} , 
(15.26) 

and 

r% = r ^_ 1 +iÖN^{^P^- i} - aN^{A:N- i , ^}+^a jvA '{^y V ^yv} , (15.27) 

where the real correction function <̂ /v and the complex correction function 
%/fjsf are chosen appropriately. 

The minimization of the quantity F/v of Eq. (15.25), using Eqs. (15.26) 
and (15.27), leads to a non-linear problem for the variables /3/v and d/v at 
each step, which can be solved by an appropriate numerical algorithm, e.g., 
the Fletcher-Reeves-Polak-Ribiere conjugate-gradient method (PRESS et a/., 
1986, p. 305). 

The gradient directions 

In order to guarantee improvement in the iterative scheme, we require 
improvement in the independent directions varying either real /3/v or complex 
d/v- This is easily accomplished by first taking d/v is zero. Then, Eqs. (15.26) 
and (15.27) simplify to 

r% = r £_ , - pNM{4>NpN-i) (15.28) 

and 
*N = *5v-i + PNK^NPN-,} . (15.29) 

Taking into account that at the Nth step fjj_1 and r^_1 are known, mini­
mization of F/v leads to the relation (cf. Eqs. (2.15) - (2.16)) 

Re 
(r/v, M{<f)NpN-i})R {r9

NlK{<l)NpN-i})g 

\f\\2R \\ptnC\\2
9 

= 0 , (15.30) 
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where we have used that fa is real. After substituting Eqs. (15.28) and 
(15.29) in Eq. (15.30) we obtain 

(f*-i,M{<l>NpN-i})R (fg
N_vK{<l)NpN-i})g 

\l PN = Re 
\\P \\R | | p -» 2 

M{(t>NPN-l}\\2R , \\K{<l>Ni>N-l}\\ 
WWR \\pin% 

(15.31) 

Let us define the adjoint operator M* through 

(MÜ,V)R = (ü,M*v)gi (15.32) 

from which it follows that M* is an operator that maps a function from the 
domain DRXJDS X C+ to the domain Bg x B5 x C+ , viz., 

M' v= f Gq*{xR\x,s)s*i>{xR\xs,s)&A. (15.33) 
JxReDR 

Let us further define the adjoint operator K* through 

(Kü,v)g = (ü,K*v)g, (15.34) 

from which it follows that K* is an operator that maps a function from the 
domain Bg x B5 x C+ to the domain Dg X B5 X C+ , viz., 

!Tt> = / Gq*(x'\x, s)s* v{x'\xs, s)dV . (15.35) 

Now improvement (/3N / 0) is obtained if we require that the real part of 
the numerator of Eq. (15.31) does not vanish. Using the definition of the 
adjoint operators (cf. Eqs. (15.32) and (15.34)) we require that 

Re 
<S>*N-\M*T%_u<l>N)a (PN-l^^N-l^Mg 

\r\\2 I *mci i2 
\P \\P \\R ui- i i 5 

We further define the inner product and norm on Bg as 

(u,v) = f u(*)v*(aj)dV 
JxeDg 

and 

# 0 

1*11 = ƒ „ W*)l2dv 

(15.36) 

(15.37) 

(15.38) 
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Then, we rewrite the improvement condition of Eq. (15.36) as 

Re 
e ] D ^ 6 C + 

\\f\\l 

(15.39) 

P , B C |£ 
7^0 

This improvement condition will be satisfied if we take the (real) direction 
(j>N to be 

^*)=^-l} {!:;}• x e na, (15.40) 

in which 

= / E Re 
. IIPI^ 

P/V-l^- r N - l 

\\pin% : 

(15.41) 

dA. 

This operator is the adjoint of the operator defined in Eq. (15.16). These op­
erators are the linear operators, assuming that the wavefields do not change. 

As next step we take /3/v is zero. Then, Eqs. (15.26) and (15.27) simplify 
to 

*jv = *#_! - OLNM{KN^N} (15.42) 

and 
r% = r^_j - aNL{icN-U%j>N} . (15.43) 

Taking into account that at the Nth step r^_^ and rg
N_l are known, mini­

mization of FAT leads to the relation (cf. Eqs. (2.15) - (2.16)) 

R (ffi,M{KN-itl>N})R (r9
N,L{fCN-UtpN}) 

f\\2R + ¥ inc112 = 0 (15.44) 
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After substituting Eqs. (15.42) and (15.43) in Eq. (15.44) we obtain 

- n & W^X m « > 
ayv = s — ^ • (15.45) 

ïrïï2 ' ii^mcii2 
9 \\m \\fnc\\ 

Now improvement (d# ^ 0) is obtained if we require that the numerator of 
Eq. (15.45) does not vanish. Using the definition of the adjoint operators 
(cf. Eqs. (15.32) and (15.34)) we require that 

W¥n + W% * ° • (15-46) 

This improvement condition will be satisfied if we take the (complex) direc­
tion tb/si to be 

ƒ '8-. 1 j>N{x\xs,s) = £ * { A ; N _ ] } \ ^ - J I , * 6 D a , xs 6 » s , * e C+ , (15.47) 

in which 

This operator is the adjoint of the operator defined in Eq. (15.17). These op­
erators are the linear operators, assuming that the contrast does not change. 

The conjugate-gradient directions 

Assuming that the wavefields p do not change (d/v = 0), the determina­
tion of the contrast by minimizing jFyv is a linear problem. In this case, an 
improved direction for N = 2, • • •, is the conjugate-gradient direction (see 
Chapter 2, the case where LT is selfadjoint, L = Ct~ i , T = L\. , ) 

This direction is similar to the Fletcher-Reeves direction for non-linear prob­
lems. If we still assume that in all previous iterations, n = 1,---,JV, the 
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waveflelds have not changed, the directions satisfy the orthogonality rela­
tion (cf. Eq. (2.87)) 

<^n,0m) = O, for n^m. (15.50) 

Then, Eq. (15.49) is identical to 

This is similar to the Polak-Ribière direction for non-linear problems. For a 
linear problem, the Polak-Ribière choice is identical to the Fletcher-Reeves 
choice; however, for non-linear problems, the two choices behave differently 
and numerical evidence suggests that the Polak-Ribière choice is preferable. 
This may be argued as follows. Suppose the conjugate gradient algorithm is 
making little progress, and </>/v — </>N-I* m these circumstances the Polak-
Ribière direction becomes the gradient and the scheme seems to restart au­
tomatically. 

Similarly, assuming that the contrast does not change (/3N = 0), the 
determination of the wavefield by minimizing F/v is a linear problem. Then, 
an improved direction for N = 2, • ♦ •, is the Fletcher-Reeves direction (see 
Chapter 2, the case where LT is selfadjoint, L = Cr^ i , T = £*r -.) 

If we still assume that in all previous iterations, n = l , - - - , i V , the con­
trast has not changed, the directions satisfy the orthogonality relation (cf. 
Eq. (2.87)) 

(^m^m) = 0, f o r n ^ m . (15.53) 

Then, Eq. (15.52) is identical to Polak-Ribière direction 

{^N.V'N-V'N-Os 

For a linear problem, the Polak-Ribière choice is identical to the Fletcher-
Reeves choice; however, for non-linear problems, the two choices behave 
differently and numerical evidence suggests that the Polak-Ribière choice is 
preferable. 
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We finally note that the linearization of the non-linear inversion prob­
lem is incorporated in the choice of the directions 0/v and xj)^. As soon 
they are determined, the constants /?# and d/v follow from the simpler 
non-linear problem of minimizing FN of Eq. (15.25), using Eqs. (15.26) -
(15.27). It is now not difficult to find the the constants /3yv and OLN by a stan­
dard conjugate-gradient algorithm, e.g., the Fletcher-Reeves-Polak-Ribière 
scheme (PRESS et a/., 1986, p. 305). 

The present algorithm has been shown to be very effective in the case 
that one is dealing with one parameter s and that sources and receivers are 
located around a finite object to be probed (KLEINMAN and VAN DEN BERG, 
1992a, 1992b). The application of this inversion algorithm to the seismic 
situation has to be investigated. With this challenging research problem we 
conclude this chapter and this book. 
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— A — 

acoustic pressure, 64 
acoustic wave equations, 63 
adjoint operator, 43, 61 
air bubble, 69 
alignment of vertical positions, 

244 
angular-slowness vector, 23, 77 
anisotropic fluid, 65, 105 
anti-causal, 101 

— B — 

background medium, 141, 326 
homogeneous, 145, 149 
homogeneous medium, 147, 

150 
background model, 328 
basic acoustic wave equations, 67 

in the 5-domain, 71 
Born approximation, 146, 150, 

302, 328 
convergence criterion, 147, 

150 
Born method 

distorted-wave, 328 
iterative, 328 

boundary conditions, 67 
in the s- domain, 73 

boundary discontinuity, 263 
boundary imaging, 263, 309 
boundary-integral equations 

in the s-domain, 154 

in the time domain, 156 
Bromwich integral, 21 

— C — 

Cagniard-de Hoop method, 29, 
86, 91, 269, 273 

Cagniard-de Hoop path, 90 
Cartesian coordinates, 13 
Cartesian reference frame, 13 
Cartesian vectors, 14 
Cauchy principal value, 125, 127, 

145 
Cauchy's boundary integral, 134 
Cauchy's domain integral, 125 
causality, 16-18, 65, 72, 248 
causality condition, 99, 113, 115, 

119-120, 131-132, 237, 
316 

characteristic function, 18, 22 
circular cylinder 

imaging, 320 
co-moving observer, 65-66 
common-receiver data, 225 
common-receiver domain, 246, 

251 
common-source data, 223 
common-source domain, 250-251 
complex conjugate, 43 
complex representations, 72 

time factor, 72 
compliant lamina, 163 
compliant strip, 196, 227 
compressibility, 66 
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conjugate-gradient directions, 335 
conjugate-gradient scheme, 52, 

56 ,58 
constitutive relations, 65 
contrast, 142, 151 
contrast function, 302 
convolution 

discrete, 36 
spatial, 26 
temporal, 20 

convolution kernel, 59 
correlation 

discrete, 38 
spatial, 27 
temporal, 20 

cubic dilatation rate, 64 

— D — 

data redundancy, 326 
data uncertainty, 326 
decomposition 

downgoing and upgoing 
wavefields, 202 

field reciprocity, 199, 217 
power reciprocity, 204, 218 
upgoing and downgoing 

wavefields, 207 
deformation equation, 64 
deghosted wavefield, 225 
deghosting, 215 

strip configuration, 226 
dipole source, 93, 171 
dipole transducer, 92 
Dirac distribution, 19, 26, 68, 79, 

119, 131 
discrete Fourier transform, 30, 

60-61 
convolution, 36 
correlation, 38 
discretization, 34 
even and odd parts, 30 
extended domain, 35 

of real function, 31 
of step function, 32 

disk, 161 
imaging, 285 

domain discontinuity, 301 
domain imaging, 301 
domain-integral equations 

in the s-domain, 145 
in the time-domain, 147 

downgoing wavefield, 220 
downgoing waves, 203, 208 

— E — 

edge condition, 167, 176 
edge diffraction, 197 
edge-diffraction curves, 197 
embedding, 142, 151 
equation of motion, 64 
error, 43, 45 
expansion functions, 44 
extinction theorem, 136 

— F — 

far-field representation 
s- domain, 81 
time domain, 85 

field reciprocity theorem, 96 
first-order multiple, 260 
Fletcher-Reeves direction, 

335-336 
forward extrapolation, 210 
forward extrapolator, 203 
Fourier inversion integral, 24 
Fourier transform, 58, 60-61; see 

also 
• discrete Fourier 

transform 
• spatial Fourier 

transform 
• temporal Fourier 
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transform 
receiver coordinates, 272, 304 
source coordinates, 268, 304 
symmetry properties, 30 

— G — 

Galerkin's method, 45 
Gauss' integral theorem, 15, 97, 

100, 102-105, 124 
Gaussian elimination, 45 
generalized ray, 29 
ghost, 171 
gradient directions, 332 
Gram-Schmidt orthogonalization, 

48 
Green's function 

anti-causal, 206, 212 
far field, 82 
plane-wave representation, 88 
s-domain, 78-80 
spectral domain, 79 
time domain, 84, 91 
two-dimensional, 178 

time domain, 181 
two-dimensional Fourier 

transform, 86 
Green's state, 122 

homogeneous halfspace, 173 
homogeneous medium, 123 
singular behavior, 124 
symmetry, 122-123 
volume force, 120, 132 
volume injection, 119, 131 

— H — 

Helmholtz equation, 79 
homogeneous fluid, 65 

— I — 

ill-posed problem, 327 
imaging, 263, 280, 306 

circular cylinder, 320 
strip configuration, 296 

impenetrable object 
perfectly rigid, 69 
void, 69 

impenetrable scatterer 
immovable rigid, 158 
void, 157 

improvement condition, 47, 
334-335 

impulse function, 19, 26, 68, 79, 
119, 131 

incident wavefield, 142, 151 
inhomogeneous fluid, 65 
initial-value theorem, 20 
inner product, 42 
instantaneously reacting fluid, 65 
integral equation, 18, 42, 145-146 

kernel, 42 
known wavefield, 42 
of the second kind, 54, 60 
unique solution, 42 

integral equation of the first kind, 
157, 159, 163-164 

integral equation of the second 
kind, 158-159 

interface, 67 
interior wavefield, 153 
inverse extrapolation, 212 
inverse extrapolator, 209 
inverse Laplace transform, 21 
inversion, 263, 325 
inversion problem, 330 
isotropic fluid, 65 
iterative inversion, 331 
iterative procedure, 46 
iterative scheme 

arbitrary operator, 49 
numerical performance, 184 
selfadjoint operator, 51, 53 



348 INDEX 

simplified scheme, 53 N — 

K 

Kirchhoff approximation, 287 
Kronecker symbol, 122 

Neumann expansion, 54, 248 
Neumann iterative solution, 54 
non-linear problem, 330, 332 
norm, 43 

of operator, 55 
normal derivative, 134 
null-field method, 137 

Laplace transformation, 16, 18 
asymptotic behavior, 20 
convolution, 20 
correlation, 21 
inverse transform, 21 
time derivative, 19 

linear fluid, 65 
linearization, 337 
local reacting fluid, 65 
localized function, 22 
locally-plane-reflector 

approximation, 265 
low-velocity approximation, 66 

— O — 

operator, 42, 49 
adjoint, 43 
convolution type, 59 
preconditioning, 56 
selfadjoint, 43 

operator equation, 42, 59 
operator formalism, 42 
orthogonalization, 48 
Oseen's extinction theorem, 136 

— M — 

macro model, 328 
marine case, 233 
mass-flow density rate, 64 
method of moments, 45 
minimization 

direct, 44 
recursive, 45 

monopole source, 92, 171 
monopole transducer, 91 
multiple removal, 233, 246 

integral equation 
for acoustic pressure, 246 
for particle velocity, 246 
Neumann expansion, 248 

strip configuration, 250 
multiples, 233 

particle velocity, 64 
particle velocity representation, 

120, 131 
passive fluid, 65 
phase center, 83 
plane-wave representation, 88 
point sources, 91 
point transducers, 108 
Polak-Ribière direction, 336 
power conservation, 103, 105 
power reciprocity theorem, 101 
preconditioning, 56, 58 
preconditioning operator, 60 
pressure representation, 117, 129 
pressure-free plane, 169 
profile gradient, 281 
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— R — 

radiation characteristics, 83, 86 
Radon transform, 28, 86 

in horizontal directions, 29 
Rayleigh's reciprocity theorem, 97 
receiver deghosting, 222 
reciprocity theorem, 95 

convolution type, 99 
correlation type, 103 

redatuming, 203, 209-210 
reflection factor, 266 
regularizer, 328 
relaxation, 65, 105 
residual, 43, 56 
retarded potentials, 84 
Riemann-Lebesgue lemma, 22, 26 
rigid disk, 164 
rigid strip, 197, 227 
root-mean-square error, 43 

— S — 

scalar potential 
far field, 82 
s-domain, 78 
spectral domain, 77 
time domain, 84 

scattered wavefield, 142, 151 
scattering object, 141, 151 
scattering problem, 141 
second-order multiple, 260 
seismic imaging, 325 
seismic inversion, 325 
selfadjoint operator, 43, 50 
simultaneous minimization, 329 
slowness vector, 27, 83 
source 

dipole type, 64 
monopole type, 65 

source deghosting, 224 
source representations, 117, 

128-129, 135 

s-domain, 78 
spectral domain, 77 

source wavelet, 189-190, 246, 317 
spatial Fourier transform, 22 

asymptotic behavior, 26 
convolution, 27 
correlation, 27 
in horizontal directions, 28 
inverse transform, 24 
spatial derivative, 24 

spectral domain, 24 
spherical wave, 80, 83, 85 
steady-state analysis, 72 
strip, 178, 226, 250 

imaging, 296 
summation convention, 14 
surface scatterer, 141 
surface transducers, 114 
surface-source representation 

in the s-domain, 129 
in the time domain, 135 

symmetrization, 57-58 
synthetic data, 189 
synthetic seismograms, 196, 317 

— T — 

T-matrix method, 137 
temporal Fourier transform, 21 

asymptotic behavior, 22 
testing functions, 45 
time rate of volume force, 93 
time rate of volume injection, 92 
transducer reciprocity, 107 

dipole/dipole, 110-111 
monopole/dipole, 110-111 
monopole/monopole, 109-110 
point transducers, 109 
surface transducers, 115 
volume transducers, 113 

transpose, 43 
travel time, 84 

vertical, 282 
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two-dimensional scattering, 178 

— U — 

unbounded domain, 98 
upgoing and downgoing 

wavefields, 215 
upgoing wavefield, 218 
upgoing waves, 203, 208 

— V — 

vector potential 
far field, 82 
s- domain, 78 
spectral domain, 77 
time domain, 84 

vertical slowness, 184, 190, 279, 
284, 306 

two-dimensional, 292 
virtual point, 171 
void, 69 
volume density of mass, 66 
volume scatterer, 141 
volume source density of volume 

force, 64 
volume transducers, 112 
volume-source representation 

in the 5-domain, 117 
in the time domain, 128 

— W — 

water-surface multiples, 233 
wave speed, 79 
wavelet, 189 
weighted averaging, 280, 306 




