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Abstract

In the future, dry and wet extremes are projected to intensify, while the time between the extremes is
expected to shorten. Therefore, both extremes should be analyzed and modelled together. Antecedent
soil moisture strongly shapes catchment response: at low levels, more storage reduces run-off, but
once a threshold is exceeded, run-off rises sharply in a non-linear way. Conversely, dry conditions
may induce water repellency, leading to increased run-off even with low soil moisture levels. It remains
unclear whether this non-linear relationship changes during drought–flood transitions, forming the first
knowledge gap of this study. To address this, the study examines how soil moisture correlates with
peak discharge during such transitions.

Furthermore, both hydrological and hydrodynamic studies have a modelling gap, as initial drought
states are rarely included and modelling of compound extremes remains scarce. To address this, the
3Di hydrodynamic model is used, which has been widely applied for floods but not yet for droughts. This
study examines how well 3Di simulates peak flow after drought using effective precipitation as input,
and whether incorporating soil moisture conditions through recharge further improves the results.

The research is conducted in the Hupselse Beek as a case study. The standardized streamflow index
(SSI) is a drought index that is used to assess the hydrological droughts. Criteria are set in order to
find drought events, of which three are selected for further modelling within 3Di: one for calibration and
two for validation. The correlation analysis is performed by analyzing run-off against the antecedent
soil water content for all drought events.

In addition, a 3Di model of the study area is developed containing the domains of surface water and
groundwater. Measurements are compared with model results to test performance. The simulations
cover a one-week period that includes the extreme rainfall event. Horton infiltration values, effective
porosity and hydraulic conductivity values are calibrated in a sequential way to see if the results can
approach the observations, with performance assessed through key metrics.

The selected drought dataset contains 38 events, demonstrating a positive non-linear relationship be-
tween soil-water content and run-off. Furthermore, a threshold in soil water content is observed around
0.22mm3/mm3. It is concluded that the Hupselse Beek remains responsive to soil moisture, even under
hydrological drought conditions.

For 3Di, the groundwater results show relatively good key metric performance while the surface water
deviates strongly in response to effective precipitation. For the recharge simulations, the results in
performance are worse. The Horton infiltration needs to decrease to compensate for the decrease in
input. The incorporation of soil moisture conditions, and the effect of not representing them therefore
needs to be researched further for 3Di modelling. At the same time, the groundwater results highlight
the potential of 3Di for modelling peak flows during hydrological drought.
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1
Introduction

Droughts are one of the most significant climate change hazards, with severe consequences for af-
fected populations, economies, and ecosystems (Pizzorni, Innocenti, and Tollin, 2024). As climate
change progresses, extremes are expected to become more frequent and severe (IPCC, 2023). Over
the last 30 years, observations show an increase in frequency of dry-to-wet transitions in some areas.
Furthermore, studies indicate that the time between consecutive dry and wet extremes is decreasing,
leading to shorter recovery times from drought impacts (Barendrecht et al., 2024). This suggests that
regions experience quicker transitions from drought to heavy rainfall. Studies have also shown that
because of the dry-to-wet transitions, effects after intense rainfall can either be reduced because of
an observed lower streamflow response (Matanó et al., 2025), or amplified because of an observed
increase in run-off driven by water repellency (Bodí et al., 2013; Lucas-Borja et al., 2019). In order to
manage these effects, it is crucial to analyze the impact of drought on hydrological processes and how
these shape the response to subsequent extreme rainfall. Considering droughts and floods together
is key for developing effective management strategies, which in turn minimize negative societal and
economic impacts (Brunner et al., 2021).

There are different types of droughts, where each type defines a specific stage within drought propaga-
tion. These types are characterized as meteorological, soil moisture (or agricultural), and hydrological
droughts. Meteorological drought refers to a prolonged period of precipitation deficiency. Agricultural
drought arises when soil moisture supply needed for vegetation is reduced. Lastly, hydrological drought
refers to surface and subsurface water level anomalies. Together, these types reflect how drought
propagates through the hydrological cycle: starting with a lack of rainfall, progressing to reduced soil
moisture, and eventually leading to diminished groundwater supplies. In regions where water systems
react quickly to changes, droughts are primarily caused by insufficient rainfall and tend to happen more
frequently, although they are shorter in duration. Conversely, in systems that respond slowly, droughts
resemble groundwater droughts, occurring less often but lasting longer (Van Loon, 2013).

To evaluate drought severity, standardized indices are often used, such as the standardized precipita-
tion index (SPI) for measuring precipitation shortages, the standardized groundwater index (SGI) for
assessing groundwater depletion, and the standardized streamflow index (SSI) for analyzing discharge
droughts (Van Loon, 2015). The relationship between drought duration and severity depends on how
drought conditions propagate through the hydrological system and on the interaction between climate
and local water storage (Van Loon et al., 2016).

This study focuses on hydrological drought, the most severe stage, when surface water and groundwa-
ter levels are low. Analyzing this stage makes it possible to capture the strongest dry-to-wet transitions,
from low streamflow and depleted soil moisture to peak flow induced by extreme rainfall. The SSI is
therefore used to characterize hydrological drought events.

1



2 Chapter 1. Introduction

Soil moisture plays a crucial role in the development and persistence of droughts. During hydrological
drought, soil moisture levels are generally low, as the drought has already surpassed soil moisture
drought. Prolonged periods of low soil moisture can stress vegetation, disrupt ecosystem functionality,
and reduce agricultural productivity (Berg and Sheffield, 2018). In this research, soil moisture is not
used as a drought indicator, but rather to understand how conditions influence the transition from dry-to-
wet extremes during hydrological drought. Streamflow is therefore adopted as indicator to characterize
hydrological droughts.

Antecedent soil moisture conditions refer to the level of soil saturation before a precipitation event
(Schoener and Stone, 2019). These conditions strongly influence the generation of run-off. Therefore,
soil moisture is not only linked to drought, but also a key factor in catchment response to wet extremes.
Observations show that there is a non-linear relationship between soil moisture and run-off, where an
abrupt increase in streamflow occurs once a specific threshold of soil moisture is reached (Farrick and
Branfireun, 2014). Many floods in Europe have been caused not only by intense rainfall, but also by
already highly saturated soils (Ye et al., 2023). However, when soils become extremely dry, they can
turn hydrophobic, increasing run-off. In semi-arid Mediterranean areas, soils have been observed to
develop water repellency, decreasing infiltration rates and thereby increasing run-off (Bodí et al., 2013;
Lucas-Borja et al., 2019). Furthermore, Lucas-Borja et al. (2019) found that land use influences soil
water repellency in Mediterranean areas: high repellency was observed in forested areas, while low
repellency was found in intensively cultivated land. In the Netherlands, soil water repellency has also
been observed in grass-covered clayey peat and peaty clay soils, which are not only difficult to wet after
drought but also particularly drought-prone (Dekker and Ritsema, 1996). The impact of antecedent soil
moisture conditions on run-off thus depends on climate, region, land use, and soil type.

1.1. Knowledge gaps
An example where a dry-to-wet extreme occurred is in the Hupselse Beek, a small catchment in the
east of the Netherlands. In August 2010, the Hupsel experienced an extreme rainfall event, with 160
mm of rain falling in just 24 hours. Since 1969, the discharge has exceeded 1000 l/s only six times, and
2010 was one of these instances. Although the 2010 event experienced 3.6 times more rainfall than
the other events, it resulted in only a 2.2 times higher peak discharge, limiting the flood impacts. This
was attributed to the dry conditions prior to the extreme rain event, as seen in the initial discharge which
was 50 times lower than the other events (Brauer et al., 2018). This event highlights how antecedent
drought conditions can modulate flood impacts. More analyses of peak flows following droughts are
needed in order to better understand the transition from dry-to-wet extremes, with particular attention
to antecedent soil moisture as a key hydrological factor.

Due to the development of more frequent and severe extremes, as well as faster transition from dry
to wet extremes, it is crucial to consider droughts and peak flows as part of a unified hydrological
perspective. Within previous literature, there is an increase in focus on atmospheric processes that
drive the transition of the two extremes. They have been associated with atmospheric rivers, large-
scale ocean-atmosphere processes and drought-enhanced rain production. However, literature lacks
on hydrological processes that play a role within the transition, and whether they intensify or dampen
effects following the extremes (Barendrecht et al., 2024). The study of Pizzorni et. al (2024) supports
this, as it states that there is limited research on the interactions between floods and droughts. The
impact of droughts on floods, and the hydrological processes that play a role forms the first knowledge
gap in this research.

Another knowledge gap lies within the field of hydrodynamic and hydrological modelling related to peak
flow after drought events. While hydrological extremes are already difficult to simulate, representing
post-drought peak flows is particularly challenging (Muñoz-Castro et al., 2025). Although the recent
study by Muñoz-Castro et al. (2025) evaluates compound extremes within hydrological modelling, such
studies remain scarce. Also within hydrodynamic modelling, there are limited studies that explicitly ac-
count for initial drought states. Using an integrated model with varying antecedent soil conditions, the
study of Saksena, Merwade, and Singhofen (2019) demonstrated that the driest scenario produced
the lowest streamflow. This finding shows that flood simulations neglecting soil moisture can misrep-
resent flooding effects. Addressing this gap therefore requires modelling approaches that account for
antecedent soil moisture conditions.
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1.2. Research goal and questions
This research aims to investigate how soil moisture influences peak flow during hydrological drought.
This addresses the limited knowledge on the transition of dry to wet transitions by identifying soil mois-
ture as a key hydrological factor.

Moreover, the knowledge gap within modelling peak flow after drought events is addressed by mod-
elling in the hydrodynamic software 3Di. This state-of-the-art hydrodynamic software was developed by
a consortium including Nelen & Schuurmans, Deltares, TU Delft, and Stelling Hydraulics. 3Di can inte-
grate overland flow, channel flow, groundwater and urban drainage (Nelen & Schuurmans, n.d.). While
3Di has primarily been used for flood modelling, it has not yet been applied for modelling drought. This
study explores its potential for modelling peak flows following drought by incorporating dry antecedent
moisture conditions through a hydrological bucket model. The research is conducted in collaboration
with Nelen & Schuurmans.

The following research questions are formulated:

1. How do antecedent soil moisture conditions during a hydrological drought correlate with peak dis-
charge during subsequent extreme rainfall events?

2. How does 3Di perform in simulating peak flow events after drought conditions when using effective
precipitation as input?

3. How does incorporating soil moisture conditions through the unsaturated zone affect the simulation
of peak discharge event after hydrological drought in the 3Di model?

In order to answer the research questions, this study acts as a case study and focuses on the Hupselse
Beek, the brook which was struck by the extreme event in 2010.





2
Theoretical background 3Di

In order to understand the computations of 3Di, this chapter outlines the key processes and concepts
involved. The information is based on the documentation of 3Di along with personal communication
at Nelen & Schuurmans. First, the basic physical computations are described in Section 2.1 with a
focus on groundwater in Subsection 2.1.1. Thereafter, Section 2.2 describes the subgrid technique,
a method used for including terrain details inside model cells. This is followed by Section 2.3, which
addresses the 1D domain with computational grid. Lastly, Section 2.4 explains the modelling workflow.

2.1. Physics used in computations
In 3Di, the computational domain is represented by a grid of 2D cells. The surface water layer is
always included, while an additional groundwater layer can optionally be added. The groundwater
layer is identical to the surface water layer and vertically linked to it. In this study, the groundwater
layer is included. The flow in each domain is governed by the principle of mass balance. Through
integrating over a control volume and discretization through space, the following equation is formed:

∂V

∂t
=
∑
in, i

Qi −
∑
out, k

Qk +
∑
j

Tj (2.1)

where V represents the storage volume of a computational cell [L3], Qin
i the inflow discharge at bound-

ary i [L3T−1], Qout
k the outflow discharge at boundary k [L3T−1], and Tj a source or sink term (trans-

fer) [L3T−1] to represent processes such as evaporation or seepage. The model uses a staggered
grid: water levels and volumes are calculated at the cell centres, while velocities and discharges are
calculated at the cell edges. Surface water fluxes are computed with the Saint-Venant equations, a
depth-averaged form of the Navier–Stokes equations that describe horizontal variations in water depth
under shallow-water conditions. Groundwater fluxes are described by Darcy’s law, where the Dupuit
approximation allows the flow to be simplified as horizontal flow (Nelen & Schuurmans (2025); R. van
Zee & M. Blom, personal communication, February 2025).

The two 3Di domains are highlighted in Figure 2.1 by illustrating one computational cell for each domain.
The mass balance equation is also included (Equation 2.1), with colour-coded components matching
the arrows indicating flow. The domains are linked together through infiltration and exfiltration. Infil-
tration occurs when surface water enters the subsurface through a wet surface cell, while exfiltration
begins when the groundwater level rises above the lowest bed level of the overlying surface water
cell, allowing water to flow back to the surface. The vertical arrows representing these infiltration and
exfiltration fluxes are circled and highlighted in yellow.
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Figure 2.1: 3Di computational cells: upper for surface water elevation domain and lower for groundwater domain with included
conservation of volume equation (Equation 2.1). Figure inspired from figure of 3Di training (Volp, 2025).

2.1.1. Groundwater
When adding the groundwater domain, settings need to be specified in order to define the groundwater
flow. As stated in Section 2.1, exchange between the two domains is governed by infiltration or exfiltra-
tion. Infiltration is governed by Horton’s equation, which models the infiltration rate as an exponentially
decreasing function of time. Furthermore, it is assumed that the phreatic surface is equal to groundwa-
ter level, so everything above the groundwater table is dry. Effective porosity determines storage, while
hydraulic conductivity governs horizontal groundwater flow, with both defined in the model settings. The
bottom of the groundwater level is defined by the impervious layer level (Nelen & Schuurmans (2025);
N. Volp, personal communication, April 2025). The detailed settings and initial values used in this study
are described in Subsection 4.3.1.

2.2. Subgrid and grid refinement
Subgrid technique comes from the idea to balance computational cost and accuracy (Volp, Prooijen,
and Stelling, 2013). The assumption is that water levels vary much more gradually than bathymetry.
This leads to bathymetry to vary in a cell while the water level stays constant in a cell. Through
this approach, 3Di has a high resolution subgrid, which contains detailed spatial information such as
bathymetry and roughness, alongside a coarse computational grid where computations in the grid cells
are performed. This way, high resolution information that can be included through rasters is taken into
account in coarse grid computations. For the areas where detail is important, grid refinement is applied
so that there is less loss in accuracy. This is done through the quad-tree refinement, a method where
spatial refinement is achieved by splitting neighbouring cells into four, allowing multiple computational
cell sizes within one grid. The minimum cell size is specified in the settings. Furthermore, when using
the groundwater domain, the same same refinement is applied (Nelen & Schuurmans (2025); R. van
Zee & M. Blom, personal communication, February 2025).
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As described in Nelen & Schuurmans (2025), the following implications apply for the subgrid method:

• Storage capacity of domains is independent of grid size.
• Wet surface area changes with water level. When a cell is partially wet, the water level-volume
relationship is non-linear.

• Automatic flooding and drying occur as a consequence of the non-linear water level-storage rela-
tionship. When a cell is only partially wet, this relationship is non-linear, whereas in a completely
wet cell it becomes linear.

Figure 2.2a illustrates a computational cell with uniform water level and subgrid based bathymetry,
indicated by orange blocks. The cell is partially wet since the water level has not yet exceeded the
highest elevation. This highlights the non-linear relationship between water level and the volume. In
addition, Figure 2.2b depicts a 2D raster of computational cells. Grid refinement is applied, which can
be seen at the upper right corner of the figure. The water levels that are defined at the centre of the
cells are illustrated with dots, while the velocities defined at the edges are illustrated with bars. These
two representations are further distinguished by colour: the water level domain is shown in blue, and
the momentum domains in green and orange.

(a) Example of a computational cell with bathymetry based on subgrid.

(b) Example of raster of computational cells with grid refinement.
Water levels are defined at the centre of the cells (blue dots),
while the velocities are defined at the edges (blue bars). Water
level domain is shown in blue, and the momentum domains in

green and orange.

Figure 2.2: Subgrid and grid refinement, illustrations from 3Di documentation (Nelen & Schuurmans, 2025).

2.3. 1D domain with computational grid
Next to the 2D domain of 3Di, there is also a 1D domain. This can consist of networks like channels or
hydraulic structures like weirs, orifices, culverts and pipes. Like with the 2D domain, the 1D computa-
tional grid is also a staggered grid. In calculation nodes, water volumes are calculated and at the center
of flowlines, velocities and discharges are calculated. Connection between the 1D and 2D domains is
established by linking each 1D node to the closest cell center within the 2D computational grid through
a 1D2D connection type (Nelen & Schuurmans (2025); R. van Zee &M. Blom, personal communication,
February 2025).

2.4. Schematizations, models and simulations
The 3Di modelling process follows a structured workflow consisting of schematization, model setup,
and simulation. A schematization contains information on rasters, vectors and settings. For instance,
elevation is raster-based and 1D channel network or hydraulic structures such as weirs are vector-
based. Settings define information on grid size, refinements or 1D2D connection types. From this
schematization, a 3Di model is constructed, which in turn generates the computational grid used for
calculations. A simulation is then created by adding a simulation template to the model. This template
specifies initial conditions, boundary conditions and forcings (Nelen & Schuurmans (2025); R. van Zee
& M. Blom, personal communication, February 2025).





3
Research area and data

As stated in Chapter 1, the Hupselse Beek forms the research area for this case study. This chapter
maps the research area and describes its physical characteristics in Section 3.1. Furthermore, Sec-
tion 3.2 describes the available meteorological and hydrological data, and argues what data is utilised
for this research. Also, the validity of the data is tested to see if the data is feasible for drought analysis.

3.1. Research area
The Hupselse Beek is a rural lowland catchment area situated in the east of The Netherlands, between
the towns of Eibergen andGroenlo near the German border. The area is chosen as it contains extensive
data for drought analysis. Furthermore, it is a delineated brook with a relatively small area, allowing
for robust results. Since the mid-1960’s, the area has been a study area for hydrologists and students.
The brook is the headwater of the 52 km² Leerinkbeek catchment area (Brauer et al., 2018). The area
of the Hupsel catchment is 6.97 km² large, determined in QGIS based on data of layers provided by
Waterschap Rijn & Ijssel. A map of the catchment area and its surroundings is shown in Figure 3.1.
The colored points represent measurement points, further elaborated in Section 3.2.

Figure 3.1: Illustration of research area outlined by elevation map with its surroundings. Aerial image obtained from the WMS
service Actueel Ortho25 with a resolution of 25 cm is used to map the background. Water courses are illustrated with lines and

measurement points with dots.

The land use mainly consists of grass, with some maize and a bit of forest, built up and surface water.
Elevations range from 22 to 35 m above sea level, with the brook extending approximately 4 km and
with a bed slope of 0.2%. The catchment is freely draining and the terrain slope is gentle (0.8%). Both
the impermeable layer and the groundwater table are shallow (Brauer et al., 2018). Groundwater levels
typically lie between between 0 to 0.5 m below soil surface during winter and 1.5 to 2.0 m depth during
summer (Altayeb, 2023). Because of the shallow impermeable layer and the gentle terrain slope, the

9
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area has been characterized as “flashy”, and in earlier times before drainage and retention measures
it was prone to flooding (Brauer et al., 2018). This insinuates that the area reacts quickly to changes.
Therefore, it is hypothesized that droughts in this area are short and happen on a frequent basis.

In addition, the soil consists of loamy sand and a bit of clay, peat and gravel. This layer varies in
thickness from 0.2 m to 10 m across the area and lies on an impervious clay layer of more than 20 m
thick. (Brauer et al., 2018). A vertical cross-section of the soil profile along the brook’s length is provided
in Appendix B. The data is based from BRO REGIS II v2.2.3 and obtained via DinoLoket. In the study
area, the shallow subsurface is composed of deposits from both the Formation of Boxtel (NUBx) and
the Formation of Sterksel (NUST). On the one hand, the Boxtel Formation is made up of loamy fine
sands with local silt, peat, or clay layers (TNO – Geological Survey of the Netherlands, n.d.[a]). On the
other hand, the Sterksel Formation consists of coarse, gravelly sands (TNO – Geological Survey of the
Netherlands, n.d.[d]). Beneath this subsurface, the first clayey layer is encountered. This layer forms
the Formation of Breda (NUBRk1), a clay-rich unit composed of sandy clays and glauconitic fine sands
(TNO – Geological Survey of the Netherlands, n.d.[b]). For this study, it is assumed this division forms
the impervious layer forming the unconfined layer, and that this location at the creek is representative
for the whole brook.

3.2. Data
In this subsection, the data used for this research and the validity testing is described. For the validity,
the water balance and Budyko Framework tests are performed.

3.2.1. Meteorological and hydrological data
Data used for this research consists of meteorological and hydrological data. First, the meteorolog-
ical data is presented, covering precipitation, short-wave radiation and evaporation. Thereafter, the
hydrological data is described. This consists of soil water content, discharge, surface water level and
groundwater level.

Meteorological data
KNMI has automatic weather stations across the Netherlands, one of which is situated in the Hupsel.
Automatic measurement stations measure temperature, humidity, air pressure, wind speed and di-
rection, precipitation, cloudiness, radiation and horizontal view (Koninklijk Nederlands Meteorologisch
Instituut, n.d.). The meteorological observations are reported by KNMI on an actual basis (with a short
delay of a few days) and are available from 1993 onward. For this case study, precipitation and short-
wave radiation are utilized.

In addition to the KNMI observations, modelled potential and actual evaporation are obtained from
GLEAM (Global Land Evaporation Amsterdam Model). The university of Ghent developed this model
and estimates variables from satellite data. The potential evaporation is calculated with Penman’s
equation through satellite data of surface net radiation, near surface air temperature, wind speed, veg-
etation height and vapor pressure deficit. With an evaporative stress factor, the actual evaporation
and the different components that add up to this actual evaporation are estimated. The modelled in-
terception loss, bare-soil evaporation and transpiration are taken from the GLEAM4.2a dataset. This
dataset covers 1980–2023, with data from 1993 onward used in this study. The parameters have a
daily temporal resolution and a spatial resolution of 0.1◦ by 0.1◦ (Gleam, 2024).

Hydrological data
As with modelled evaporation, the modelled soil water content is also obtained from the GLEAM4.2a
dataset for the same time frame. The root-zone soil water content is chosen as the representative soil
water content for the unsaturated zone. Water content is used as an indicator of relative soil moisture,
since relative soil moisture is defined as water content divided by porosity, a parameter that is unknown
and can vary between locations.

To assess drought conditions in the area, this study focuses on the most downstream point where all
creek water passes through. At this point is an outlet called Meetstuw (Dutch for “measurement weir”).
Waterschap Rijn en IJssel also uses Meetstuw as the official location name in their monitoring data.
Accordingly, this study refers to the site as Meetstuw throughout the study, in line with the waterboard’s
naming. Waterschap Rijn en IJssel provides measurements of discharge through the outlet and of
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water levels upstream and downstream of the measurement weir. For this research, the discharge
and water level upstream is utilized. The data span covers the years 1993 up to the present day.
Furthermore, groundwater level measurements, which are used for the 3Di analysis are also provided
from Waterschap Rijn en Ijssel. Three are provided from 2012 onward (Ten Barge, Meteoveld and
Camping), following one more from January 2020 (Schoolweg) and one extra more from July 2020
onward (Eimersweg).

Table 3.1 gives an overview of all data used in this research with the time span, source and units.
Both precipitation as well as discharge data are available from 1993 up to a few days before present,
whereas modelled actual evaporation is only available until 2024. The analysis is chosen to cover the
common and whole years, which corresponds to 1993 up to including 2023, a total time span of 30
years.

Table 3.1: Overview of data used in this study.

Variable Time span Source Units from
source

Precipitation 1993–present (used until
2023)

KNMI 0.1 mm/day

Radiation 1993–present (used until
2023)

KNMI J/cm2/day

Potential & actual evapora-
tion

1993–2023 GLEAM v4.2a mm/day

Soil water content 1993–2023 GLEAM v4.2a m3/m3

Discharge 1993–present (used until
2023)

Waterschap Rijn en IJssel (Meetstuw) m3/s

Water level 1993–present (used until
2023)

Waterschap Rijn en IJssel (Meetstuw) m NAP

Groundwater level 2012–present (3 wells);
2020–present (2 additional
wells); 2023–present (1
additional well)

Waterschap Rijn en IJssel (Ten Barge,
Meteoveld, Camping, Schoolweg,
Eimersweg)

m NAP

3.2.2. Testing climate data validity
There are two tests conducted in order to test the validity of the data: the long-term water balance test
and the Budyko Framework test. These tests are performed to ensure validity of the data, as they check
that fluxes stay within physical limits and that the fraction of rainfall lost to evapotranspiration remains
within the limits set by available water and energy. For these tests, data is required for precipitation
from KNMI, potential and actual evaporation from GLEAM and discharge from the waterboard. The
following equations describe the two tests:

Water balance
The conservation of mass of the brook can be written as:

dS

dt
= P (t)− EA(t)−

Q(t)

A
− L(t)

Where P is precipitation, EA actual evaporation, Q discharge, A the area of the brook and L loss over
time, all expressed as fluxes in mm/day. Since the discharge provided by the waterboard is given in
m3/s, it is converted to mm/day using the catchment area of Hupsel (6.97 km2). Over the long-term
when looking per year, the change in storage and losses are assumed to be negligible. This gives the
long-term water balance:

P − EA − Q(t)
A ≈ 0
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Since potential evaporation EP is always equal or larger than the actual evaporation EA, the equation
becomes:

where P (t)−
(Q(t)

A + EP (t)
)
≤ 0

This stricter constraint provides a robuster test of the water balance. The annual water balance is
calculated for the 30 years of data by computing the mean daily values for each year representing the
long-term conditions. Thereafter, the water balance equation is applied as described above. For each
year, the condition if fulfilled, indicating that the water balance is closed for the whole time span of the
Hupsel.

Budyko framework
For the Budyko Framework test, the fractions of precipitation that are evaporated and drained are
determined. When rearranging the water balance, the equation becomes:

EA(t)

P (t)
= 1−

Q(t)
A

P (t)

Where the fraction of precipitation that is evaporated is named the evaporative index and the fraction
of precipitation that reaches the river is named the run-off ratio.

In Figure 3.2, the evaporative index is plotted against the aridity index for each year. The ratio of
means is also indicated in orange, this is the average of yearly mean potential evaporation divided by
the average of yearly mean precipitation. The energy limit in red indicates the constraint that the actual
evaporation must be smaller than the potential evaporation. In addition, the water limit in blue indicates
the constraint that the actual evaporation should be smaller than precipitation. Since the water balance
test shows that all data close the balance, this condition is automatically satisfied. Consequently, the
governing constraint is that the evaporative index must be within the energy limit. As seen in Figure 3.2,
no individual year shows actual evaporation exceeding potential evaporation. All the yearly data is thus
suitable for analysis.

Figure 3.2: Budyko Framework of yearly data for the Hupselse Beek over the 1993–2023 period.
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Methodology

This chapter outlines the methodology used for this research. The steps of this research are highlighted
within three phases. The first phase consists of the data analysis, discussed in Section 4.1, where
drought periods are selected and the correlation analysis is performed. The second phase introduces
the bucket model, serving as an intermediate step that links the first to the second research question
(Section 4.2). The final part, presented in Section 4.3, focuses on the 3Di modelling, detailing the
steps required to set up the model, perform the simulations, and evaluate the results for the modelled
drought events. A complete overview of all the steps in the methodology and how they link to the
research questions is given in Section 4.4.

4.1. Data analysis
This section describes the method needed in order to answer the first research question, forming Phase
1 of this research. First, the steps required for the calculation of the standardized streamflow index (SSI)
are discussed in Subsection 4.1.1. Thereafter, the process of finding the drought events through the
drought index is described in Subsection 4.1.2. Next, Subsection 4.1.3 discusses how the correlation
analysis is performed for all events while Subsection 4.1.4 focuses on the modelled 3Di events.

4.1.1. SSI calculation
As stated in Chapter 1, standard indices such as the Standardized Precipitation Index (SPI), Stan-
dardized Groundwater Index (SGI), and Standardized Streamflow Index (SSI) are commonly used to
characterize drought severity. This study focuses on hydrological drought, as this type is able to cap-
ture the strongest transitions from dry-to-wet conditions. Therefore, the SSI is adopted. This index has
been widely used to characterize streamflow drought and provide insights into drought severity and
duration (Altayeb, 2023).

The SSI is used in order to select periods of hydrological drought within the 30 year time series of
the Hupsel. The index is calculated for each specific calendar day by comparing streamflow values
to historical values across multiple years. This requires a long data-set, typically a minimum of 30
years (Altayeb, 2023). The Hupsel discharge series meets this criterion. For this study, SSI-1 is used,
representing the Standardized Streamflow Index with a one-month accumulation period. The one-
month accumulation is obtained by applying a 30-day rolling average before fitting the distribution and
computing the SSI. This helps reduce short-term fluctuations. For each calendar day across the years, a
distribution is fitted. The fitted distribution can be empirical as well as parametric. While non-parametric
methodsmay better fit the data, they tend to have higher uncertainty bounds. Additionally, with negative
SSI values, they often underestimate both the magnitude and spread (Altayeb, 2023). In the study
of Altayeb (2023), the SSI was determined for the Hupselse Beek based on simulated streamflow.
The results of different fitted probability distributions were compared with each other. The Shapiro-
Wilk normality test was applied, in which was concluded that the generalized extreme value (GEV)
distribution was the best for simulated streamflow values. That is why this distribution is chosen for this
study. The fit is assessed first before it is used, based on the analysis of the distribution function and
the Q-Q plot. Next, the cumulative distribution function (CDF) is calculated. The last step is that these
functions are converted into a standard normal distribution, which gives the SSI values.

13
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Overall, these are the main steps for the calculation of SSI:

1. Apply a 30-day rolling average – For each day, the smoothed discharge per unit area (Q/A)t is
computed as the mean of the discharge values divided by the catchment area from the current
day and the 29 preceding days. This reduces short-term fluctuations in the time series.

2. Group by each day across all years – The smoothed values are grouped by calendar day, resulting
in 365 groups, one for each day of the year.

3. Fit a distribution – For each group, a probability distribution Fd(x) is fitted to the sample values
(Q/A)t. The Generalized Extreme Value (GEV) distribution is used primarily; if the fit is poor,
alternative distributions are considered.

4. Compute probabilities – Each smoothed discharge per unit area (Q/A)t is transformed into a
cumulative probability using the fitted distribution:

pt = Fd

((
Qt

A

))

where pt ∈ (0, 1) represents the probability of observing a value less than or equal to Qt/A on
day d.

5. Standardize to SSI – The probabilities are converted into standardized SSI values by applying
the inverse of the standard normal CDF Φ−1:

SSIt = Φ−1(pt).

Here, SSIt < 0 indicates drier-than-normal conditions, while SSIt > 0 indicates wetter-than-
normal conditions.

The fit of the GEV distribution is assessed based on the distribution function and the Q-Q plot. This is
done for three days, January 1, May 2 and August 31, since they have approximately equal days apart.
If this fit is poor, other distributions are considered.

4.1.2. Selection of droughts
After calculating the SSI, the next step is to identify droughts for the data analysis. To define these
events, specific thresholds and criteria are applied. An SSI value below −1.0 is commonly used to
define moderately dry hydrological conditions (Altayeb, 2023; Zalokar, Kobold, and Šraj, 2021; Wu
et al., 2022). This SSI criteria is thus set as the threshold used to characterize hydrological droughts
for the Hupsel data series. The minimum length for which this SSI has to remain below the threshold
is not described in literature, as it is dependent on the study area. For this study, an initial duration
of 25 days is adopted. An exception of up to five days is allowed in which the SSI may temporarily
rise above –1.0, as such short fluctuations do not necessarily indicate the end of a drought event. The
criteria are changed depending on the quantity of the results. Furthermore, peak discharge is identified
as the maximum discharge in the period. This period extends from the start of the drought to its end,
with an additional 15 days included to account for the lag between the system wetting up again and the
occurrence of peak flow following a rain event.

4.1.3. Correlation analysis
For all drought events selected in Subsection 4.1.2, a correlation analysis is performed to answer
the first research question. The relationship between antecedent soil moisture and peak discharge is
examined using two approaches: an event-based analysis and a rolling-window analysis. To account
for differences in rainfall intensity, peak discharges are expressed as run-off ratios.

First, the event-based analysis is performed. The run-off ratio is calculated by summing discharge and
precipitation over the continuous sequence of rainy days containing the peak discharge, and dividing
total discharge by total precipitation in that period. Furthermore, the antecedent soil water content value
is obtained from one day prior to the start of the rainy period containing the peak discharge. With this
antecedent soil moisture and run-off ratio, the correlation analysis is performed. The drought events
are classified by season to investigate seasonal patterns. Winter is defined as December–February
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and summer as June–August, with the remaining months classified as “other”. For comparison, non-
drought peak discharge events are also included, defined as the highest discharges in the Hupsel
record with a minimum spacing of 20 consecutive days, excluding peaks occurring during drought.

Next, the rolling-window analysis is conducted. The correlation analysis is performed per drought event
in order to capture the dynamics for each drought and how these evolve over time. Therefore, every
day of the drought is set as a starting point. Here, the soil water content is defined. Thereafter, from
this starting point, the analysis considers the subsequent five-day window in which the run-off ratio is
calculated.

4.1.4. Selection drought events for 3Di
From the drought events identified in Subsection 4.1.2, three are selected for modelling in 3Di. Because
3Di simulations require a long duration time, the simulation is limited to one week. The start and
end dates are chosen so that intense rainfall is included, with drought conditions as the initial state.
The selection criteria focus on relatively recent events, which have more surface and groundwater
measurements, and on summer events, as these tend to be the most severe. Of the selected events,
the most recent is used for model calibration, as it has the most data available, while the others are
used for validation.

4.2. Bucket model
Recent studies have coupled hydrological models with hydrodynamic models. For instance, in the
study of Xu et al. (2024), a hydrological model was used to simulate peak flow and flood volume.
This was served as input for a hydrodynamic model for spatial extent and flood inundation simulations.
Furthermore, in the study of Zhang et al. (2024), the two different model types were coupled through
flow discharge to estimate flood processes. For this research, conceptual hydrological bucket models
are linked with a hydrodynamic model in 3Di. The selected drought events from Subsection 4.1.2 are
fed into hydrological bucket models using precipitation data as input. This forms Phase 2 of this study.

Three conceptual bucket models are given in Figure 4.1 in order to present the approach for the hydro-
logical modelling. The complete bucket model that includes the roles of vegetation and soil moisture
is visualized in Figure 4.1a. The unsaturated zone is modelled as an unsaturated bucket with storage
SU and the interception is modelled as the bucket with storage SI . The precipitation P first intercepts
on the canopy and becomes effective precipitation after that (PE). From this part, there is a fraction
that can be stored in the unsaturated zone, forming RU . The remaining fraction is the part that cannot
be stored in the unsaturated zone and forms the recharge R. This part splits into lateral recharge RL

and fast groundwater recharge RF . Because of sandy soil conditions, slow percolation is considered
negligible and is therefore not accounted for. The dataset from GLEAM provides data for different
evaporation components. Interception bucket has interception evaporation EI and the evaporation of
the unsaturated zone bucket ET is composed of transpiration and bare soil evaporation.

Additionally, Figure 4.1b and Figure 4.1c give reduced forms of the bucket model given in Figure 4.1a.
The output of these simplified models serve as input for the 3Di model. Specifically, 3Di is run with
effective precipitation (Figure 4.1b), representing the fraction of rainfall not stored as interception, and
recharge (Figure 4.1c), representing the fraction of rainfall also not retained in the unsaturated zone.
The first input is used to investigate how 3Di simulates peak flow after drought when interception is
accounted for, while the second input tests whether using only the portion that cannot be stored in the
unsaturated zone leads to more accurate results.

For both reduced bucket models, balance equations are obtained by drawing control volumes around
the interception bucket and the unsaturated zone bucket (including the splitter). These result in Equa-
tion 4.1 and Equation 4.2. The recharge from the unsaturated bucketR depends on SU,max and β, which
relates to the maximum capacity and the released part of SU,max respectively. The storages SI and
SU cannot be negative and are constrained by their maximum storages SI,max and SU,max respectively.
Because of this constraint, and since β is positive, R is bounded by 0 and PE .
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(a) Bucket model including interception and unsaturated
zone.

(b) Reduced bucket model: effective precipitation input for
3Di.

(c) Reduced bucket model: recharge input for 3Di.

Figure 4.1: Comparison of three bucket model variants. Figure 4.1b and Figure 4.1c show the method used for this research
while Figure 4.1a is for illustrative purposes.

dSI

dt
= P − EI − PE (4.1)

dSU

dt
= PE − ET −R = PE − ET −

(
SU (i− 1)

SU,max

)β

PE (4.2)

With these expressions, and under the assumptions that β and SU,max are fixed parameters and that the
storage buckets are empty at the initial time step, the effective precipitation PE and recharge R can be
calculated iteratively for each time step. The time step is chosen to be set hourly for the most accurate
results. To obtain hourly values, the evaporation components from GLEAM are scaled from mm per
day to mm per hour. The hourly evaporation is scaled through multiplying the total evaporation on that
day with the fraction of radiation in that hour over the total radiation on that same day. This approach
assumes that evaporation is proportional to incoming radiation, the effects of vapour pressure deficit,
humidity, wind speed and temperature are neglected.

In the study of Espinoza et al. (2024), the calibration range for β is between 1.0 and 6.0 mm. A larger
value of SU,max and/or β leads to decrease in outflow of the unsaturated zone (Espinoza et al., 2024).
This indicates that higher values of β and SU,max lead to slower drainage, which is influenced by soil
properties. Sandy soils drain quickest and clay soils the longest. Since the soil mainly consists of loamy
sand and a bit of clay, peat, and gravel, the value of 2.0 mm is chosen for β. This value lies towards the
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lower end of the range due to main sandy conditions, but is kept slightly higher to account for the clay
content. For the other parameters buckets SI,max and SU,max, the initial value is estimated to be 2.0
mm and 50 mm respectively. An ensemble analysis is performed with three different values of SU,max:
50, 100 and 150 mm.

4.3. 3Di model set-up
In Phase 3, the final phase of the research, a 3Di schematization of the Hupselse Beek is developed.
This schematization contains data and parameters needed to construct a 3Di model, a format with com-
putational grid to run calculations. The peak flow of the calibration and validation events is tested using
the same 3Di schematization, except for the initial conditions. The inputs consist of the hourly effective
precipitation PE and recharge R for each value of SU,max, as derived in Section 4.2. These forcings
are applied in the 3Di model, which then produces the simulation results. The parameters and data re-
quired for the schematization and model is described in Subsection 4.3.1. Thereafter, Subsection 4.3.2
presents the calibration method, which can follow either a spatially lumped or a distributed approach.
It also describes how the different simulations are tested and how their performance is assessed.

4.3.1. Schematization and model
This subsection describes the model objects and settings used in 3Di to represent the Hupselse Beek.
These elements show how 3Di translates the physical characteristics of the catchment into a compu-
tational model. More information about model set-up in 3Di can be found in the 3Di documentation
website (Nelen & Schuurmans, 2025).

Setting objects
A high-resolution Digital Elevation Model (DEM) from Actueel Hoogtebestand Nederland 4 (AHN4) is
loaded, featuring a spatial resolution of 0.5 m x 0.5 m. This elevation data is derived from laser altimetry,
with approximately 10 elevation measurements recorded per square meter. The DEM is modified so
that the channels are embedded into the terrain. This is necessary because laser altimetry reflects the
water surface rather than the channel bed, resulting in inaccurate elevation data for watercourses. In
addition, a file containing surface Manning friction coefficients is included. The raster is derived from a
land use map provided by Nelen & Schuurmans.

Furthermore, the computational and vertical resolution is specified in the settings. For the computa-
tional resolution, the minimum cell size chosen is 10 m x 10 m with 3 grid cell levels. This means that
refined locations have 10 m x 10 m grid cells, with the cell size doubling at each level further from the
refinement.

Groundwater settings
As stated in Section 3.1, the loamy sand layer in the Hupselse Beek area varies in thickness from
0.2 to 10 m and rests on an impermeable clay layer. In 3Di, a spatially varying impervious layer can
be added. However, due to uncertainties in how this level varies across the area, the base of the
unconfined aquifer is assumed to be uniform. This level is determined based on the vertical cross-
section from BRO REGIS II from DINOloket (Appendix B) at the location of the main creek, which is
approximately 21.8 m NAP. The assumption of an impervious layer is supported by the elevation range
of 22 to 35 m NAP (derived from the DEM raster) and by the loamy sand layer depth of 0.2 to 10 m.
This assumption is consistent with the idea that lower elevations are associated with lower depths and
higher elevations with higher depths.

Next to the impervious layer, the effective porosity, hydraulic conductivity and Horton infiltration param-
eters are set. These parameters differ per soil type. The values are based on literature and adjusted
within calibrated ranges specific to the soils in the Hupsel, which consists primarily of loamy sand and
a bit of clay, peat, and gravel. First, the ranges for effective porosity are defined. The paper of Uru-
mović and Urumović Sr. (2016) gives a relationship between referential grain size and effective porosity.
The data was examined for samples from clay to gravel. Different soil types show different ranges in
effective porosity: for silt and clay 0.03–0.08; for sand this range is 0.25–0.35; and for sandy gravel
0.27–0.33. Since the Hupsel soil is primarily made up of sand, the upper bound is chosen to be set at
0.35. The lower bound is set at 0.10 since the addition of clay and silt decreases the effective porosity.
For the initial simulation, the effective porosity is set at 0.23, the average of the two extremes.



18 Chapter 4. Methodology

Thereafter, the calibration ranges for hydraulic conductivity are determined. In the study of Yusuf et
al. (2020), the hydraulic conductivity for loamy sand was determined for two different tests and at four
different depths. Mean values ranged from 8.3 m/d at a depth of 0.02 m to 0.40 m/d at a depth of 0.06 m.
Furthermore, the study of Lee et al. (1985) measured the saturated hydraulic conductivity for different
soil types and with three different measurement techniques in Ontario, Canada. Averaged over the
three methods, this gave values of 2.6 m/day for sand and 0.17 m/day for loam. Given that there is
a large range of values for hydraulic conductivity, the calibration range is chosen between 0.1 and 10
m/d. The geometric mean of the two extremes, equal to 1.0 m/day, is chosen as the base value before
calibrating. This is supported by previous work, where both Prudic (1991) and Chen et al. (2018) report
that their hydraulic conductivity data follow a log-normal distribution and apply the geometric mean as
a representative measure.

Unlike effective porosity and hydraulic conductivity, there is limited literature available on Horton infil-
tration parameter values. For this thesis, the study by Gilliom et al. (2019) serves as the only source,
providing Horton parameter values per soil group. The initial parameter is set based on loamy sand,
with an initial infiltration rate of 25.4 mm/h, an equilibrium infiltration rate of 5.1 mm/h and a decay rate
of 3 hours. Based on model performance using these values, the parameters are either increased or
decreased through interpolation between loamy sand and either the higher soil class type sandy loam
or the lower soil class clay. This ensures that physically realistic differences between initial and equilib-
rium infiltration rates remain as reported in literature. Throughout the calibration procedure, the decay
rate of 3 hours is kept constant, as all soil types except for sand are reported to show similar values in
the study of Gilliom et al. (2019).

A complete overview of the chosen groundwater setting parameters is given in Table 4.1, where the
calibrated values are shown in bold. The calibrated procedure is further described in Subsection 4.3.2.

Groundwater settings in 3Di Value Unit Explanation

Impervious layer level 21.8 m NAP From DINOloket
Initial infiltration f0 610 mm/day Value loamy sand
Equilibrium infiltration feq 122 mm/day Value loamy sand
Infiltration decay k 3 hour Value loamy sand
Effective porosity ϕeff 0.23 [-] Mean 0.10 – 0.35
Hydraulic conductivity K 1.0 m/day Geometric mean 0.10 – 10

Table 4.1: Initial groundwater settings with calibrated settings in bold.

Initial conditions
The initial conditions are specified for both groundwater and surface water. For groundwater, obser-
vations at different locations make initialisation possible for the calibration and validation events. For
surface water, however, there is only one measurement point at Meetstuw. Therefore, initialisation
relies on an assumption that is the same for all events.

The distribution of initial groundwater levels within the area is based on the Average Lowest Ground-
water Level (GLG) map. This corresponds to the 30-year average of the LG3, which represents the
mean of the three lowest groundwater measurements per hydrological year, based on bi-monthly ob-
servations. In the map, groundwater levels are expressed as depths relative to the ground surface.
Because the DEM has higher pixel accuracy, the GLG raster is first projected. A draft raster is then
created by subtracting the depth of groundwater level from the DEM. Initial levels are further tweaked,
depending on the measurements provided by the waterboard. Figure 4.2 illustrates the resulting initial
groundwater level raster for 2023.

Additionally, an initial surface water level is defined. As there is only one downstream measurement of
water level at Meetstuw, the water levels in the rest of the channels are unknown. It is assumed that
the water level along the creek reflects dry conditions and is therefore raised by 0.60 m at the lowest
elevations.
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Figure 4.2: Initial groundwater level raster for 2023 for study area. Aerial image obtained from the WMS service Actueel
Ortho25 with a resolution of 25 cm is used to map the background. Water courses are illustrated with lines and measurement

points with dots.

1D objects
The creek of the Hupselse Beek, represented as 1D channel objects in 3Di, is added to the schematiza-
tion. For these channels, cross section locations are defined. At these sections, the channel geometry
is specified along the Y–Z plane. There are a total of 157 measured and theoretical profiles provided by
Waterschap Rijn & Ijssel. In between these defined locations, the cross section profile is interpolated
along the watercourses. These have KStrickler friction values available that range between 15 and 25
depending on the cross-section. An average value of 20 is used across all channel sections. Since only
Chézy or Manning friction type is required, this KStrickler is converted to Manning. According to Ankum
(2002), for uniform flow, KStrickler = 1 / n for uniform flow. This gives a value n of 0.05. With these
cross-section locations, the channels are added. Lastly, connection nodes are placed, representing
locations where the 1D and 2D domains exchange.

Next to the channels, hydraulic structures are added. In the Hupselse Beek, there are 51 culverts and
10 weirs. The culverts are represented as 1D objects, while the weirs are represented as 2D obstacles,
as explained in the next section. Short-crested orifices are placed instead of culverts to simplify the
complex flow dynamics which you would need when modelling culverts. The cross-sections of the
culverts aremostly circular, with some rectangular, and the discharge coefficients are assumed to be 0.8.
To model the culverts, data from the waterboard is used, providing upstream and downstream invert
levels (m NAP) as well as cross-sectional dimensions (width and height). Since the orifice formulation
requires a crest level, the upstream invert level is taken as the lowest point of the opening, so that flow
starts once water covers the culvert bottom. Missing data is completed from measurements on the field
during a site visit with a staff gauge.

2D objects
In the 3Di schematization and model, the ten weirs are represented as obstacles. The function of
an obstacle is to impose a fixed crest level on the computational grid, ensuring that water can only
pass once this elevation is reached. The obstacle is implemented as a line with a crest level, which
overrides the DEM values at the cell edges when calculating cross-sections between adjacent cells, if
those values are lower (Nelen & Schuurmans, 2025). For this 3Di model, the crest levels are assumed
to correspond to the lowest elevation of the weirs.
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In addition, a grid refinement line is added along the channels in the 3Di model, allowing the model to
calculate most accurately in this region. This level is referred to as level 1. The minimum cell size that
is specified in the model settings is 10 m x 10 m. As specified in the model settings, the model allows
up to three grid levels. This means the computational grid is four times larger (20 m x 20 m) in the
areas around the channel and 16 times larger (40 m x 40 m) in the areas further away, corresponding
to level 2 and level 3 respectively. This last level makes up most of the computational grid.

Lastly, a 2D boundary condition is applied for the 2D surface domain. A downstream water level bound-
ary is set downstream of Meetstuw with a low water level (-999 m NAP) to allow outflow. For ground-
water, no boundary condition is applied due to insufficient data on subsurface flow in the area.

4.3.2. Calibration, simulation and analyzing results
A sequential calibration is performed on the most recent drought event, as it contains the most ground-
water data. Model parameters are adjusted based on performance, and the final calibrated values are
then applied to two other drought events for validation. The sequential calibration focusses on faster
processes prior to slower flow and storage parameters like effective porosity and hydraulic conductiv-
ity. The parameters that are calibrated are given in Table 4.2, with their initial values. First, the Horton
infiltration parameters (initial and equilibrium infiltration rates) are calibrated to the surface water mea-
surements, as these primarily control the amount of water that infiltrates from precipitation and are not
directly influenced by effective porosity or hydraulic conductivity. Next, effective porosity is calibrated
to match groundwater storage dynamics, focusing on the amplitude of groundwater rise. Finally, hy-
draulic conductivity is tuned to reproduce groundwater gradients and lag times between upstream and
downstream observations. Both effective porosity and hydraulic conductivity are calibrated using the
groundwater observations.

In 3Di, parameters can either be specified as uniform values, representing a spatially lumped model, or
as spatially varying rasters in a distributed approach. Because effective porosity and hydraulic conduc-
tivity span a wide range of values, a lumped representation may in some cases provide more robust
calibration results. Calibration is initiated with uniform values for all parameters. Depending on these
results, it is investigated whether changing to spatially varying rasters can lead to better results.

Groundwater settings in 3Di Value Unit Explanation
Initial infiltration f0 610 mm/day Value loamy sand

Equilibrium infiltration feq 122 mm/day Value loamy sand
Effective porosity ϕeff 0.23 [-] Mean 0.10 - 0.35

Hydraulic conductivity K 1.0 m/day Geometric mean 0.10 - 10

Table 4.2: Parameters used for sequential calibration.

Figure 4.3 builds on Figure 2.1 presented in Chapter 2, showing the two model domains together with
the groundwater parameters, with the calibrated values indicated by circles. The figure illustrates the
structure of the model, in which both effective precipitation PE and recharge R serve as inputs.
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Figure 4.3: 3Di cells: upper for surface water elevation domain and lower for groundwater domain. Calibration parameters are
circled. Figure inspired from slides for 3Di training. (Volp, 2025)

During the calibration procedure, the performance of the results for groundwater and surface water are
assessed with to the following key metrics: NSE, RMSE, logNSE, R2 and KGE. Table 4.3 gives an
overview of the metrics with their formula, description and application for this research.

Table 4.3: Overview of key metrics used for model evaluation of surface water and groundwater levels. Here, hobst and hsimt are
observed and simulated water levels at time t; hobs and h

sim are their means; r is the linear correlation coefficient; σ the
standard deviation; and N the total number of time steps. Water levels h have units [L] (reported as m NAP).

Key Metric Formula Description Application for this
research

Nash–Sutcliffe Efficiency
(NSE)

1−
∑

(hobst − hsimt )2∑
(hobst − h

obs
)2

Goodness of fit relative
to the observed mean
(1 = perfect, 0 = mean
benchmark, < 0 worse).

Assess goodness of fit
between observed and
simulated water levels.

Log-transformed NSE
(logNSE)

1−
∑

(log hobst − log hsimt )2∑
(log hobst − log hobs)2

Variant of NSE applied
on log-transformed data,
giving more weight to
low flows.

Evaluate model fit for
low-flow conditions in
groundwater.

Kling–Gupta Efficiency
(KGE)

1 −√
(r − 1)2 + (α− 1)2 + (γ − 1)2,

α =
σhsim

σhobs
, γ =

h
sim

h
obs

Combines correlation r,
variability ratio α, and
bias ratio γ.

Balanced assessment
of timing, variability, and
bias in water levels.

Root Mean Square Error
(RMSE)

√
1

N

∑
(hobst − hsimt )2 Average error magni-

tude (penalizes larger
errors).

Quantify typical water
level error (m).

Coefficient of Determination
(R2)

 ∑
(hobst − h

obs
)(hsimt − h

sim
)√∑

(hobst − h
obs

)2
∑

(hsimt − h
sim

)2


2

Proportion of variance in
observations explained
by simulations.

Check how well tempo-
ral variability in water
levels is reproduced.

Percent Bias (PBIAS) 100 ·
∑

(hsimt − hobst )∑
hobst

Average tendency of
simulations to overesti-
mate or underestimate
observations (in %).

Quantify relative bias in
simulated water levels.
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4.4. Methodology overview
The complete methodology is given in Figure 4.4. The correlation analysis that is performed in Phase 1
answers research question 1. Furthermore, the last step in Phase 3 answers research question 2 and
3. Research questions 2 and 3 are distinguished by the simulation input, which is effective precipitation
PE in the case of research question 2 and recharge R in the case of research question 3. These inputs
from the bucket model are highlighted through the arrow that links the bucket model step from Phase
2 to the calibration, simulation and analyzing results step in Phase 3. For Phase 3, the schematization
and model can be constructed independently of Phase 1 and 2 since the study area is defined. The
only dependency is that the initial groundwater conditions rely on the selection of drought events for
3Di in Phase 1. This is also indicated by a black arrow.

Figure 4.4: Flow diagram that gives overview of the methodology structure. Boxes with solid lines represent the
methodological steps, whereas dashed-line boxes indicate the corresponding phases. The green arrows highlight how each
step contributes to answering the research questions. If a step is dependent of another one, it is linked with a back arrow. The

green arrows highlight which steps contribute to answering the research questions.
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Results

This chapter provides the results for this research. Section 5.1 examines how antecedent soil moisture
correlates with peak discharge, covering Phase 1 of the research. Section 5.2 highlights the 3Di model
performances from simulations for the chosen post-drought events (Phase 3). The steps from Phase
2 are indirectly incorporated in Section 5.2, as they define the model inputs.

5.1. Data analysis
This section discusses the results of the data analysis. First, Subsection 5.1.1 presents the results of
the GEV fit to the streamflow values and the subsequent calculation of the SSI. The selected droughts
that follow from the criteria are presented in Subsection 5.1.2. Thereafter, the correlation analysis for
the different droughts followed by peak events is reported in Subsection 5.1.3. Of these droughts, the
selected ones that are simulated in 3Di are given in Subsection 5.1.4.

5.1.1. SSI calculation
To calculate the SSI for each day within the time series, a probability distribution is fitted to the stream-
flow data. The GEV distribution is assumed to provide the best fit for the SSI, and its performance
is evaluated for three days. The empirical distribution and Q-Q plot are analyzed, as illustrated in 5.1.
The upper plots show a histogram with the GEV fit. Here, the x-axis represents the 30-day rolling mean
discharge Q30day expressed in mm/day. The y-axis shows the probability density, where the histogram
represents the empirical distribution of discharge values and the red curve represents the fitted GEV
distribution. The lower plots illustrate Q-Q plots, where the empirical quantile derived from observed
streamflow data is plotted against the quantiles predicted by the GEV distribution.

Histograms show a moderately skewed distribution for January 1, followed by a bit right-skewed distri-
bution for May 2 and a large skewed distribution with a sharp peak near zero for August 31. The points
generally align well with the 45-degree line in the Q-Q plot. There are some deviations in the upper tail,
especially for May 2 and August 31.

The GEV distribution provides a generally good fit for the data. Although there are some outliers for
the high flows, this does not significantly affect the application of the fit. Since the GEV fit is used to
identify droughts, and not peak flows, these outliers will not interfere with the analysis.

23
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Figure 5.1: Empirical distribution and Q–Q plot GEV fit January 1, May 2 and August 31.

With the accepted GEV as distribution, the SSI is calculated. Figure 5.2 illustrates the results for this SSI
method for the years 1993 up to and including 2023. The gaps indicate that there is missing discharge
data on that day.

Figure 5.2: SSI index Hupselse Beek.

5.1.2. Selection of droughts
With the calculated SSI, the initial criteria described in Subsection 4.1.2 is set in order to find drought
events. During this process, it is discovered that the criteria of SSI smaller than -1.0 is too stringent.
An SSI threshold of -0.5 leads to around 65 percent more events. Therefore, this criteria is changed,
resulting in 38 drought events. Of these, eight are in summer, twelve in winter and the rest in the other
months. In addition, the top 28 highest peak events that are not preceded by a drought are identified.

5.1.3. Correlation analysis
The event-based correlation analysis is performed for all 48 drought events and 28 highest peak events,
not followed by hydrological droughts. The run-off ratio is plotted against the antecedent soil water
content prior to the peak event and shown in Figure 5.3. The plot highlights a threshold at around a
soil water content of 0.22 mm3/mm3. Below this threshold, the Q/P ratios range between 0 and 0.2.
Conversely, above the threshold, the Q/P ratios increase faster. Linear regression lines are plotted to
stress the threshold.
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Figure 5.3: Correlation between run-off ratio (Q/P ) and soil water content (SWC) one day before the peak event. Green, blue,
and yellow markers show peaks following drought, while red markers show peaks not preceded by drought. The black

regression line is for all events, and the purple line is for events with SWC ≥ 0.22.

Additionally, the rolling-window analysis is conducted, in which the correlation analysis is performed
for individual droughts. All the plots are given in Appendix C for summer and Appendix D for winter.
For illustrative purposes, some examples are given in Figure 5.4. From these results, it is clear that
there is a difference between winter and summer. In summer, soil water content varies over a wider
range, and the threshold effect is more pronounced compared to winter, where the data points align
more vertically. Four events show notably lower soil water content values. These correspond to long
drought periods (around half a year), where the drought began in summer and soil water content was
already low at the start.
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(a) Summer (b)Winter

(c) Long Drought (d) Colour bar hydrological day

Figure 5.4: Results for rolling-window analysis. Plots show average run-off ratio against antecedent soil water content for
summer drought (a), winter drought (b) and long drought (c). All other plots are given in Appendix C for summer and

Appendix D for winter. The colour-coded bar (d) indicates the date.

5.1.4. Selection drought events for 3Di
Of the total eight summer drought events, three summer events are selected for modelling in 3Di.
Events from 2012 onward only are suitable for modelling in 3Di since these contain groundwater data.
Of these summer events, four are from 2012 onward (2012, 2015, 2020 and 2023). The first is chosen
not to model since the peak discharge is the lowest of the three and occurs before the lowest SSI. Illus-
trations of the three most recent summer droughts (2015, 2020, and 2023) are provided in Appendix E.
For each drought period, plots are given for precipitation, evaporation, discharge with SSI, soil water
content, surface water level and groundwater level. Since 2023 has the most data on groundwater mea-
surements, it is used as the 3Di calibration event. The events of 2020 and 2015 are used to validate
the model.

5.2. 3Di
The input that is used for the effective precipitation and the recharge with three different SU,max param-
eters and for the years 2015, 2020 and 2023 are given in Appendix F, Appendix G and Appendix H
respectively. It is highlighted that the event of 2015 is mostly cumulative and has the smallest maxi-
mum effective precipitation per hour. Conversely, the event of 2020 has the highest maximum effective
precipitation per hour and is the most instantaneous one. Lastly, the event of 2023 is the most contin-
uous peak event, with effective precipitation occurring each day. When adding the bucket, decrease
in hourly recharge is noticeable and impact differs per peak event. For instance, for the week in 2020,
the first instantaneous peak has largest decrease since the bucket is assumed to be empty.
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The following subsections report the results following the calibration and validation procedures. These
results for calibration are presented for effective precipitation in Subsection 5.2.1 and recharge in Sub-
section 5.2.2. Thereafter, Subsection 5.2.3 and Subsection 5.2.4 depict the validation results for ef-
fective precipitation and recharge respectively. For the calibration steps, the intermediate results are
reported in the appendix, where corresponding water balance schematics are also included.

5.2.1. Calibration effective precipitation
Base simulation
Before calibration, the base simulation is run. The results for both surface water at Meetstuw and
the five groundwater locations are given in Figure 5.5. The plots and key performance metrics show
that the groundwater simulations perform better compared to the surface water. For instance, the
differences in R2 indicate that the model can explain the variance in the observed data much more
for groundwater compared to surface water. For all locations, NSE and logNSE values are relatively
close, suggesting that the model performs comparably for both low flows and peak flows. The relatively
high values of NSE, logNSE and logNSE for the Camping site show that the groundwater is already
well represented by the model, while others suggest further optimisation. In addition, for groundwater,
the model underestimates for two sites (Ten Barge and Meteoveld), while it overestimates for the three
other sites (Camping, Schoolweg, Eimersweg).

Figure 5.5: Base simulation with initial values for 2023 calibration event. Upper left is surface water at Meetstuw, followed by
the four groundwater locations.

Horton infiltration
The Horton infiltration is calibrated to improve the surface water levels. The top left plot in Figure 5.5
shows the observed and modelled surface water level upstream of Meetstuw. The modelled results
show a large drop at the start due to the initialisation, followed by two peaks, while the observations
show one larger buffered peak. Calibration is done between the infiltration ranges of clay and loamy
sand. With the clay values (7.6 mm/h initial, 2.5 mm/h equilibrium), the water levels are too high. After
two calibration steps, the final infiltration values are 12.05 mm/h (initial) and 3.15 mm/h (equilibrium).
Key metrics are checked to see if the calibration improves the results, but they are not meaningful
here because the response patterns of the model and the observations differ substantially. The focus
is therefore on whether enough water is retained in the surface water domain. The results for the
iteration steps are given in Appendix I.
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Effective porosity
Next, the effective porosity is calibrated. First, the simulations with the low effective porosity of 0.1 and
the high effective porosity of 0.35 are run. The groundwater levels that are located deeper (Schoolweg,
Eimersweg and Camping) mostly show better key metric performances for the high effective porosity
than for the low one, as shown in Appendix J. Conversely, the lower groundwater levels (Ten Barge
and Meteoveld) perform better for the lower porosity compared to the higher porosity. Except when
looking at R2 for the groundwater Camping, Schoolweg and Eimersweg, this is the other way around,
the key metric performs a bit better with the low effective porosity. Since the other metrics point all to the
opposite, they are considered leading in the evaluation. For this reason, the method of a distributed
approach is applied instead of a spatially lumped approach with uniform values. A raster is made
of differing effective porosity values that are between 0.1 and 0.35. The values are based on the
groundwater results for the base simulation where the value is 0.23, and the two extremes. Because
of limited groundwater observations, all of the interpolation is based on estimation. The results for the
final effective porosity raster is given in Figure 5.6. At all locations except Schoolweg and Eimersweg,
the key metric performance after calibration is better than for the uniform high and low effective porosity
cases. For Schoolweg and Eimersweg, the results are the same as for the high porosity case, since
the final effective porosity at these locations is 0.35 for both.

Figure 5.6: Study area with final effective porosity raster following the distributed approach after calibration.

Hydraulic conductivity
Lastly, the hydraulic conductivity is calibrated. The simulations with both high and low porosity are
run. These values equal 10 and 0.1 m/d respectively. The results are given in Appendix K. First,
the high hydraulic conductivity is analyzed. The surface water results highlight higher surface water
level and higher delay compared to other simulations. Additionally, location Schoolweg, situated in
the upstream part of the catchment, shows notable deviations between modelled and observed water
levels, with the differences growing larger as the simulation progresses. There are also deviations in the
other groundwater locations, but less extreme. In contrast to the high hydraulic conductivity, the lower
hydraulic conductivity leads to better performance values except for the R2 metric. It is investigated if
the geometric mean between the two extremes, equal to 0.32 m/d, leads to better results. This is not the
case, only Camping shows a bit better key performance results. While a higher hydraulic conductivity
at this specific location would yield better results, applying the distributed approach by implementing
a spatially varying raster for just one location is not feasible. The final parameter value of 0.1 m/d is
selected, as the simulation results show no significant difference between 0.1 and 0.32 m/d. Therefore,
further calibration is not necessary.
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Final simulation
The final groundwater parameter values are based on the calibration results. Figure 5.7 shows the
outcomes of the final calibration, and Table 5.1 lists the final parameter values. Compared to the
base simulation in Figure 5.5, the amplitudes of the surface water levels are larger. Most key metrics
for surface water improve, but they remain of limited value because the response pattern still differs
substantially. In contrast, the key metrics for all groundwater locations show better performance than
in the base simulation.

Figure 5.7: Final simulation with initial values. Upper left is surface water at Meetstuw, followed by the groundwater locations.

Groundwater settings in 3Di Initial value Final value Unit

Impervious layer level 21.8 21.8 m NAP
Initial infiltration f0 610 289.2 mm/day
Equilibrium infiltration feq 122 75.6 mm/day
Infiltration decay k 3 3 hours
Effective porosity ϕeff 0.23 Raster [-]
Hydraulic conductivity K 1.0 0.1 m/day

Table 5.1: Final groundwater settings with calibrated settings in bold.
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5.2.2. Calibration recharge
The final groundwater parameter values from the effective precipitation calibration serve as the initial
parameters for the recharge calibration. Using these values, the model is simulated with recharge
instead of effective precipitation, as shown in Figure 5.8.

Figure 5.8: Calibration recharge 2023 base simulation.

Compared to the effective precipitation simulation, the results show a single peak instead of two. In
addition, Figure 5.8 shows that the surface water level is too low, indicating that too little water is retained
in the surface water domain. To improve this, the Horton based infiltration values are reduced to values
corresponding to clay (7.6 mm/h initial, 2.5 mm/h equilibrium). The results are given in Figure 5.9.

Figure 5.9: Calibration recharge 2023 final simulation.
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Figure 5.9 shows that the calibration step raises the surface water level slightly. However, this comes
at the expense of all groundwater locations, which perform worse than in the base simulation shown in
Figure 5.8. Further calibration for groundwater is not done, because the groundwater domain already
lacks water and this would require unrealistic parameter values.

5.2.3. Validation effective precipitation
This subsection presents the validation of the model by simulating the events of 2020 and 2015 with
the same parameters that follow from the final groundwater parameters values. The difference with
the previous simulations is that the effective precipitations are now simulated as input for the weeks of
2020 and 2015. Furthermore, the initial groundwater level rasters differ from each other, depending on
the measurements.

Validation effective precipitation year 2020
The validation results for the event of 2020 are shown in Figure 5.10. The modelled surface water
levels are higher than the observations. Additionally, there is no delay and buffer, as was with the
event of 2023. For the groundwater measurements, different response patterns to the rain event are
observed compared to the 2023 event. For instance, Meteoveld and Camping have more of a bulging
effect compared to the event of 2023. In contrast, Ten Barge has a sharp spike increase followed by a
decrease while the event of 2023 shows a gradual increase. The modelled groundwater results reveal
similar patterns: instant increase followed by smaller step increases. Although the 2023 event provided
reliable groundwater measurements, the 2020 results cannot be used to validate the model.

Figure 5.10: Validation effective precipitation for 2020 event.
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Validation effective precipitation year 2015
Figure 5.11 presents the validation results for 2015. In contrast to the events of 2020 and 2023, the
event of 2015 shows a much smaller surface water level response. At Meteoveld and Camping, the
modelled groundwater levels have higher amplitudes than the observations. The groundwater levels
also do not decrease after the peak. As with the 2020 event, the responses at Camping and Meteoveld
are overestimated, and the initialisation at Meteoveld does not match the observations. Together with
the 2020 event, this event shows that the model cannot be validated for peak flows after drought.

Figure 5.11: Validation effective precipitation for 2015 event.

5.2.4. Validation recharge
Following the Horton calibration for the event of 2023 with recharge input, the events of 2020 and 2015
are simulated with recharge with the same settings.
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Validation recharge precipitation year 2020
The results for 2020 are given in Figure 5.12. The surface water plot illustrates that the surface water
barely reacts to the input of the recharge. Also, the groundwater measurement locations indicate that
the recharge is groundwater is too low, especially for Ten Barge.

Figure 5.12: Validation recharge for 2020 event.

Validation recharge precipitation year 2015
The results for 2015 are given in Figure 5.13. For this event too, the surface plot barely reacts to the
input of water. For Ten Barge and Meteoveld the groundwater recharge is on the low side. In contrast,
the Camping site in Figure 5.13 shows better results when recharge is used as input compared to the
final simulation with effective precipitation.

Figure 5.13: Validation recharge for 2015 event.





6
Discussion

This chapter discusses the results of this research. First, the findings from the data analysis are pre-
sented in Section 6.1. Thereafter, Section 6.2 elaborates on the 3Di model and its outcomes. The
discussion first addresses the results for both effective precipitation and recharge. This is followed
by subsections that highlight specific points and discuss the main limitations of the research. Lastly,
Section 6.3 discusses if this case study can be generalized for other catchment systems.

6.1. Data analysis
First, Subsection 6.1.1 discusses the results of the SSI calculation and how methodological choices
and criteria influenced them. Subsection 6.1.2 then examines the selected drought events and the
criteria that shaped these outcomes. Finally, Subsection 6.1.3 presents the correlation analysis, with a
particular focus on data uncertainty and validation.

6.1.1. SSI calculation
Within this study, the SSI is calculated from 1993 up to and including 2023. From the results, it is
highlighted that at some points there is severe drought in which the SSI reaches -2. In recent years,
the SSI remains below zero for longer periods. It is also observed that compared to older years, the
years 2018, 2019 and 2022 depict a larger duration where the SSI remains below zero. The study
by Altayeb (2023) reports only SSI-1 based on the GEV distribution for the period 2018-2024, which
limits the comparison to these years. Apart from the missing values in the present dataset, the results
appear relatively consistent with those of the study. A key difference is that Altayeb (2023) calculated
SSI from simulated streamflow, whereas the present study relies on observed values. Consequently,
the missing data in this study partly explains the discrepancies between the two series.

Beside the differences in data, methodological choices regarding the averaging timescale also influence
the characterization of droughts. In this study, the 30-day averaging timescale (SSI-1) was applied.
In comparison, Altayeb (2023) also examined 10-day and 90-day timescales for Hupsel in order to
calculate SSI-actual and SSI-3 respectively. Among the tested distributions (Tweedie, Pearson Type III,
Genlog andGEV), the results showed that GEV generally produced the lowest rejection rates, except for
the 90-day average, where Genlog performed better. If the 90-day average would have been adopted
for this study, the Genlog would have been the best fitted distribution, leading to different SSI calculation.
Even though GEV was the best fit for the 10-day average as well, it still would have led to other results,
which in turn could have required adjustments to the criteria for drought selection in the next step.
Future research could explore the correlation analysis for shorter or longer droughts, using SSI-actual
or SSI-3 respectively.

6.1.2. Selection of droughts
Using the chosen criteria, drought events with subsequent peak flows were extracted from the Hupsel
time series. To obtain a larger set of results, the SSI threshold was adjusted from −1 to −0.5. This
resulted in approximately 65 percent more events. Within literature, an SSI of around −0.5 is typically
classified as a mild drought (Altayeb, 2023; Zalokar, Kobold, and Šraj, 2021; Wu et al., 2022). Given
the hydrological conditions in the Netherlands, a threshold of −1 may be too stringent for the study
area.

35
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6.1.3. Correlation analysis
The correlation analysis produces clear results: run-off increases from the threshold of 0.22 mm3/mm3

onward, and seasonal patterns differ. The threshold represents the point at which the soil is close to
saturation, leading to additional rainfall that cannot infiltrate and is instead routed to surface run-off.
The relationship between antecedent soil moisture conditions and run-off is non-linear, with sharp in-
creases once the threshold is exceeded. The event-based analysis highlights this threshold behaviour
for individual peak events. When considering all droughts together, the correlation is stronger when
comparing to only the droughts that have a soil water content larger than 0.22 mm3/mm3. However,
this is mostly due to more outliers. Furthermore, the rolling-window analysis highlights how the rela-
tionship develops across different seasons. On the one hand, in winter, soils are generally wetter and
evapotranspiration is low. On the other hand, in summer, drier conditions and higher evapotranspira-
tion occur. Therefore in summer, the relationship between antecedent soil water content and peak flow
is weaker, but the non-linear threshold behaviour is still clear once soils become saturated. Despite
these consistent results, the accuracy of the soil water content data is uncertain. Therefore, it essential
to address data uncertainty and validate the findings against other observations.

Data uncertainty
In the information document of Gleam (2024), there is no reporting of any uncertainties in the data that
is based on satellite observations. In addition, the modelled data from GLEAM has a resolution of 0.1◦
by 0.1◦ latitude-longitude degrees. The Hupselse Beek lies within the resolution grid, but its area is
approximately eleven times larger than that of the Hupselse Beek itself. While it is assumed that grid’s
water content data represents conditions in the whole Hupsel area, in reality it varies. The study of
Rosenbaum et al. (2012) test site with an area of 0.27 km2 in Wüstebach, Germany found that soil
properties, topography, meteorological forcing, vegetation and groundwater drive spatial soil moisture
patterns. The Hupsel study area also features varying soil properties (mainly loamy sand with a bit of
peat and gravel), difference in groundwater flow, and modest elevation changes. These factors suggest
that soil moisture conditions in the Hupsel catchment are more complex than what a coarse-resolution
of 0.1◦ by 0.1◦ can represent.

Data validation
To validate the soil water content data, it is compared against in-situ measurements. “Droogte Zand-
gronden Nederland” is a project in which eleven sandy locations in The Netherlands including Hupsel
measured soil moisture. The measurements were conducted at a 15 and 30 cm depth with sensors.
The project was established to improve understanding of drought processes in sandy soil regions, with
focus on the droughts of 2018 and 2019 (Heinen et al., 2023). The sensors are situated near the KNMI
station. Since 2020, Droogteportaal Nederland (n.d.) has continued monitoring soil moisture at this
site, with the data made publicly available. Although the overall flow is similar to the data from GLEAM,
the extremes differ: the measurements display more pronounced highs and lows compared to GLEAM
data. The absolute values of the measured soil moisture contents are not exact since the soil moisture
sensors are not calibrated for the local soils (Heinen et al., 2023). It is therefore difficult to determine
whether the deviations in extremes are due to the sensor itself or to GLEAM. Overall, the GLEAM data
provide valuable insights in determining the effect of antecedent soil moisture conditions on run-off
generation after hydrological drought.

6.2. 3Di
This study evaluates the 3Di model’s performance for post-drought peak flows for both effective pre-
cipitation and recharge, forming Phase 3 of this research. The results are discussed first for effec-
tive precipitation in Subsection 6.2.1, followed by recharge in Subsection 6.2.2. The subsections first
present the surface water results, then the groundwater results, and finally the water balance schemat-
ics. Thereafter, Subsection 6.2.3 highlights specific results of the distributed approach and Subsections
6.2.4 and 6.2.5 cover uncertainties and limitations.
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6.2.1. Effective precipitation
Surface water
For the surface water, the 3Di results illustrate too responsive levels for all events. The peaks are too
narrow and lacking any buffering effect. The observations highlight that there is not enough time for
the system to empty, while for the 3Di model this is the case. The following are possible explanations
that should be investigated in further 3Di modelling.

First, the surface water domain was not calibrated. The friction values in 3Di may be too low, as the
creek is mostly assigned a Manning coefficient of 0.026, which may be too smooth for a lowland creek.
In addition, all weirs are represented as obstacles with a single crest level through which water can pass,
whereas in reality their geometry varies along the width, which could have influenced the surface water
domain. Calibration of surface water parameters such as friction or a more detailed representation
of obstacles could have helped reduce the overly strong response. Second, the data is limited: all
groundwater stations are at the edges and mostly upstream of the Hupsel, and surface water is only
measured at the most downstream location point. This makes it difficult to quantify groundwater flow
to the creek and to initialize water levels accurately. A third point is that the effective porosity near the
creek may be too high. Lowering this value during calibration gave more delay and buffering in the
surface water response. The values were not reduced further to stay within realistic ranges. However,
past drought conditions may have reduced the effective porosity even more, and its variation during
the week could also play a role. A fourth explanation for the too responsive surface water could be that
some system dynamics are missing in the model. Small weirs are present in the area, but their actual
operation is not well known, and parts of the catchment have pipe drainage (G. Roelofs, Waterschap
Rijn & Ijssel, personal communication, September 2025). This was not included in the model. Finally,
a fifth explanation could be that 3Di does not simulate the unsaturated zone, which means infiltration
delays and subsurface storage are missing. This can make the modelled response more peaked,
although with this research this alone cannot explain the mismatch during drought events.

Groundwater
The groundwater results show relatively good key-metric performance for the 2023 event. The results
show a noticeable difference between Ten Barge and Meteoveld compared to the other three locations,
with Ten Barge and Meteoveld having lower recharge. However, the drop in groundwater levels at
Ten Barge and Meteoveld towards the end of the simulation is not reproduced. This can be attributed
to the absence of a groundwater boundary condition in the model. Compared with the 2023 event,
the validation events show poorer performance. In some cases the model initialization is insufficient,
leading to a response that is either too low (e.g., Ten Barge 2020) or too high (e.g., Camping 2015).
The observations also reveal different response patterns: in 2020, Ten Barge and Meteoveld respond
differently to effective precipitation, while in 2015 and 2023 their responses are more alike. At Camp-
ing, the 2015 event shows only limited recharge, whereas the 2020 event displays a more pronounced
bulging effect. This means that for groundwater, there are some dynamics that the model fails to cap-
ture. In addition, incorporating data on groundwater inflows and outflows across the model boundaries
could have improved the simulated decline in groundwater levels following the peak caused by extreme
precipitation.

Water balance
Figure 6.1 illustrates the water balance for both the base simulation as well as the simulation with the
final calibrated parameters. For each case, rainfall and boundary outflow over the one-week simulation
are shown outside the box. Their difference represents the net input, which is distributed across the
groundwater, surface water, and 1D network domains. Inside the boxes, storage changes are reported
as the difference between the end and the beginning of the simulation period. In the groundwater do-
main, storage change comes from the balance between infiltration (downward flux) and exfiltration (up-
ward flux), with exfiltration shown as negative in 3Di. The comparison shows that calibration changes
both the outflow at the boundaries and how storage is divided between the domains.

In both simulations, most effective precipitation ends up in the groundwater domain. However, the
distribution shifts in the final simulation. Surface water storage increases (from -5271 m3 to +1332 m3),
showing some success in retaining water at the surface. However, this is outweighed by a strong rise
in boundary outflow (from 33,811 m3 to 123,806 m3), meaning water still leaves the system too quickly.
Consequently, groundwater storage decreases by nearly 100,000 m3 and overall retention decreases
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to about 90,000 m3 compared to the base simulation. Although surface water storage increases, the
changes cause faster drainage instead of more retention. The intermediate water balance steps are
shown in Appendix I, Appendix J, and Appendix K. These steps show that the reduction in Horton
infiltration is the main cause of the faster outflow. This underlines that additional calibration in the
surface water domain is needed to reduce fast drainage.

(a) Base simulation

(b) Final calibration

Figure 6.1: Water balance schematics for the base (a) and calibrated (b) simulations for effective precipitation PE . All fluxes
are given in m3 over the one-week simulation period.

6.2.2. Recharge
Surface water
The same parameter values were used as those obtained from the calibration with effective precipita-
tion as the initial starting point for the simulation with recharge. The first step was tuning the Horton
infiltration for the calibration event. When using recharge as input for 3Di, compensation was needed
through smaller Horton infiltration values in order for the surface water levels to match observations,
with values representative of clay applied to adjust the levels. This adjustment successfully raised the
simulated surface water levels to the observed range. However, similar to the simulations with effective
precipitation, the modelled results for the 2023 event still showed a flashy response without buffering.
One difference between the recharge and effective precipitation runs is that the recharge case pro-
duced a single peak instead of two. Including soil moisture conditions could have influenced this result,
but since the surface water performance is poor, no clear conclusion can be drawn. No further cali-
bration steps for Horton infiltration were performed, in order to retain realistic parameter values for the
Hupsel.

Groundwater
In the initial simulations, groundwater levels were already not well reproduced. After the calibration
step, when infiltration values were lowered further, the amount of recharge to groundwater decreased
and the results became even less accurate. This undermines the justification for decreasing Horton in-
filtration, since it came at the expense of an even poorer groundwater performance. Further calibration
of effective porosity and hydraulic conductivity was not considered, as this would have led to unrealistic
values for the Hupsel.

Water balance
Figure 6.2 illustrates the water balance for both the base simulation as well as the simulation after the
calibration step. The same patterns is seen as with effective precipitation. When infiltration decreases,
more water remains in the surface water domain, but the boundary outflow shows that it leaves the
system more quickly.
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In 3Di, Horton based infiltration is used to add a delay in the transfer of water from the surface to the
groundwater domain, thereby mimicking the unsaturated zone. Combining 3Di with a bucket model
could create overlap in representing the same processes. It is possible to turn off Horton infiltration by
setting very high values, but then all water would flow directly to groundwater instead of being retained
in the surface water. Therefore, further research is needed to assess the effect of not representing soil
moisture conditions in 3Di for peak events following droughts.

(a) Base simulation

(b) Final calibration

Figure 6.2: Water balance schematics for the base (a) and calibrated (b) simulations for recharge R. All fluxes are given in m3

over the one-week simulation period.

6.2.3. Groundwater response
Groundwater observations show that locations respond differently to rainfall. Meteoveld and Ten Barge
exhibit stronger and faster responses, while Camping, Schoolweg, and Eimersweg respond more grad-
ually. These differences reflect specific characteristics of the study area and indicate how they should
be represented in further 3Di modelling. To account for these differences, the distributed approach
uses varying effective porosity values. Relatively higher values fit better for Camping, Eimersweg, and
Schoolweg, while lower values fit better for Meteoveld and Ten Barge. This adjustment improves the
representation of dynamic responses. Higher effective porosity means greater buffering capacity, lead-
ing to smaller groundwater fluctuations after rainfall. In contrast, lower values imply reduced storage
and therefore stronger fluctuations under the same effective precipitation or recharge input.

Literature suggests that this distinction is also related to soil type, with higher effective porosities typi-
cally found in sandy soils due to their greater connected pore space, and lower values in silt- and clay-
rich soils (Urumović and Urumović Sr., 2016), as also discussed in subsection 4.3.1. It is discussed
whether differences in soil type around the area can justify the differences in effective porosity.

Figure 6.3 illustrates the study area with the profile defined by BOFEK2020, accessed via Waterschap
Rijn & Ijssel. It is seen that apart from the differences of “weak” or “strong” there is not such a strong
difference in soil type. The “strong” would refer to more sand content, while “weak” more silt/clay
content. It is seen that Schoolweg is in the same category of soil category compared to Ten Barge
and Meteoveld (weak loamy sandy soils I), even though Schoolweg shows such different response to
groundwater recharge compared to Ten Barge and Meteoveld. Additionally, Camping is also located in
a weaky loamy sandy soil, despite the expectation that the site would consist of stronger sandy material.
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Figure 6.3: Soil profile of research area. Roman numerals distinguish soil variants within this type. Aerial image obtained from
the WMS service Actueel Ortho25 with a resolution of 25 cm is used to map the background. Water courses are illustrated with

lines and measurement points with dots.

This means the difference in effective porosity compensating for the different groundwater responses
cannot be justified by a clear difference in soil composition. The filter depths of the monitoring wells are
comparable (G. Roelofs, Waterschap Rijn & Ijssel, personal communication, June 2025). Therefore the
measurements are likely from the same aquifer. The remaining explanation lies in differences in the
hydrological setting. Ten Barge and Meteoveld are situated in areas with more seepage and intensive
draining (G. Roelofs, Waterschap Rijn & Ijssel, personal communication, June 2025). As a result, less
storage is available to buffer recharge, which causes stronger groundwater fluctuations. In addition,
the antecedent conditions of the soil plays a role. Prolonged dry periods or differences in the initial
dryness of the unsaturated zone can affect which pores are active, which helps explain some of the
observed differences. This indicates that effective porosity in the model is not only representing soil
physical properties, but also compensating for differences in drainage intensity, groundwater regime,
and antecedent conditions.

In 3Di, it is possible to compensate for these processes by adjusting effective porosity. For the event
of 2023, this worked reasonably well. However, for the other years the performance of the simulations
reduced. For instance, at Meteoveld the modelled response was too strong for years 2015 and 2020.
To better capture the differing responses, model improvements should focus on including leakage and
groundwater boundary conditions. While it is acceptable to adjust effective porosity within a plausible
range, event-based evaluation is needed to determine which processes (drainage, seepage, storage)
are dominant in controlling groundwater fluctuations.

6.2.4. Input
In order to simulate peak discharge after drought, time series for both effective precipitation as well as
lateral recharge was needed as input. Rainfall was available via KNMI on hourly basis, the time step
goal for the output of simulation. Therefore, the modelled actual evaporation, available from GLEAM on
a daily basis, had to be scaled. Since radiation was measured on hourly basis, it was decided to scale
the modelled actual evaporation based on this radiation. This is a large assumption since it would
mean no evaporation at night. In addition, for both effective precipitation and recharge, interception
was included in the calculations. However, the effect of varying SI,max was not considered and should
be investigated within further research.
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6.2.5. Calibrations
For modelling the Hupselse Beek, a minimum cell size of 10 m by 10 m was chosen with three grid cell
levels for grid refinement. The cell size was chosen to be as accurate as possible without enlarging the
computational time too much. When including the effective porosity raster, this time equaled to around
one hour and 15 minutes. Calibration for different cell sizes and grid refinement based on an ensemble
analysis could have strengthened the results.

6.3. Generalization of the case study
There are several factors that are characteristic for the Hupsel. The area has shallow groundwater con-
ditions, a mildly sloping surface, and heterogeneous soil compositions (mainly loamy sand, with a bit
of clay, gravel, and peat). Another distinctive feature is the strong variation in groundwater level mea-
surements with depth, which required calibration of effective porosity across a wider range of values.
Despite being a relatively small brook system, the Hupsel exhibits internal variability. This heterogene-
ity likely contributed to the responsiveness of the system when modelling with 3Di. For instance, the
relatively rapid reaction of surface water may be linked to the slope and groundwater dynamics. By
contrast, a system with more uniform groundwater conditions, a flatter topography, and more homo-
geneous soil characteristics could be expected to produce different results. However, this requires
further research. The characteristics of the Hupsel therefore suggest that insights from this study may
be generalized to other lowland catchments with shallow groundwater and gentle slopes.





7
Conclusion

The goal of this case study research is to answer the following questions:

1. How do antecedent soil moisture conditions during a hydrological drought correlate with peak dis-
charge during subsequent extreme rainfall events?

2. How does 3Di perform in simulating peak flow events after drought conditions when using effective
precipitation as input?

3. How does incorporating soil moisture conditions through the unsaturated zone affect the simulation
of peak discharge event after hydrological drought in the 3Di model?

For the Hupselse Beek, a positive correlation is observed between soil water content (as an indicator of
relative soil moisture) during drought and run-off after drought. This relationship is evident when com-
paring antecedent soil moisture levels five days prior to the most extreme peak discharges. Seasonal
variation affects the strength and pattern of this correlation. A clear threshold in soil water content is
observed around 0.22 mm3/mm3. Below this threshold, drought events predominantly occur during
summer or transitional seasons. Once this threshold is exceeded, winter conditions and non-drought
events appear, with run-off ratios increasing accordingly. The correlation coefficient is assessed with
the total data as well as the data that is higher than the threshold. The results for this are 0.66 and
0.56 respectively. This case study supports the observation that, during hydrological drought, the re-
lationship between antecedent soil moisture conditions and run-off is non-linear. For the soils in the
Hupselse Beek catchment, there is no indication that extremely dry conditions lead to soil hydropho-
bicity that would cause deviations from this non-linear pattern. This suggests that run-off generation in
this catchment remains responsive to soil moisture, even under hydrological drought conditions.

The effective precipitation for three chosen drought events is simulated in the 3Di model. Across all
events, the surface water reacts too quickly and produces sharp peaks that do not match the buffered
observations. Several aspects could help improve the surface water response, one of the main ones
being calibration of the surface water domain, for example by adjusting friction values. In contrast,
the estimated ranges of groundwater recharge are relatively accurate, especially for the 2023 event.
For the 2020 and 2015 events, the fit is weaker, which may be related to initialization and the lack of
boundary conditions. Including soil moisture conditions in 3Di reduces the hourly input compared to
effective precipitation. To match measured surface water levels under this setup, Horton infiltration
needs to be decreased, but this produces narrow spikes and further reduces groundwater recharge. In
this case, using the bucket model as input does not improve performance and in fact leads to poorer
results. Moreover, the imperfect outcomes for effective precipitation cannot be attributed solely to the
absence of an unsaturated zone in 3Di, since infiltration is already represented through Horton. To
conclude, the current model struggles to reproduce surface water dynamics, which shows the need for
calibration of the surface water domain. The groundwater domain, however, performs relatively well
and shows strong potential for 3Di in modelling peak flows after hydrological drought.
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8
Recommendations

This thesis closes with two sets of recommendations. Recommendations for future research are pro-
vided in Section 8.1, and recommendations for Nelen & Schuurmans in Section 8.2.

8.1. Recommendation for future research
The outcomes of this study point to several directions for future research. One important aspect con-
cerns methodological choices, such as the averaging timescale used for drought characterization. This
study applied a 30-day averaging timescale (SSI-1), but shorter (e.g., 10-day) or longer (e.g., 90-day)
timescales can yield different outcomes and even affect the choice of statistical distribution for SSI cal-
culation. Exploring such variations in future research could help make drought analysis and correlation
studies more reliable.

Chapter 1 explains that there is a knowledge gap in the interaction between peak flow, drought, and the
hydrological processes that play a role. This research focused on soil moisture, but other processes,
such as vegetation, are also relevant. Furthermore, for peak flow after drought events, it would be
worth studying how long it takes for soil moisture to recover to pre-drought levels, which could provide
meaningful insights into drought recovery.

8.2. Recommendation for Nelen & Schuurmans
In 3Di, the interaction between surface water and groundwater domains is crucial. Surface water infil-
tration determines how much recharge enters the groundwater, while shallow groundwater levels can
lead to exfiltration that feeds the surface water. To capture these dynamics, calibration and initialization
must consider both domains together. Reliable modelling therefore requires detailed information about
the study area, including initial water levels and boundary conditions.

For calibration, it is recommended to start with the surface water domain. An important aspect here
is to include the friction raster, since the current results suggest that the modelled system responds
too quickly. Adjusting these values could slow down the response. After the surface water calibration,
the groundwater domain can be added, and its interaction with the surface water domain can then be
examined. This stepwise approach supports consistent calibration of both domains and can therefore
contribute to drought modelling within 3Di.
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A
Python code

The code used in this thesis can be found in an online repository on GitHub:

https://github.com/adelsolarschaa/Thesis-Droogteanalyse
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B
DinoLoket cross-section

Figure B.1: Cross-section illustrating vertical depth of layers along length of brook, created by tracing a line along the brook
and retrieved from TNO – Geological Survey of the Netherlands (n.d.[c]).

Figure B.2: Specification of cross-section with REGIS II hydrogeological unit codes, retrieved from TNO – Geological Survey
of the Netherlands (n.d.[c]).
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C
Correlation analysis drought events

(a) Event 1 (b) Event 2 (c) Event 3 (d) Event 4

(e) Event 5 (f) Event 6 (g) Event 7 (h) Event 8

Figure C.1: Overview of twelve summer drought events followed by peak flow.
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D
Correlation analysis drought events

(a) Event 1 (b) Event 2 (c) Event 3 (d) Event 4

(e) Event 5 (f) Event 6 (g) Event 7 (h) Event 8

(i) Event 9 (j) Event 10 (k) Event 11 (l) Event 12

Figure D.1: Overview of twelve winter drought events followed by peak flow.
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E
Drought - peak flow events

Figure E.1: Drought period 1: validation event.

Figure E.2: Drought period 2: validation event.
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60 Appendix E. Drought - peak flow events

Figure E.3: Drought period 3: calibration event.



F
Input 2015 validation event

(a) P (b) PE

(c) R with SU,max = 50 mm (d) R with SU,max = 100 mm

(e) R with SU,max = 150 mm

Figure F.1: Hydrological input variables for 2015 event.
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G
Input 2020 validation event

(a) P (b) PE

(c) R with SU,max = 50 mm (d) R with SU,max = 100 mm

(e) R with SU,max = 150 mm

Figure G.1: Hydrological input variables for 2020 event.
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H
Input 2023 calibration event

(a) P (b) PE

(c) R with SU,max = 50 mm (d) R with SU,max = 100 mm

(e) R with SU,max = 150 mm

Figure H.1: Hydrological input variables for 2023 event.
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I
Horton infiltration calibration

(a) Groundwater and surface water results

(b)Water balance schematic

Figure I.1: Horton clay: groundwater and surface water results (top) and corresponding water balance schematic (bottom).
Fluxes in water balance schematic are given in m3 over the one-week simulation period.
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68 Appendix I. Horton infiltration calibration

(a) Horton infiltration between clay and loamy sand: results (top) and water balance schematic (bottom). Fluxes in
water balance schematic are given in m3 over the one-week simulation period.

(b) Horton infiltration between clay and values for Figure I.2a: results (top) and water balance schematic (bottom).
Fluxes in water balance schematic are given in m3 over the one-week simulation period.

Figure I.2: Horton infiltration calibration: Cal1 (top) and Cal2 (bottom).



J
Effective porosity calibration

Figure J.1: Results with final effective porosity raster (top) and corresponding water balance schematic (bottom). Fluxes in
water balance schematic are given in m3 over the one-week simulation period.
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70 Appendix J. Effective porosity calibration

Figure J.2: Results with uniform effective porosity of 0.35 (top) and corresponding water balance schematic (bottom). Fluxes
in water balance schematic are given in m3 over the one-week simulation period.

Figure J.3: Results with uniform effective porosity of 0.1 (top) and corresponding water balance schematic (bottom). Fluxes in
water balance schematic are given in m3 over the one-week simulation period.



K
Hydraulic conductivity calibration

Figure K.1: Hydraulic conductivity low: groundwater and surface water results (top) and corresponding water balance
schematic (bottom). Fluxes in water balance schematic are given in m3 over the one-week simulation period.
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72 Appendix K. Hydraulic conductivity calibration

Figure K.2: Hydraulic conductivity high: groundwater and surface water results (top) and corresponding water balance
schematic (bottom). Fluxes in water balance schematic are given in m3 over the one-week simulation period.

Figure K.3: Hydraulic conductivity calibrated: groundwater and surface water results (top) and corresponding water balance
schematic (bottom). Fluxes in water balance schematic are given in m3 over the one-week simulation period.
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