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ABSTRACT

Radio astronomical observations are increasingly contam-
inated by man-made communication signals. TDMA sig-
nals such as GSM can be suppressed in the time domain by
inhibiting the correlation process when the interfering sig-
nal is present. In this paper we propose a spectral-temporal
detection and blanking scheme applicable to array radio-
telescopes. The effectiveness is demonstrated through sim-
ulations as well as theoretical analysis.
Keywords: Interference rejection, signal detection, synthesis
imaging, radio-astronomical receivers.

1. Introduction

The fast growth of the wireless communication industry
poses severe limitations on radio astronomical observations.
Two such examples are the Iridium system which will prob-
ably cause problems within bands reserved to radio astron-
omy and the GSM system which became ubiquitous and
thus prevents observation in its band. These developments
cause an increasing interest in detection and suppression of
man-made signals in radio astronomy.

Several methods have been proposed for single dish ra-
dio telescopes. A basic approach consists of a single channel
power detector used for stopping the integration of the astro-
nomical signal for the duration of the interference. Exam-
ples are Friedman’s detection of change in the mean power
[4], implemented in the RATAN600, and Weber’s detector
implemented in Nançay [8]. More advanced approaches as-
sume the presence of an additional omni-directional refer-
ence antenna which receives a clean copy of the interfer-
ence. This allows to subtract the interference using LMS-
type techniques [2].

The main drawback of such single channel detectors is
that they cannot exploit spatial properties of the interference.
In synthesis radio telescopes the desired astronomical sig-
nals as well as the interference are received by large sensor
arrays. In this situation we can perform combined spectral-
temporal and spatial processing to detect and remove only
those narrow-band slices for periods and in directions in
which the interference is present. This type of solution is
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very well suited to improve radio astronomical observations
in the presence of TDMA communication systems such as
GSM and Iridium.

In this paper we propose a simple spatio-spectral de-
tection scheme which enables the blanking of narrow-band
interference. (Spatial filtering is outside the scope of the
present contribution.) We introduce a simplified mathemat-
ical model of the problem and present a subband detection
scheme. The effect of blanking is analyzed for the case of
a single interferer with known spatial signature. The effec-
tiveness of the space-time detection and blanking process is
also demonstrated by a simulation.

2. Received signal model

The Westerbork Synthesis Radio Telescope (WSRT), lo-
cated in the North of The Netherlands, is a linear East-
West array consisting of 14 non-uniformly spaced parabolic
dishes, each with a diameter of 23 m. The overall aperture is
3 km. Further details about the array geometry and receivers
can be found in [1].

A simplified model of the received signals in complex en-
velope form is

xk
�
t ��� ak

�
θ � ϕ � s � t ��� q

∑
i � 1

akisi
�
t − τki ��� nk

�
t � (1)

where	 xk
�
t � is the received signal at the k-th antenna,	 ak
�
θ � ϕ � is the array response at the k’th antenna in a

certain look direction
�
θ � ϕ � .	 s

�
t � is an astronomical signal of interest (in fact there

will be several),	 q is the number of interferers,	 si
�
t � is the i’th interferer at time t,	 τki is the relative delay of the i’th signal at the k’th an-

tenna.	 aki is the attenuation and phase shift of the i’th signal
in its path to the k’th antenna and at the receiver.



	 nk
�
t � is the system noise at the k’th receiver. We as-

sume that the system noise is temporally and spatially
white Gaussian noise with covariance matrix σ2I. Typ-
ical SNR at WSRT is −70 dB.

The model in (1) incorporates the fact that the received
channels are delayed so as to maintain a constant look direc-
tion of the main beam. These delayed signals are processed
by the correlator subsystem, which computes a set of spatial
correlation matrices R

�
τ � of dimension 14 × 14, for a set of

512 lags τ. In WSRT R
�
τ � is estimated every 10 ms. The

correlation can be described mathematically as
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∑
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where Ts � 1
fs

is the sampling period, and t0 is the initial
sampling time. Note that using the stationarity of the astro-
nomical source this gives an estimate of E{x

�
t0 � x � t0 − τ � H}.

A typical processing bandwidth is 10 MHz, so the sampling
rate is 20 MHz. In the current hardware at WSRT these
10 ms correlations are windowed and Fourier transformed
to provide a collection of estimates of the spectrum at each
pair of antennas. These spectra are averaged further for 10 s
or 60 s to provide the system noise reduction crucial for ob-
taining the astronomical signal, and the results are stored on
tape for off-line processing and imaging.

In the presence of temporal and/or spatially non-white in-
terference, the correlation matrices will be corrupted. The
detection of such interference is currently done by a sim-
ple change-detection of the received power at each entry of
R
�
τ � individually, and by off-line inspection. Our objective

is to provide a better estimate of the spatial correlation ma-
trices by implementing an on-line multichannel interference
detector, and exclude those time-frequency slices in which
the interference is dominant. This will work well if the in-
terference is concentrated in frequency and time, as e.g., in
Iridium and the GSM system. The same considerations ap-
ply to any narrow-band TDMA system.

3. Subband multichannel detection

In view of the results in [6], subband processing is attrac-
tive because it enables the use of well-established narrow-
band techniques. Moreover, it allows to excise only those
frequency bands that are contaminated, rather than the com-
plete data set at all frequencies. If the original band is much
wider than the interferers, then it also results in increased
interference-to-noise ratio in each subband, thus improving
the probability of detection. However for wide-band inter-
ferers subband processing might cause degradation of de-
tection probability since the correlation between various fre-
quencies is lost.

In this section we propose subband detection methods
and analyze their performance.

3.1. Narrowband data model

There are various ways to implement the subband filtering
process to reach a narrowband data model. Here, we as-
sume that N consecutive sample vectors x

�
t � are partitioned

into M partially overlapping blocks of length L. Perform-
ing an FFT on each of the blocks, we obtain a new set of
data vectors x̃m

�
ω ��� for m � 1 ��������� M, at discrete frequencies

ω ��� 2π fs
�
L , ��� 0 ��������� L − 1. We can now compute covari-

ance matrices R̃
�
ω ��� for each frequency by
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�
ω ���
� 1

M

M

∑
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x̃m
�
ω ��� x̃m

�
ω ��� H (2)

Windowing can of course improve the quality of the spectral
estimates, but we shall not go into details.

The narrowband requirement under which delays can be
regarded as phase shifts is in this case fs

L τmax � 1, where
τmax is the maximal delay across the array, around 10µs. At
fs � 20 MHz, this implies that we need L � 200 subbands,
so that each has a bandwidth less than 100 kHz [6].

Under the narrowband assumption, s
�
t −τ � ↔ s

�
ω � e− jωτ,

and thus the wide-band interferer model in (1) is replaced by
a model of the form

x̃m
�
ω ���
� a

�
θ � φ � ω ��� s̃ � ω ����� q

∑
i � 1

ai
�
ω ��� s̃m � i � ω ����� ñm

�
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(3)
so that

R̃
�
ω ����� AR̃sAH � σ2

ωI � R̃v

where A ��� a1
�
ω ��� · · · aq

�
ω ����� contains the spatial signa-

ture vectors, and R̃s is the q×q interferer sample covariance
matrix at frequency ω � . In the above equation, the contri-
bution of the astronomical sources is collected in the matrix
R̃v. In future equations on interference excision, this term
will be neglected, since is is still extremely weak at 10 ms
integration lengths.

3.2. Single channel spectral detector

Before continuing to the multichannel detection scheme, we
describe an adaptation to the single channel case. This is of
interest to the many single dish radio telescopes which are
likely to suffer from TDMA interference without the ability
to use the spatial processing described below.

In the single channel case we have a sequence x̃m
�
ω ���

where m � 1 ��������� M and � � 0 ��������� L − 1. If the number
of spectral channels L is large enough then, for each � ,
x̃m
�
ω ��� is approximately a complex Gaussian random vari-

able. Without interference, its variance is σ2
ω � σ2

L which is
assumed to be known.1 Assuming at most a single interfer-
ing source, also complex Gaussian with unknown variance
σ2

s , we obtain the following hypothesis testing problem:!
0 : x̃m

�
ω ��� ∼ "$# � 0 � σ2

ω �!
1 : x̃m

�
ω ��� ∼ "$# � 0 � σ2

ω � σ2
s � m � 1 � · · · � M

1An estimate could be based on adjacent clean subbands.



This is a rather standard problem in detection theory (cf.
[5]). A Neyman-Pearson detector turns out to be indepen-
dent of σ2

s and will compare the total received power to a
threshold, γ say, deciding

!
1 if

1
σ2

ω

M

∑
m � 1

|x̃m
�
ω ��� |2 % γ �

Under the above assumptions we can obtain closed form ex-
pressions for the probability of false alarm and probability
of detection. We obtain that under

!
0 (i.e., noise only) the

probability of false alarm is given by

PFA : � P

&
1

σ2
ω

M

∑
m � 1

|x̃m
�
ω ��� |2 % γ ;

!
0 ' � Qχ2

2M

�
γ �

where Qχ2
2M

�
γ � is the tail probability of a χ2 random variable

with 2M degrees of freedom. It has a closed-form expres-
sion (cf. [5]):

Qχ2
2M

�
γ �(� e− γ

2

M−1

∑
k � 0 ) γ

2 * k
k!

Similarly, the probability of detection of an interference at
this threshold γ is given by

PD : � P
� 1

σ2
ω

∑M
m � 1 |x̃m

�
ω ��� |2 % γ ;

!
1 �� P + 1

σ2
ω , σ2

s
∑M

m � 1 |x̃m
�
ω ��� |2 % γ

1 , σ2
s - σ2

ω
;
!

1 .� Qχ2
2M

� γ
1 , INRω

�
(4)

where INRω � σ2
s

σ2
ω

is the interference-to-noise ratio.

3.3. Multichannel detector with known spatial signature

To illustrate the significant performance improvement that
is possible with a multichannel detector, we consider now a
simple case of a single narrow-band Gaussian interferer with
known spatial signature vector a (normalized to / a / 2 � p,
where p is the number of channels) in white Gaussian noise.
Thus we have!

0 : x̃m
�
ω ���
� ñm

�
ω ���!

1 : x̃m
�
ω ���
� as̃m

�
ω ����� ñm

�
ω ���0� m � 1 � · · · � M

where ñm
�
ω � � ∼ "$# � 0 � σ2

ωI � and s̃m
�
ω � � ∼ "$# � 0 � σ2

s � .
Thus,!

0 : x̃m
�
ω ��� ∼ "$# � 0 � σ2

ωI �!
1 : x̃m

�
ω ��� ∼ "$# � 0 � σ2

s aaH � σ2
ωI �0� m � 1 � · · · � M �

In this case the Neyman-Pearson detector is given by defin-
ing zm � aH x̃m

�
ω ��� , computing

1
pσ2

ω

M

∑
m � 1

|zm|2 ≡
M

pσ2
ω

aHR̃
�
ω ��� a
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Figure 1. (a) PD vs. INR. (b) Residual power vs. Imax. M �
64.

and comparing to a threshold γ. Due to our normalization,
taking the same threshold as in the single channel case will
provide the same false alarm probability as before. How-
ever, the probability of detection is now given by

PD � Qχ2
2M

� γ
1 � pINRω

�
Figure 1(a) presents the probabilities of detection as a func-
tion of interference to noise ratio for a single and for p �
14 channels, and M � 64. These are typical numbers for
WSRT. We have selected a threshold such that PFA � 10%.
We can clearly see the array gain, equal to 10 log

�
p �
� 11 � 5

dB.

3.4. Uniform interference in a single block

Now let us consider a case where the INR in a single analy-
sis block of M samples is uniformly distributed in the range� 0 � Imax � . The uniform distribution assumption would be ap-
propriate if we look at a single contaminated block, if the
detector does not synchronize to the interference and the de-
tection block is of the same length as the maximal block of
interference. The expected value of the residual INR, Ires, in
a single block after detection and blanking is given by

Ires �21 Imax

0
I
�
1 − PD

�
I ��� p

�
I � dI

where p
�
I �3� 1

Imax

�
0 ≤ I ≤ Imax � is the (uniform) probabil-

ity of interference. Figure 1(b) presents Ires as a function of
Imax, for the single and 14-channel detectors. We see that the
array gain p gives rise to a much greater interference rejec-
tion. The effect would be larger for smaller PFA.
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Figure 4. Interference power before and after detection/blanking.
�
a � Varying duty cycle β;

�
b � varying slot length α.
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Figure 5. Fraction of kept samples after detection/blanking.
�
a � Varying duty cycle β;

�
b � varying slot length α.
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Figure 2. Interferer with slot length αM samples, power
Imax per on-sample, and duty cycle β.

3.5. Single TDMA interferer with known spatial signa-
ture

A more interesting situation occurs if we consider a TDMA
signal: an interferer which is periodically active in a frac-
tion β of the time (see figure 2). Here, 0 4 β 4 1 is known
as the duty cycle of the periodic signal. Assume that the in-
terferer is present in a certain frequency band ω � and that the
duration of the slot in which the interferer is active is equal
to αM samples x̃m

�
ω ��� , where we take α % 1. Let as before

0 Imax5
a 6

1
Imax

2β

1 − 2β

p
5
I 6

0 Imax

1 − α 7 1
α β

p
5
I 6

1
Imax

2
α β

α−1
α β

5
b 6

Figure 3. Probability density of interference power in a sin-
gle analysis window.

�
a � interference slot length

α � 1 and duty cycle β;
�
b � general case.

Imax denote the power of a single sample of the interferer.

The presence of a single interfering slot will now give
rise to two analysis windows in which the interferer is par-
tially present, and possibly one or more analysis windows in
which the interferer is present in all the samples. Since the
interferer is time-slotted with duty cycle β, there will also be
windows that contain no interference. The probability den-
sity of the interference power in an arbitrary analysis win-



dow of length M is

p
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I ���

8999999: 999999;
�
1 −

α � 1
α

β � δ � I �0� I � 0

1
Imax

2
α

β � 0 4 I 4 Imax

α − 1
α

βδ
�
I − Imax �0� I � Imax

as shown in figure 3
�
b � . Here, δ

�
I � is the unit impulse func-

tion. This result is readily verified by considering simpler
cases such as α � 1 (figure 3

�
a � ). We can now define

Ie f f � < I p
�
I � dI � β Imax

(avg. interference power per sample before detection)

Ires � < I
�
1 − PD

�
I ��� p

�
I � dI

(avg. interference power per sample after det./blanking)

nres � < � 1 − PD
�
I ��� p

�
I � dI

(fraction of number of samples kept after det./blanking)

These functions are illustrated in figures 4 and 5 for varying
values of α and β.

4. Multichannel detector with unknown spatial signa-
ture

In general, the spatial signature vector a of the interference
is unknown. Using the matrices R̃

�
ω ��� we can test the hy-

pothesis that there is an interferer in the frequency band ω � ,
by detecting the rank of R̃

�
ω ��� . In the absence of noise, all

eigenvalues of R̃
�
ω � � will be equal to σ2

ω, whereas if there
are q interferers, then q of those eigenvalues are enlarged by
the interferer powers.

If the noise power σ2
ω is known, we can apply the likeli-

hood ratio test (LRT), which leads to a method due to Box
[3] for testing the null hypothesis that σ−2

ω R̃
�
ωl �
� I (no in-

terference). The test statistic is given by

−Mp log∏
�
σ−2

ω λi
�
ω � ��� ∼ χ2=

p > 1 ? = p−2 ?
2

(5)

where λi
�
ω ��� is the i-th eigenvalue of R̃

�
ω ��� .

If also the noise power is unknown, we propose to use
the Minimum Description Length (MDL) detector [7]. In
this case, rather than setting a threshold based on the asymp-
totic distribution of the likelihood ratio test (LRT), we try to
find the correct model order which minimizes the descrip-
tion length of the data. The MDL rank estimator is given by

k̂
�
ω ����� argmin

k
MDL

�
k � ω �@� (6)

where
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�
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Figure 6. Computational structure of the blanking process

and an interference is detected if k̂ G� 0. This rank detec-
tor has a simple implementation independent of the varying
SINR in the system.

The resulting correlation and detection scheme is de-
picted in figure 6. For each ω � the covariance matrix is tested
for interference using the MDL criterion. If a decision is
made that the covariance matrix is clean the data is passed
into a further averaging step, which may typically collect
correlation data for 10–30 s.

5. Simulation

In order to show the effectiveness of the blanking process
we have generated a very weak sine wave at 400 kHz, ar-
riving from the zenith, together with a frequency hopping
GMSK modulated interference. The SNR was −30 dB. The
interference was generated as follows: 8 random locations
were chosen randomly around the radio-telescope, and to
each we have assigned one of five frequencies: 100, 300,
500, 700 and 900 kHz. Every 0 � 5 ms one of the eight loca-
tions was chosen cyclically and a GSM signal with an INR
of −10 dB was generated. Its delayed version to each of the
radio telescopes (computed by the geometry of the location)
were added to the sine wave and the noise.

The spectral estimates were based on N � 4096 samples,
sampled at 8 MHz, which are approximately 0 � 5 ms of data.
To accelerate computation we have used non-overlapping
averaging with M � L � 64, so the demonstrated perfor-
mance can be improved. MDL was used for the detection.

Figure 7 shows the largest eigenvalue of the contami-
nated covariance matrix, the covariance after blanking was
performed and of the signal with no interference present
versus frequency. After blanking the sine wave is clearly
present. The spectrum shown was based on averaging of
2s of data. The interference was greatly attenuated but not
completely removed, due to the missed detection of the in-
terference side-lobes and tails of interfering slots which only
partially overlap an analysis block.



−2000 −1500 −1000 −500 0 500 1000 1500 2000

17

18

19

20

21

22

23

24

25

26

Power spectral density

frequency [KHz]

P
ow

er
 [d

B
]

corrupted signal
clean signal
cleaned signal

Figure 7. Estimated spectrum before and after blanking

6. Conclusion

Interference detection is greatly improved by employing a
multichannel detector. This effect extends beyond the array
gain. We have analyzed this for a single TDMA interferer
with known spatial signature. Future work will compare the
performance of MDL and other detectors to this idealized
situation, and assess the trade-off effect of a better detection
versus a reduced number of remaining samples. A system
for testing the ideas described in the paper is currently being
implemented in cooperation with NFRA/ASTRON.
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